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Abstract
The aim of the paper was to analyze the impact of joining EU to the agricultural foreign trade relations and trade shifting from traditional destinations to the EU. The most important part in total Croatian agricultural value has crop production, mostly cereals production, while livestock products contribute with 40% in the total value of agricultural production. Wheat and maize area sawn stagnate with mild descending in the 2000-2015 period, while annual production oscillates a lot. The situation in livestock production is characterized by lower production capacities of agricultural family farms. A number of livestock stagnate (cattle) or decreasing (pigs) in period 2000-2015. Croatian agricultural foreign trade negative balance is increasing, although the export-import ratio improves in the period 2011-2013, probably as an effect of EU pre-accession trade benefits. Negative indicators in agricultural production are in direct connect to enormous import and negative foreign trade balance, while coverage of import by export is 57%. Joining EU shifted the trade from CEFTA countries (mostly Bosnia and Herzegovina and Serbia) to EU because Croatian products have not got privileged free access. Croatian agricultural policy should urgently be addressed to the weak points if we want to sustain the sector and better position on the European scene. The CAP mechanisms correspond to the needs and offer solutions for solving the problems of Croatian agriculture and rural areas by implementing measures of rural development.
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Introduction
Since its independence, Croatia committed for the model of an open market economy and joined the European integration process. Croatia is characterized by a small domestic market, entering into the European Union
will lose a part of traditional markets, and Croatian economic development is oriented in export in which agriculture through primary and secondary products plays an important role (Lončarić and Zmaić, 2004).

Croatia has natural conditions and other necessary resources for the development of agriculture with about 0.65 ha of agricultural land ie. 0.45 ha of arable land per capita and belong to the group of countries that are relatively rich in agricultural land. According to data from the Statistical Yearbook, Croatian Bureau of Statistic for the period 2000 - 2015, the total sown arable land amounted to an average of 931,804 ha of which 607,351 ha was sown under cereals. More than 70% of farms is fragmented in less than 3 ha and poor technologically equipped (Franić and Žimbrek 2003). According to Božić et al. (2005), the Agricultural Census, which was conducted in 2003, 449,000 agricultural households was listed and they have 80% of agricultural resources. Farms with less than 3 ha with the production potential have an important role in orchards and vineyards, and in livestock production. They breed poultry, sheep, goats and beekeeping. Farms larger than 8 ha are usually raising crops, tobacco, livestock farming and handle 40-50% of the areas under industrial crops and vegetables. Agricultural companies have an average of 168 ha of land and they are the main producers of oilseeds and sugar beet.

Croatia’s share of agriculture in GDP is about 5.1% in 2011 (Eurostat 2012). For comparison, the share of agriculture in GDP of the EU-27 amounts to 1.7%. In Croatia, as much as 13.8% of the working population is employed in the agricultural sector while in EU-27 only 4.7% in 2010 (Eurostat 2011). According to the research on the agricultural farms structure, spent 2010 by Croatian Bureau of Statistics (2010), agricultural production in the Republic of Croatia was taking place at 233,280 agricultural farms which cultivated 1,316,000 hectares of agricultural land. The average farm size is about 5.6 ha, while in EU the average farm size is 14.5 ha. According to the land use, fields and gardens participate the most (67.1%), permanent grassland - meadows and pasture (26.9%), orchards (2.2%), vineyards and olive groves (1.4%) of utilized agricultural land.

Looking at the above-mentioned data as reported by Jurišić (2013) in which she states that Croatia is on the 24th place with regard to utilized agricultural land. In the European Union twelve countries have a smaller size of the farms than the average (14.1 ha). The situation is similar with farms that keep livestock. Croatia with an average size of 4.4 livestock unit occupies the 23rd place.

Marković et al. (2013) conducted a survey in the area of Split - Dalmatia County and they have come to the data on age, sex structure and educational level of respondents of the survey. Data obtained from the survey analysis can be applied to the rest of country. The largest number of
respondents were in the age structure from 51 to 60 years, at least 9% of respondents of the survey were younger than 30 years. Regarding the gender structure of farmers 82% of them were men and that indicates that in Croatia still prevails the traditional patriarchal worldview. Respondents of the survey were grouped by the educational structure into three categories, of which 63% are medium-educated, 21% have a university degree and 16% have a basic education. According to Horvat (2014), the average age of Croatian farmer is 59.8.

From the EU perspective, Croatian agriculture is a minor factor of the total European agriculture. We can notice modest results in terms of structural and production indicators as well as in terms of economic indicators. The level of Croatian share in the EU: the total value of agricultural production, gross value added, farms, labour, use of agricultural land, livestock, import and export does not exceed 2% (Jurišić, 2013). Croatian potential for agriculture is quite unused, characterized by small-scale and fragmented nature of private farming, a long-term decline in the volume of agricultural production, rather low yields that still lag behind the EU average and rather high agricultural producer prices, mostly above the EU average, indicating weak price competitiveness (Volk et al., 2012). However, agriculture and food production are of exceptional importance for Croatia and constant work on production competitiveness are necessary for successful integration of Croatian agricultural sector in EU market (Gelo and Gelo, 2008).

In the sowing structure of Croatia total sown area under cereals was 607,351 ha in the period 2000 - 2015, wheat contributed with 30% and maize with 53%. As for livestock production in the same period the average number was 450,000 head of cattle and 1,254,000 pigs (Statistical Yearbook, Croatian Bureau of Statistic). Livestock production is highly deficient and for its functioning it is the necessity of quality reproductive material, quality food, use of pastures and quality accommodation for livestock as well as modern technologies of breeding. For the number of livestock conditional are these factors: placement opportunities, the total production of animal feed, the prices ratio of livestock products and food, the length of the cycle of reproduction, infrastructure in livestock production and the needs of processing capacities (Lončarić and Zmaić, 2004). Grgić et al. (2016) reported that the total value of agricultural production of Croatian livestock products contributes 40%. Pig breeding in that proportion is represented with 35%, 33% cattle breeding, poultry breeding 27%, and much less goat and horse breeding. Authors reported that Croatian livestock production is characterized by a decrease of production units, and that the number of livestock head increased in the period from 2000 - 2015, and that this trend
will continue in the coming years. Production of livestock products remains insufficient and import is playing a big role in satisfying domestic needs.

Franić et al. (2014) state that the export of agri-food products from Europe into Croatia makes 0.8% of the total European agri-food exports, in contrast to the European imports of agri-food products from Croatia, which is 0.2% of the total European imports of agri-food products. According to the FAOSTAT data for the period 2000-2013, from EU Croatia imported wheat worth $2,135,000 and $11,311,000 of maize. Opposite of that, Croatia exported to the European Union wheat worth $15,439,000 and $15,535,000 of maize. Croatian imports from EU countries is twice higher than exports. In the same period Croatia on average imported from EU cattle worth of $71,008,000 and $27,190 pigs, but nothing was exported to the Europe.

Looking at the structure, Croatian export of agri-food products constitute 42% of total Croatian export, and if we look to the Croatian import from the European Union of agri-food products, it constitutes of 67% (Jurisić, 2013). In the period from 2000-2010 the balance of foreign trade and trade of agri-food products of Croatia is negative during the analyzed period. Import ratio of agri-food products is higher than the export ratio in total foreign trade. Almost half of Croatian exports is placed in the former Yugoslav countries, and almost 40% in the European Union (Grgić et al., 2011). In terms of the single market with tie production conditions, Croatian agriculture and food industry equally compete in the EU market and third countries, which may affect the reduction in the trade balance deficit and increase value exchange between Croatian and EU (Lončarić and Zmaić, 2004).

According to FAOSTAT data export of wheat and maize in the CEFTA countries is seven times higher than imports, therefore, Croatia in CEFTA countries (Albania, Bosnia and Herzegovina, Serbia and Montenegro) in the period from 2000-2013 exported wheat worth of $18,338,000 and $4,910,000 of maize. However, Croatia imported wheat worth of $437,000 and $2,736,000 of maize. Croatia did not import livestock products from CEFTA countries, but in the same period, Croatia exported cattle worth of $5,349,000 and pigs worth of $4,182,000. Therefore, Bosnia and Herzegovina is the largest importer of Croatian products, 70% of all export intended for the member countries of CEFTA in the period from 2000-2012 is intended for Bosnia and Herzegovina. The second largest markets are Serbia, Montenegro and Kosovo, which account for 20% of Croatian exports, while exports to the markets of Albania and Moldova is insignificant. The market of Bosnia and Herzegovina is especially important for Croatian export of meat, meat products, milk, dairy products, and for bakery and mill products (Čudina and Sušić, 2013).
Čudina and Sušić (2013) reported that the Croatian market on its accession to the European Union would face with the import of cheaper agri-food products, and the loss of preferential markets that may compensate by higher exports to member countries and third markets.

The aim of the paper was to analyze the impact of joining EU to the agricultural foreign trade relations and trade shifting from traditional destinations to the EU.

Material and Methods
Source of studying this problem was available literature and data (Croatian Central Bureau of Statistics, FAO database, Eurostat etc.) related to agricultural market in Croatia, EU and some transition countries, foreign trade, integration process and the other data related to influence of integration process, its consequences and obligations to the Croatian agricultural market.

Methods used in the paper was structural and chronological analysis, mathematical-statistical methods (correlations, standard deviations, trends) and synthesis method.

Results
Trends in agricultural production in Croatia
In Croatian crop production, the importance of cereals in agricultural production is indisputable, participating with 64% in arable land sown. Traditionally, our most important cereals are maize (51% of all cereals sown) and wheat (30%). In stock production the most important are cattle and pig production.

Comparing yield of wheat and maize, Croatia lags behind EU average (4,5 and 6,04 t/ha in Croatia and 5,5 and 7,15 in EU, respectively). It is the result of poor organization in agricultural production (old machinery, little average farm size, poor infrastructure etc.) - Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Wheat area (ha)</th>
<th>Wheat yield (t/ha)</th>
<th>Wheat prod. (t)</th>
<th>Maize area (ha)</th>
<th>Maize yield (t/ha)</th>
<th>Maize prod. (t)</th>
<th>Cattle (000 heads)</th>
<th>Pigs (000 heads)</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>140.986</td>
<td>2.96</td>
<td>601.748</td>
<td>252.567</td>
<td>3.90</td>
<td>1.297.590</td>
<td>417</td>
<td>1104</td>
</tr>
<tr>
<td>max</td>
<td>240.000</td>
<td>5.50</td>
<td>1.032.085</td>
<td>407.000</td>
<td>8.10</td>
<td>2.504.940</td>
<td>483</td>
<td>1489</td>
</tr>
<tr>
<td>average</td>
<td>185.681</td>
<td>4.53</td>
<td>832.967</td>
<td>326.792</td>
<td>6.04</td>
<td>1.936.967</td>
<td>450</td>
<td>1254</td>
</tr>
<tr>
<td>SD</td>
<td>33.204</td>
<td>0.69</td>
<td>145.577</td>
<td>54.645</td>
<td>1.33</td>
<td>367.059</td>
<td>17</td>
<td>115</td>
</tr>
</tbody>
</table>

Source: Faostat and Croatian Bureau of Statistics

Wheat and maize sown area stagnate with mild descending in 2000-2015 period, while production oscillate a lot, especially for maize (Graph 1).
In period 2000-2015, number of livestock stagnate (cattle) or decreasing (pigs) - Graph 2.

The situation in livestock production is characterized by lower production capacities of agricultural family farms (prevalent in this agricultural branch in Croatia) with a non-competitive productivity per head. This situation affects a relatively small proportion of livestock (40%) in the total value of Croatian agricultural production, compared to developed European countries with twenty percentage higher points. Within the livestock production total production of pigs are represented with 35%, cattle 32.5%, followed by poultry with 26.7%, significantly less sheep farming with 2.5%, and much less horse breeding. Although very important agricultural production, cattle production is burdened by many problems: non-competitiveness in the open market conditions, significant milk import, producers’ indebtedness, producer’s lack of information regarding conditions, production methods and agricultural subsidies after joining EU, high cost of capital and inputs (especially fodder), processing industry
problems, price relations in the purchase of raw materials etc. A number of pigs in Croatia is not adequate, as a reflection of the market instability, the variability of supply and demand without contracting in production, uncontrolled import of pork, which resulted in stagnation or complete cessation of production on smaller farms.

**Trends in Croatian agricultural foreign trade 2000-2015**

Croatian agricultural foreign trade negative balance is increasing, although the export-import ratio improves in the last period (2011-2013), probably as an effect of EU pre-accession benefits (graph 3). Export/import ratio in the last observed period is improved comparing to previous two periods (57 compared to 51 and 52%, respectively). Cereals and livestock import and export is increasing, too.

![Graph 3. Croatia foreign trade of agricultural products](source: FAOSTAT)

![Graph 4. Import/export trends for cereals and live animals](source: FAOSTAT)
In Table 2 are presented correlation interactions between foreign trade and agricultural production parameters. Some correlations are logic and expected, like import and export with import and exports of fruits & vegetables, cereals and live animals as well as import and exports of fruits & vegetables, cereals and live animals mutually.

But, some correlations indicate that structure of imported and exported products is not favorable for Croatian export/import balance, for example negative correlations between import and export of live animals with cereal sawn area.

Table 2. Correlations between some foreign trade and agricultural production components for period 2000-2013

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>0.99</td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>0.94</td>
<td>0.92</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.70</td>
<td>0.59</td>
<td>0.74</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.77</td>
<td>0.85</td>
<td>0.73</td>
<td>0.79</td>
<td>ns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>**</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.70</td>
<td>0.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.70</td>
<td>-0.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 – total import agriculture; 2 – total export agriculture; 3 – import fruits & vegetables; 4 – export fruits & vegetables; 5 – import cereals; 6 – export cereals; 7 – import live animals; 8 – export live animals; 9 – wheat area, 10 – wheat yield; 11 wheat production; 12 – maize area; 13 – maize yield, 14 – maize production; 15 – cattle heads; 16 - pigs number

** P<0,01, r>0,661; * P<0,05, r>0,533; N=14; df=N-2
Looking at import/export structure cereals/stock negative balance in Croatian agriculture is even more visible (Table 3). Meat, fodder and milk are between the most common import products, but at the same time Croatia exports cereals. Better case scenario would be the opposite one because cereals should be used and processed in meat and processing industry for the value added products for the better terms in foreign trade competitiveness.

Table 3. Leading group of agricultural products according to chapters of Customs Tariffs (January-June 2014)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Import Products</th>
<th>Export Products</th>
<th>000 USD</th>
<th>000 USD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Meat</td>
<td>Food products miscellaneous</td>
<td>180.625</td>
<td>109.458</td>
</tr>
<tr>
<td>2.</td>
<td>Animal food Products based on cereals and starches</td>
<td>Fish etc.</td>
<td>118.833</td>
<td>92.206</td>
</tr>
<tr>
<td>3.</td>
<td>Products based on cereals and starches</td>
<td>Beverages etc.</td>
<td>112.841</td>
<td>74.061</td>
</tr>
<tr>
<td>4.</td>
<td>Food products miscellaneous</td>
<td>Products based on cereals and starches</td>
<td>110.135</td>
<td>61.577</td>
</tr>
<tr>
<td>5.</td>
<td>Milk and milk products; eggs</td>
<td>Cereals</td>
<td>108.041</td>
<td>59.519</td>
</tr>
</tbody>
</table>

Source: Croatian Bureau of Statistics

Food foreign trade exchange trend according to groups of countries

Croatian accession to the European Union has significantly affected the terms of trade with the countries of CEFTA. Bosnia and Herzegovina and Serbia were the most important CEFTA countries regarding trade with Croatia. Trade with Bosnia and Herzegovina was mostly liberalized, while in Serbia case, Croatia had decreased tariff rates. So, the changed terms of trade after Croatian joining EU, expectedly changed trade level with CEFTA because Croatia must adopt EU trade regulation. Croatia faced the worsening sale conditions with CEFTA countries. Considering Bosnia & Herzegovina and Serbia have signed Stabilisation and Association Agreements with the EU, their agricultural products are more protected by the EU, including Croatian products as well. Čudina and Sušić (2013) stated that the most pronounced negative changes in custom duties and ensuing reduction in exports can be expected in tobacco, meat and confectionery industries.
Graph 5 and 6 indicate change in agricultural export and import in the 2011-2015 period of time since in export significance of EU as final destination is increasing and for CEFTA is decreasing, especially in 2014 and 2015.

In import, case situation is even more visible, because import from EU countries is about 80% of all agricultural import, while in 2011 it was 67%. CEFTA loose share of 11% in 2011 to 7% in 2015.
Conclusion

Croatian agriculture is not competitive compared to developed EU countries. Croatia is facing many problems in agriculture: organizational weakness, market instability, high illiquidity, technological backwardness, educational mismatch with the needs of agriculture, high indebtedness, inadequate tax and fiscal policy, the lack of specialized financial institutions, erosion and disrepair of natural land resources, exodus population from the rural area, and poor land policy. The most important part in total agricultural value has crop production, mostly cereals production while livestock products contribute with 40% in the total value of agricultural production. The situation in livestock production is characterized by lower production capacities of agricultural family farms (prevalent in this agricultural branch in Croatia) with a non-competitive productivity per head. The result is low yields in crop production and stagnation in stock production.

Negative indicators in agricultural production are in direct connection to enormous import and negative foreign trade balance, while import/export ratio is 57%. Croatia export a lot of unprocessed products (cereals, fish eg.) and import meat, milk products and other product with added value and this situation should be changed. Joining EU shifted the trade from CEFTA to EU because Croatian products have not privileged free access anymore. Croatian agricultural policy should urgently be addressed to the weak points if we want to sustain the sector and better position on the European scene. The mechanisms of the CAP match the needs and offer solutions for solving the problems of Croatian agriculture and rural areas by implementing measures of rural development.
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Abstract
The aim of this paper is to analyze the monetary policy and inflation targeting applied by the Bank of Albania on the road to Euro adaption. There will be a comparison with the monetary policy used by the European Central Bank for the countries aiming to join the European Union and it will be shown if the Bank of Albania’s monetary policy rules adapt those of the ECBs. The data of inflation and exchange rates in the Albanian economy in 2005-2013 has been used. Since the variables are non-stationary and present unit roots, Johansen’s co-integration technique has been applied. This methodology has allowed for obtaining of a co-integrating relationship among variables in the long-run. The co-integration results provide evidence of a no co-integration. This indicates that inflation and exchange rate does not move together in Albania in the long-run. According to the test results, it can be said that in the long-run foreign currency does not main cause of inflation in Albania.

Keywords: Inflation, Exchange Rate, Johansen Co-integration Test, Albania

Introduction
Albania since June 2014 is an official candidate for the accession to the European Union (EU). The process to the European integration is very important and Albania’s work toward it has been increasing from year to year, and since June 2014 Albania has achieved the “candidate country’s status”.

The aim of the study is to investigate the control of inflation and inflation targeting, the monetary policy of Albania and European Central Bank (ECB) and the adaption of the Bank of Albania’s (BoA) monetary policy to ECB. Some conditions are to be fulfilled to become a member of the EU and for Albania the most important one is to control inflation on the
road to the membership of the EU, so it must maintain price stability and inflation must decrease at the required levels of EU.

The history of the Albanian inflation has been through different values, it reached the highest one in 1997 because of the collapse of the famous pyramid schemes but those values have been decreasing since then. The most important financial institution, BoA always aims to maintain price stability as its primary objective and by achieving this; consequently the inflation rate must be kept at the required levels. Keeping the inflation target at this level will lead to positive effects in the road to the EU accession. Albania has to achieve the necessary degree of compliance with the membership, so it needs to fulfill these key priorities. The main objective of the ECB is to maintain price stability and it also should support the general economic policies in the EU to contribute to the achievement of the objectives. In this study the co-integration model is applied by using yearly inflation and exchange rate data for the case of Albania, in order to measure the relationship between these two variables.

In the following parts it is going to be discussed the monetary policy of the BoA and the indicators that lead to a successful decision making on the road to the EMU. The trends of the inflation rates achieved by BoA are going to be observed, inflation targeting launched by BoA from different years and objectives of BoA to reach stable inflation rates. Following by the monetary policy of the ECB contribution in the achievement of the Union’s objectives, the criteria that a country must conduct to adopt the EU’s single currency, the inflation targeting conducted by ECB, the adaption of the BoA’s monetary policy to the ECB and the achievements that BoA has reached toward EMU.

The analyses used in this paper concerns in the examination of the long run relationship between inflation and exchange rates by using Johansen co integration test.

**Literature Review**

To further develop the analysis of this study, an important task is to analyze some same models which were carried out by some studies. A research study developed by Boka (2014) on the integration process of Albania to the EU attempted to present the current level of the Copenhagen criteria compliance prior to EU accession and the Maastricht convergence criteria for EMU entailed the price stability, exchange rate stability fiscal criteria and long-term interest rate criteria, which concluded that toward the integration to Europe, there should be made sustained efforts to permanently meet those criteria and assure the competitiveness of the Albanian economy in European markets.
An important research made on the central bank independence and inflation targeting for the case of Romania by Dumiter (2014) whose main purpose was to construct a new index for central bank independence and inflation targeting, which wants in the first place to eliminate the differences of de jure and de facto independence for measuring independence both for developed countries and emerging countries based on some legal aspect and of some actual practice and behavior of the central banks. In the second place, inflation targeting was considered and the central bank independence are mutually reinforcing. By increasing central bank independence this fact will automated lead to an increase transparency and accountability of the central bank, conducting to a higher credibility of the central bank and automated to an efficient inflation targeting regime. Moreover, an efficient inflation targeting regime can increase central bank independence through an explicit target and a higher transparency of this monetary policy regime.

The study made on the democratization in Albania, the OSCE, NATO and the EU by Mema (2010) gives a specific focus on the integration of Albania to the EU, in which was stated that the EU’s aid and assistance to Albania have been adapted to respond to the needs of the political and economic situation in the country. The EU contributions have moved from emergency assistance to rebuilding infrastructure, from economic recovery to developing government institutions, legislation and social development and from reinforcing democracy and the rule of law to promoting regional and cooperation. Accessing the EU market would help ensure the realization of economic growth rates that may over time close the existing GDP per capita gap between Albania and other EU members.

A research study developed by Weyerstras (2008) on the Bosnia and Herzegovina’s EU integration process and economic policy making in the EU, by addressing the current state of the country’s accession process, the criteria defined at the European Council meeting in Copenhagen and Madrid, which candidate countries have to fulfill before acceding the EU. This analysis explored some possible macroeconomic effects of the country’s accession as well as effects on public finances. The paper concluded that the stability and growth pact was intended to ensure the sound management of public finances in the euro area and to avoid a situation whereby a lax budgetary policy on the part of one member state is paid for by the others in terms of a negative impact on exchange rates or on confidence in the macroeconomic stability of the euro area.

A study developed by Muco, Sanfey and Taci (2003) examines the conduct of monetary policy in Albania during the transition period, identifies various channels through which monetary policy can affect prices and output. The vector auto regression model (VAR) of key macroeconomic variables estimated the weak link between money supply and inflation up to
mid 2000. It concluded by arguing that, a move to formal inflation targeting could help promote the transparency and credibility of the monetary policy, but such a move should be introduced only when the country is ready for it.

The IMF working paper on the inflation in Albania developed by Rother (2000) used a model of inflation to provide insight into the nature and extent of relative price adjustments during the transition period, and argued that some of their inflationary effects should not be resisted. It presented an econometric analysis of the impact on aggregate inflation of macroeconomic variables on one side and the skewness of the price distribution on the other. And the results showed that the continued need for relative price adjustments had put upward pressure on inflation. The inflationary impact is of an economically meaningful magnitude and, judging by the recent upward trend in the skewness of the distribution of individual price changes, likely to persist in the future. For the case of Albania, some higher inflation rate than that usually targeted in developed economies is likely optimal. In the latter, inflation targets around 2% can be justified by the effect of quality miss measurement and the desire to leave some scope for low or negative real interest rates.

**Monetary Policy of the BoA**

The main objective of the BoA’s monetary policy according to the Law “On the Bank of Albania” is to achieve and maintain price stability, which is the greatest task that the central bank can perform to sustain the long-term economic growth of the country. The BoA details quantitative and qualitative indicators that will lead to a successful decision making in the monetary policy, it introduces the framework of instruments employed to implement the monetary policy and also presents the main instruments used in communicating the monetary policy to the public.

By maintaining price stability, directly the macroeconomic balances of the country will be sustained. Specifically, achieving and maintaining price stability, means keeping low but positive inflation rates and maintaining them for long periods of time. The estimations from BoA show that the monetary policy will continue to provide a positive contribution to the Albanian economy as it targets an inflation rate approximately at 3.0% (BoA, 2015) and this estimate shows that it affects positively the level and stability of the economic growth rates. Having a low inflation rate helps maintain positive real interest rates and facilitates the convergence process with the developed economies and also gives road the achievement of the aim of joining the EU.
Inflation and inflation targeting policy of the BoA

Inflation Targeting (IT) is the policy framework which is used to manage inflation is being adapted from a major number of countries since the 1990’s. Albania has been one of those countries which has had major inflation fluctuations, where inflation was reduced from 85% in 1993 to 22.6% in 1994 and after this transition years reached the lowest value of 7.8% in 1995 but this rates would not be stable for a long time, as at the end of 1997 the annual inflation rate reached 42% as a result of the pyramid schemes collapse. (Bolle & Meyer, 2013)

In 1999-2000 Albania has a negative annual inflation rate that lead to a deflationary period, but in the mid of the 2001 inflation jumped to 5.6% and in 2002 reached a higher value of 7.7 %. Such high values where reached as a result of a series of factors like, electricity energy crisis, political problems, slower international economic growth and introduction of the euro at the beginning of 2002. Starting from 2003 inflation progress in Albania had been under the pressure of domestic and international macroeconomic developments in which it observed that the annual inflation rate has reached stabilized values due to the BoA tolerance band. (Boka, M.&Torluciog, G.,2013) Analyzing the period from 2007 to 2011 it can be observed that the average inflation rate dropped to 3.1% close to the BoA’s inflation rate target. (BoA, 2013)

The BoA targets a positive inflation rate to take into account the fast technological evolution of products and their qualitative improvement. Also by targeting a low value of inflation rate leads to maintaining positive real interest rates, consequently helping generate savings and financial flows in supporting investments in the economy. The BoA has launched a target inflation rate of 3.0 % because of the need for higher relative price volatility and it also helps the convergence process with the developed economies to achieve the European Union. (BoA, 2014)

By comparing Albania to other transitions economies, inflation has been showing generally low rates and not far from inflation seen across EU countries. The benefits of inflation targeting in the long term are shown in the way of monetary policy is entertained by adopting Euro which is a long process if considered that it will take considerable period to the conclusion of this process.

Monetary Policy of the ECB

The main objective of the ECB is to maintain price stability and of its own monetary policy according to the Treaty on the Functioning of the European Union, Article 127. It should monitor the economic policies in the Union in order to contribute to the achievement of the Union objectives. The Treaty emphasizes a crucial importance to price stability because as it is the
most important contribution of the monetary policy scoping a favorable economic environment and higher employment and also all EU member states coordinate their economic policies for the benefit of the whole EU.

For a country which aims to adopt the European Union’s single currency, the Euro, there are some criteria that are set in the Treaty of Maastricht which include:

1. Inflation rate not higher than 1.5% above the average rate of the three EU member states with the lowest inflation over the previous year.
2. National budget deficit at or lower than 3% of GDP.
3. National public debt must not be higher than 60% of GDP. (a country with a higher level of debt can still adopt the euro if it shows that its debt level is falling).
4. Long term interest rates should be no more than 2% above the rate in the three EU countries with the lowest inflation over the past year.
5. The national currency is required to enter the ERM 2 two years prior to entry.

When the Member State’s economy adopts the single currency its exchange rate is fixed and the monetary policy is transferred under the control of the ECB which conducts it independently for the entire euro area. The aim of the economic entry criteria is to ensure economic convergence, also known as the “convergence criteria” the euro candidate country has to make radical changes to national laws and rules, especially regarding its national central bank and other financial institutions to be consistent with the Treaty. An important obligation is the independence of the national central bank, such as the monetary policy decided by the ECB is also independent.

One of the objectives of the ECB’s monetary policy is to maintain stable inflation below but close to 2% over the medium term and in order to fulfill this task bases its decisions on a two pillar monetary policy strategy and establishes them by using its operational framework. To increase economic welfare and potential growth of an economy can be achieved by maintaining stable prices on a sustained basis.

Some crucial benefits of the price stability are to improve transparency of the price mechanism which allows people to consume and invest more efficiently, reducing inflation which reduces real interest rates and increases probabilities to invest, avoiding unproductive activities to hedge against the negative impact of inflation and the contribute to financial stability. ECB, 2015)

**Adaption of the BoA monetary policy to the ECB**

In order for a country to be part of the EMU, in this case Albania, has to fulfill some political and economic criteria according to the “Copenhagen Criteria” which are the set of rules that define if a country is able to join the
EU and require that a state has the institutions to preserve democratic governance and human rights, has functioning market economy, accepts the obligations and intent of the EU and has the ability to take on the obligations of membership, including adherence to the aims of political, economic and monetary union.

One of the most important successes of the Albanian economy development is monetary stability that is measured by inflation rates and also by the volatility of exchange rates and has reached some satisfied levels.

If Albania accesses to the EU, it will not become immediately a member of the euro area as it has to conduct exchange rate policy as a matter of common interest (Article 124 of the Treaty) which would exclude competitive devaluations. Entering the exchange rate mechanism systems like a pegging to other currencies, floating or a crawling fluctuation bank versus the euro would be expected. Adapting euro as the Albania’s national currency would follow the application of the same criteria as for the already membership countries. A strict criterion of the Eurosystem is the independence of the national central bank which is a very important task. (EU, 2013)

The candidate status given to Albania at the General Affairs Council meeting in Luxembourg is a big step but still needs to meet some crucial priorities. But the candidate status does not mean that EU will start accession negotiations with Albania as there is required additional progress. Albania will be a member of the EU only if it demonstrates that it will be able to take its part fully and the BoA’s role will be limited so it will be a member with no abrogation. Some consequences will be that Albania will have to conduct exchange rate policy as a common interest based on the “Article 124 of the Treaty” which will lead to competitive devaluations meaning fixed exchange rates to the euro with a fluctuation band. (EU, 2013)

Introducing the Euro as the national currency will lead to the application of the same criteria as the member states which issue a maximum inflation rate and interest rates in the year before the examination, a sustainable budgetary position and two years of membership of the ERM and also the independence of the national central bank is required. All these criteria must be applied strictly in order to introduce euro. But, entering the euro system in Albania has its own advantages and disadvantages, where foreign exchange inflows from emigrants will be in euro as long as they work in the euro area countries, most of foreign exchange inflows will be expressed in euro and consequently the domestic economy will exposed to the risk of the euro exchange rate to other foreign currencies also against the domestic currency ALL. (EU, 2013)

Considering the price and exchange rate stability which for Albania are not methodologically in the same lines with those of EU member states,
it can be made exception only for CPI that fulfills the price stability criteria and an important task is that the monetary policy of Albania is strictly committed to attaining and maintaining price stability in the road to the EMU accession and the BoA has made successful progress in achieving this objective and it has been attaining low positive inflation rates considering the structural changes undertaken by the Albanian economy. But, despite this, the price stability criteria should not lead the country to adopt short – term measures to reduce inflation rather than structural reforms with long term benefits. Regarding the exchange rate stability it is suggested that ERM II membership will have less risky results to Albania if the exchange rate band is strengthened by stability oriented domestic economic policies. (BoA, 2014)

Albania has made progress in the road to the accession of the EU but further implementations are needed to strengthen monetary policy by including budgetary planning and public finance management. The BoA has to make further efforts in fulfilling the Copenhagen and Maastricht criteria in order to integrate to Europe and also has to guarantee the competitiveness of the Albanian economy in the European markets.

An Examination of the Long Run Relationship between Inflation and Exchange Rates: Johansen Co-Integration Test

This part is organized as follows: the regression model and data specification performed in the study; descriptive statistics of the variables; Johansen co-integration tests the co-integration of inflation and exchange rate (EURO/ALL) by carrying out a univariate analysis, and lastly Granger causality test.

Model and data specification

Consider the following regression equation model performed in this study:

\[ INF = \alpha + \beta_1 \text{EX\_RATE} + \varepsilon \]

Where \( \alpha \) represents the intercept, \( \beta_1 \) represents the estimated regression coefficient, \( \varepsilon \) is the error term. The dependent variable in equation (1) is inflation (INF) and (EX\_RATE) represents foreign currency.

The data consist of quarterly inflation and exchange rate and obtained from INSTAT and the BoA database (http://www.insat.gov.al/; http://www.bankofalbania.org, accessed: 18 Nov 2014) for Albania for time interval 2005Q1-2013Q4. All tests are performed by using E Views7 statistical program.
Descriptive statistics
Following graphs give graphical representations of the data. Tables and figure show descriptive statistics of the data and regression output. According to the regression output, \( DINF = -0.0393859616091 + 0.0447421363466*DEX\_RATE \) is the estimated regression model.

Graph 2. Inflation in Albania

Graph 3. Exchange rate (EURO/ALL) in Albania

Table 1. Descriptive statistics of series

<table>
<thead>
<tr>
<th></th>
<th>INF</th>
<th>EX_RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>2.716501</td>
<td>132.5108</td>
</tr>
<tr>
<td>Median</td>
<td>2.602763</td>
<td>134.3946</td>
</tr>
<tr>
<td>Maximum</td>
<td>4.360725</td>
<td>149.9364</td>
</tr>
<tr>
<td>Minimum</td>
<td>1.054288</td>
<td>122.4279</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.809894</td>
<td>8.051973</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.168620</td>
<td>0.115165</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.411850</td>
<td>1.606980</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>0.689476</td>
<td>2.990332</td>
</tr>
<tr>
<td>Probability</td>
<td>0.708406</td>
<td>0.224211</td>
</tr>
<tr>
<td>Sum</td>
<td>97.79404</td>
<td>4770.389</td>
</tr>
<tr>
<td>Sum Sq. Dev.</td>
<td>22.95747</td>
<td>2269.199</td>
</tr>
<tr>
<td>Observations</td>
<td>36</td>
<td>36</td>
</tr>
</tbody>
</table>
Table 2. Estimation equation output of regression (levels) and its representations

Dependent Variable: INF
Method: Least Squares
Sample: 2005Q1 2013Q4
Included observations: 36

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>2.326650</td>
<td>2.288915</td>
<td>1.016486</td>
<td>0.3166</td>
</tr>
<tr>
<td>EX_RATE</td>
<td>0.002942</td>
<td>0.017243</td>
<td>0.170627</td>
<td>0.8655</td>
</tr>
</tbody>
</table>

R-squared 0.000856
Adjusted R-squared -0.028531
S.E. of regression 0.821366
Sum squared resid 22.93783
Log likelihood -42.96862
F-statistic 0.029114
Prob(F-statistic) 0.865528

Mean dependent var 2.716501
S.D. dependent var 0.809894
Akaike info criterion 2.498257
Schwarz criterion 2.586230
Hannan-Quinn criter. 2.528962

Durbin-Watson stat 0.865444

Estimation Command:
LS INF C EX_RATE

Estimation Equation:
INF = C(1) + C(2)*EX_RATE

Substituted Coefficients:
INF = 2.32664964396 + 0.00294203551032*EX_RATE

Figure 3. Normality test

Series: Residuals
Sample 2005Q1 2013Q4
Observations 36

Mean -4.81e-16
Median -0.088631
Maximum 1.613551
Minimum -1.680996
Std. Dev. 0.809847
Skewness 0.157392
Kurtosis 2.413813
Jarque-Bera 0.664057
Probability 0.717467
Figure 4. Stability test (levels)

Table 3. Estimation equation output of regression (first differences) and its representations

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.039386</td>
<td>0.131337</td>
<td>-0.299886</td>
<td>0.7661</td>
</tr>
<tr>
<td>DEX_RATE</td>
<td>0.044742</td>
<td>0.049374</td>
<td>0.906190</td>
<td>0.3714</td>
</tr>
</tbody>
</table>

| R-squared     | 0.024280    | Mean dependent var | -0.020353 |
| Adjusted R-squared | -0.005287 | S.D. dependent var | 0.764978  |
| S.E. of regression | 0.766998   | Akaike info criterion | 2.362779 |
| Sum squared resid | 19.41342  | Schwarz criterion   | 2.451656  |
| Log likelihood  | -39.34864  | Hannan-Quinn criter. | 2.393460 |
| F-statistic     | 0.821181   | Durbin-Watson stat  | 2.253559  |
| Prob(F-statistic)| 0.371405   |                     |           |

Estimation Command:

```
LS DINF C DEX_RATE
```

Estimation Equation:

```
DINF = C(1) + C(2)*DEX_RATE
```

Substituted Coefficients:

```
DINF = -0.0393859616091 + 0.04447421363466*DEX_RATE
```
Johansen co-integration test

Time series data display a variety of behavior. The main reason why it is important to know whether a time series is stationary or non-stationary before one embarks on a regression analysis is that there is a danger of obtaining apparently significant regression results from unrelated data when non-stationary series are used in regression analysis. Such regressions are said to be spurious (Hill et al., 2008). Before analyzing the co-integrating relationship between variables, it is important to carry out a univariate analysis. The economic series tend to possess unit roots. The presence of unit roots in the underlying series points towards the non-stationary of the underlying series. If both the independent and the dependent variables show the presence of unit roots, the regression results do not hold much meaning. This is referred to as spurious regression, whereby the results obtained suggest that there are statistically significant relationships between the variables in the regression model, when in fact all that is obtained is the evidence of contemporaneous correlation rather than a meaningful causal relation. The problem of spurious regression is compounded by the fact that the conventional t- and F-statistics do not have standard distributions generated by stationary series; with non-stationary, there is a tendency to reject the null in both cases and this tendency increases with sample size (Gül & Acıkalın, 2008). The stationary of each series was investigated by employing the unit root tests developed by Dickey and Fuller. The test consists of regressing each series on its lagged value and lagged difference terms. The number of lag length based on the SIC information criterion.
Table 4. ADF unit root (level) and first differences test results of INF

Null Hypothesis: INF has a unit root
Exogenous: Constant
Lag Length: 0 (Automatic - based on SIC, maxlag=9)

<table>
<thead>
<tr>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test statistic</td>
<td>-2.904851</td>
</tr>
</tbody>
</table>

Test critical values:
- 1% level: -3.632900
- 5% level: -2.948404
- 10% level: -2.612874

Null Hypothesis: INF has a unit root
Exogenous: Constant, Linear Trend
Lag Length: 0 (Automatic - based on SIC, maxlag=9)

<table>
<thead>
<tr>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test statistic</td>
<td>-2.860678</td>
</tr>
</tbody>
</table>

Test critical values:
- 1% level: -4.243644
- 5% level: -3.544284
- 10% level: -3.204699

Null Hypothesis: D(INF) has a unit root
Exogenous: Constant
Lag Length: 0 (Automatic - based on SIC, maxlag=9)

<table>
<thead>
<tr>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test statistic</td>
<td>-6.751106</td>
</tr>
</tbody>
</table>

Test critical values:
- 1% level: -3.639407
- 5% level: -2.951125
- 10% level: -2.614300

Null Hypothesis: D(INF) has a unit root
Exogenous: Constant, Linear Trend
Lag Length: 0 (Automatic - based on SIC, maxlag=9)

<table>
<thead>
<tr>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test statistic</td>
<td>-6.765350</td>
</tr>
</tbody>
</table>

Test critical values:
- 1% level: -4.252879
- 5% level: -3.548490
- 10% level: -3.207094

Table 5. ADF unit root (level) and first differences test results of EX_RATE

<table>
<thead>
<tr>
<th>Null Hypothesis:</th>
<th>Augmented Dickey-Fuller test statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>EX_RATE has a unit root</td>
<td>-0.996875</td>
<td>0.7436</td>
</tr>
<tr>
<td>Exogenous: Constant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag Length: 0 (Automatic - based on SIC, maxlag=9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test critical values:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% level</td>
<td>-3.632900</td>
<td></td>
</tr>
<tr>
<td>5% level</td>
<td>-2.948404</td>
<td></td>
</tr>
<tr>
<td>10% level</td>
<td>-2.612874</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Null Hypothesis:</th>
<th>Augmented Dickey-Fuller test statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>EX_RATE has a unit root</td>
<td>-1.970425</td>
<td>0.5966</td>
</tr>
<tr>
<td>Exogenous: Constant, Linear Trend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag Length: 0 (Automatic - based on SIC, maxlag=9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test critical values:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% level</td>
<td>-4.243644</td>
<td></td>
</tr>
<tr>
<td>5% level</td>
<td>-3.544284</td>
<td></td>
</tr>
<tr>
<td>10% level</td>
<td>-3.204699</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Null Hypothesis:</th>
<th>Augmented Dickey-Fuller test statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(EX_RATE) has a unit root</td>
<td>-7.977125</td>
<td>0.0000</td>
</tr>
<tr>
<td>Exogenous: Constant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag Length: 0 (Automatic - based on SIC, maxlag=9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test critical values:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% level</td>
<td>-3.639407</td>
<td></td>
</tr>
<tr>
<td>5% level</td>
<td>-2.951125</td>
<td></td>
</tr>
<tr>
<td>10% level</td>
<td>-2.614300</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Null Hypothesis:</th>
<th>Augmented Dickey-Fuller test statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(EX_RATE) has a unit root</td>
<td>-7.857620</td>
<td>0.0000</td>
</tr>
<tr>
<td>Exogenous: Constant, Linear Trend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag Length: 0 (Automatic - based on SIC, maxlag=9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test critical values:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% level</td>
<td>-4.252879</td>
<td></td>
</tr>
<tr>
<td>5% level</td>
<td>-3.548490</td>
<td></td>
</tr>
<tr>
<td>10% level</td>
<td>-3.207094</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 and 5 shows the Augmented Dickey–Fuller (ADF) test under the null hypothesis of a unit root (level) and first differences of variables of INF and EX_RATE. This table also presents the number of lag length included in the regression. The hypothesis of unit root against the stationary alternative is not rejected at all levels of INF variable with constant and linear trend. ADF test of INF variable gives unit root at all levels. Therefore, first differences of that variable are taken and it is shown that INF data are stationary now. Hence, it has been concluded that these variable are integrated of order 1. Also, ADF test result of EX_RATE variable gives unit root at all levels with constant and linear trend, and therefore taking first differences that variable is stationary and integrated of order 1.

On the basis of the above-mentioned unit root tests, performed the Johansen’s co-integration test to see whether any combinations of the variables are co-integrated. Johansen (1988), Johansen and Juselius (1990) have identified co-integration analysis. This approach uses a maximum likelihood procedure that tests for the number of co-integration relationships and estimates the parameters of those co-integrating relationship.

Table 6. Johansen Co-integration Test Results

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.213472</td>
<td>9.290944</td>
<td>15.49471</td>
<td>0.3392</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.032593</td>
<td>1.126629</td>
<td>3.841466</td>
<td>0.2885</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Max-Eigen Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0.213472</td>
<td>8.164315</td>
<td>14.26460</td>
<td>0.3622</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.032593</td>
<td>1.126629</td>
<td>3.841466</td>
<td>0.2885</td>
</tr>
</tbody>
</table>


LR test statistics and critical values are shown in Table 6. The results of both trace and max-eigen value tests suggest that there is no long-run co-integrating relationship between variables at the 5% significance level. In other words, a long-run stable relationship between variables does not exist.
**Granger causality test**

Table 7 presents the results of Granger causality test. The results of the co-integration test have been confirmed by Granger causality test results. Because of P values is greater 0.05, both “EX_RATE does not Granger Cause INF” and “INF does not Granger Cause EX_RATE” are accepted. Therefore, pair wise Granger causality test confirms the result of Johansen co-integration test results of no co-integration between variables in Albania in the long run.

Table 7. Pair wise Granger Causality Tests
Sample: 2005Q1 2013Q4
Lags: 2

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Obs</th>
<th>F-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EX_RATE does not Granger Cause INF</td>
<td>34</td>
<td>1.23972</td>
<td>0.3044</td>
</tr>
<tr>
<td>INF does not Granger Cause EX_RATE</td>
<td>0.89313</td>
<td>0.4203</td>
<td></td>
</tr>
</tbody>
</table>

**Conclusion**

This study consisted of analyzing the monetary policy of the BoA which primary aim is to achieve and maintain price stability and maintain low but positive inflation rates for long period of times. It also introduces the framework of the instruments employed to implement the monetary policy. It was observed that the BoA targets an inflation rate of 3% as it affects positively the level and stability of the economic growth rates. Lately, inflation in Albania has been showing low rates and not far from inflation seen across EU countries and its benefits is reflected in the way BoA’s monetary policy is entertained in adopting EU’s single currency, the Euro.

This thesis empirically analyses the co-integrating long-run relationship between inflation and exchange rate in Albanian economy. Since the variables are non-stationary and present unit roots, Johansen’s co-integration technique has been applied. This methodology has allowed for obtaining of a co-integrating relationship among the variables in the long-run. The co-integration results provide evidence of a no co-integration. This indicates that inflation and exchange rate does not move together in Albania in the long-run. According to the test results, it can be said that in the long-run foreign currency does not main cause of inflation in Albania. The reasons of current inflation are the monetary policy applications of the BoA and its consequences in the long-run. Therefore, exchange rate (EURO/ALL) policy does not effect on the long-run Albanian inflation, and control of inflation on the road of the accession to EMU mainly depends on monetary policies and monetary aggregates of the BoA.
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Design of Serial Connected Vacuum Tube Solar Air Collector
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Abstract
Solar collectors are systems that convert solar energy into heat energy and transfer it to a fluid (liquid or gas). In practice, systems using for produce hot water and hot air. Solar liquid heaters aim to produce the hot water for houses and facilities (such as hotels, sports halls, etc.), while hot air generating systems are widely used for heating living spaces, heating greenhouses and drying agricultural products.

Vacuum tubes are now used in liquid heated solar collectors. The thermal efficiency of the vacuum tubes is higher than the flat plate collectors. However, there is no design for the use of vacuum tubes as air heating manifolds. In this study, it was aimed to design an air heating collector using vacuum tubes. In the designed collector, vacuum tubes are connected serial. Thus, it will be ensured that air is produced at high temperature from vacuum tubes.

Keywords: Solar collector, vacuum tube. Solar air heater

Introduction
The most common water heating systems is solar collectors in hot climate region. Solar water and hot water preparation systems vary according to the circulation and purpose of the water in the system, rather than the type of water to be prepared. Solar water heating systems (GESIS) are technologically well known and new developments are being made (Hepbaşlı and Utlu, 2004).

Today, solar air heater collectors are produced on a flat plate absorber surface. The planar air solar collector is a flat plate that acts as a black object for absorbing heat, and a structure consisting of one or more layers of glass or a permeable cover placed on the plate. All collector parts, except the permeable cover, must be thermally well insulated to reduce energy losses as much as possible. The permeable cover used reduces the transport and radiation losses to the atmosphere while allowing it to pass through the solar radiations and be held in the space between the planar plate and the...
permeable cover or absorbed by the black body. The resulting heat is then transferred to the air passing through a duct located between the absorbent surface and the permeable cover (Duffie, J. A. and Beckman, W. A 1991.)

![Flat Plate Collectors](image)

Figure 1. Flat Plate Collectors

Because the air used as heat carrier fluid in air heating collectors has low heat transfer ability, the efficiency of these collectors is lower than water heating collectors. For this reason, different applications are being made to increase the thermal performance of the collectors used to produce hot air. These applications include; replacement of the absorbent panel profile, development of different air flow patterns, and increase of heat transfer surface area and heat storage capability in the collector.

**Vacuum tube collectors**

Vacuum tube collectors have recently using as solar water collectors. The reason for this is that the efficiency of vacuum tube collectors is higher than that of flat plate collectors and that they can operate without antifreeze under cold climatic conditions. The reasons for the high efficiency of vacuum tube collectors are summarized below.

The vacuum tube has a structure in which the air between the lower and upper surfaces of two inner glass tubes is merged. Due to the fact that the air between two pipes is vacuumed, the heat losses by convection are low (Figure 2). This is the most important factor that increases the efficiency of vacuum tube solar collectors.
Absorbent surfaces of vacuum tubes are in cylindrical form. For this reason, at every hour of the day, an area is formed that takes the rays of the sun vertically. The inclined arrival of solar rays in flat plate collectors increases losses through reflection. The cylindrical absorber surface allows vacuum tubes to more effectively utilize the solar radiations (Figure 3).

There are many studies in the literature about determining the efficiency of vacuum tube solar water heating systems. In these studies, different efficiency values have been achieved due to the ambient conditions, the temperature of the ambient air, the radiation levels and the structural characteristics of the system used.

Öz et al. (2007) have experimentally compared the performance and efficiency of vacuum tube solar water heating system with standard flat plate water heating collectors. Experimental results show that vacuum tube solar water heating system has higher performance and efficiency than other systems. The yield values vary in the range of 48-58% for vacuum tube collectors, while for flat plate surface collectors under the same conditions this value remains within the range of 37-47%.

Koçer et al. (2015) by comparing them to the F-Chart method, which is widely used in evaluating the thermal performances of flat plate and vacuum tube solar collectors. The F-Chart parameter obtained by using this method gives a percentage value about the usability of the system and the
value approaching 100% means that the thermal success of the system is also high. The researchers calculated the F-Chart values for planar solar collectors by 64%, 50% and 39% for vacuum solar collectors, 77%, 62% and 50% respectively for 40, 50 and 60 °C water temperatures.

Due to their high efficiency, the use of vacuum tube collectors in our country is increasing rapidly in recent years. Vacuum tubes are composed of two closed glass pipes (Uyarel and Öz, 1987). Because of the circular structure of the abrading plate in glass tubes, the yields are higher than other planar collectors due to the continuous vertical angle of sunlight (Bulut, et al., 2006).

**Design of Vacuum Tube Solar Air Heater**

In this Study, it is aimed to design an air heated solar collector using vacuum tubes. For this purpose, a structure is designed to provide air flow from vacuum tubes. Vertical air ducts are placed in the vacuum tube in the designed collector. The air flow diagram of the collector is shown in Figure 4. Air enter into the system with channel 1. Air comes out of channel 2 on the channel. Air is out of section 2 and moving upwards. The warming air passes through the No. 3 duct. The temperature of the air in the vacuum tube is further increased. The temperature of the output air can be increased according to the number of series connected vacuum tubes used in the system.

![Figure 4. Schematic of the designed collector](image)

The 3d model of the collector designed in the scope of the study is shown in figure 5. The exterior view of the collector is water-heated. The junctions of the air vents are in the upper chamber. The upper chamber has cold air inlet and outlet channels.
The 3d model showing the internal structure of the designed collector is shown in Figure 6. The air entering the collector with blue troughs passes through the connected vacuum tubes and emits from the red channel. As the number of vacuum tubes to be used in the system increases, the temperature of the air taken from the exit channel will also increase.
Conclusion

In the scope of the study, the vacuum tube solar air heater was designed. The most important features of the designed collector were the use of vacuum tubes and the serial connection of vacuum tubes. Vacuum tubes are more efficient than conventional collectors. The use of these collectors in air heating will increase efficiency. In addition, serial connection of the tubes will ensure that the outlet air temperature is raised. Designed collectors can be used in space heating and agricultural product dryers.
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Measuring the Level of Urbanization, Adoption of Urban Values: Case of Immigration to Denizli City
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Abstract
In this study, the case of Denizli province where the urban transformation projects are taken for the solution of the problem of uneven urbanization will be discussed. Within the scope of the Denizli example, it will be tried to measure the extent to which the urban values of rural migrants migrate to the city. In other words, the level of social urbanization will be tried to be determined. For this purpose, questions were asked about urbanization and social urbanization for those who came to work from surrounding cities and Denizli countryside. Within the framework of the answers given, efforts will be made to determine how the degree of social urbanization has changed in the context immigrants. In this framework, urbanization process and social urbanization process of Turkey in the first stage will be briefly summarized. In the second part; The development of Denizli and the migration movement to Denizli will be briefly summarized and the social urbanization grades of immigrants in Denizli context will be discussed. In the context of urbanization and social urbanization analysis in Denizli City case, questions including basic indicators of economic and social aspects of urbanization - occupation, income level, solidarity, cooperation, education, organization, information, methods of seeking rights, religious and political issues and family relations- are tailored and asked to participants.

Keywords: Urbanization, Urban Values, Social Urbanization, Immigrants, Denizli City Sample

Introduction
The Western-type of modern urban structure, in which industrialization and migration have been marched in parallel, transforms immigrants into their own socioeconomic and cultural structure. The Western-type of the modern city is inadequate in explaining the city structure and urbanization level in developing countries as in the case of Turkey. In Turkey, the immigration wave that has been streamed from rural to urban
areas with an increasing momentum after 1950 has not been treated as a parallel process with industrialization. During the period from 1950 to 2000, 70% of Turkey's population flowed towards cities. The inadequacy of housing and employment and the lack of urban adjustment mechanisms and the inability to meet the socio-cultural needs of the immigrant masses have caused the cities to face new problems. While the solution that the masses produced for the settlement in the urban adjustment process was a slum, the solution produced for the problems of socio-cultural adoption was the adaptation of rural community relations.

Emigration from rural to the urban areas has continued to increase in the course of economic liberalization of Turkey after 1980. After 1980’s, immigration wave to the urban areas cannot be explained as a phenomenon that is only the result of the transformation of agricultural production. In terms of economic and socio-cultural aspects, immigration has gained momentum as cities have become centers of attraction. That is to say, while the migration in Turkey between 1950 -1980 occurred with more repulsive causes, it can be said that the attractive reasons after 1980’s were more effective in the immigration wave (Keles, 2013: 67-68).

Urbanization of Turkey after 1990’s can be considered as 'cities that cannot be urbanized'. The basic features of cities that cannot urbanize could be listed as the uneven structure of cities, the existence of slum areas, problems caused by high unemployment, problems of adaptation to the urban life of immigrants. One of the cities that fit the definition of unurbanized cities of Turkey in some aspects is Denizli (Torlak and Polat, 2006: 168-169). After 1980, Turkey's adoption of the export-driven economic growth model has made Denizli an attractive economic center. The wave of migration that grew faster than the industrialization experienced in this period prevented the formation of a city culture and belonging, as well as laying the foundation for the formation of shantytowns. The lack of job continuity of immigrants was a factor that made it difficult for migrants to adapt to the city culture.

In addition to the 2001 economic crisis, the decline in export rate in the textile sector, which is seen as a result of China becoming a member of the World Trade Organization, has led Denizli to weaken economically. In the post-2001 period, the migration wave to Denizli was cut off with the disappearance of the appeal created by industrialization and job opportunities. In this period, Denizli Municipality and "TOKI-Presidency of Mass Housing Administration" have tried to rehabilitate distorted city structure with urban transformation projects.

In this study, it will be tried to measure the extent to which the migrants from rural areas have accepted the urban values in the case of Denizli city. In other words, the level of social urbanization - adoption of
urban values- will be tried to be determined. For this purpose, questions were asked about urbanization and social urbanization for those who migrated to the Denizli city center from other cities and from the Denizli countryside. Within the framework of the answers given, efforts will be made to determine how the degree of social urbanization and urbanization has changed within the context Denizli city center. At first chapter, in the context of "notion of city structure", "notion of urbanization", "notion of social urbanization", the urbanization process of Turkey and the major problems that faced in urbanization process will be briefly summarized. In the second part; The development of Denizli city and the migration movement to Denizli will be briefly summarized and the degree of social urbanization of migrants in Denizli will be discussed. In the framework of social urbanization analysis, questions involving basic indicators of economic and social aspects of urbanization were directed to participants. Questions are about occupation, income level, solidarity, assistance, education and training, organization, information, methods of seeking rights, religious-political issues, traditions and customs, family relations. Within this slope, I will try to analyze the issues related to "social urbanization" in Denizli city case.

The Notions of City, Urbanization and Social Urbanization

The Notion of City

The most important differences between rural settlements and cities are; The social structure organized according to the division of labor, the economic structure in which the production of commodity and surplus production is made, and the intense population in which various social strata co-exist (Öztürk, 2009: 628-629). At the emergence of cities in time, trade has become more prominent because of its interaction with other civilizations and creating opportunities for market formation (Karatepe, 2005: 269).

According to Pirenne, city life has never developed independently in trade and industry in any civilization. The expansion of trade worldwide has changed socioeconomic status by influencing other countries and has provided the basis for the growth of cities (Pirenne, 1990: 98). The changes that took place in the socioeconomic structure of cities created different forms of the behavior, and way of thinking and life-style of inhabitants. The city culture, which emerged as a product of all these institutionalized attitudes, behaviors, lifestyles and beliefs, has led to centers of civilizations of humanity around cities. Cities with a civilization center are the settlements that carry the socio-cultural heritage of established communities. This common heritage has been formed the basis of urban culture by influencing
the physical structure of the city, such as squares, official and civil structures, settlements and trade areas (Karatepe, 2005: 270-271).

Ibn Khaldun emphasized the importance of the changes in the way of production and of the means of production in the formation of the city and civilization, thus revealing the importance of cultural interactions created by this change and by expanding trade transactions (Torlak et al., 2016: 76). Ibn Khaldun classified the settlements as urban and rural settlements according to the economic potential, production power and the abundance and prosperity created by this power. While at the same time he maintained that the settlements were constantly developing and changing in parallel with the development and capabilities of a human being (Ibn Haldun, 1990: 302).

The accelerated migration movement from the rural area to the city, along with the industrial revolution, led to the growth of the cities on the one hand, and on the other hand to the structural changes that the urban centers would accommodate more people. The problems of the working class like housing, health, and education necessitated a new order in urban life. The modern city can be defined as a settlement area with a certain size and density and a social center with an organized social structure based on heterogeneous, secular and the whole production is supervised and its distribution is coordinated (Özer, 1983: 75-76).

The Notion of Urbanization

Industrialization and urbanization have made a transition to a heterogeneous society based on the division of labor and material interest, individuality, and secularism from homogeneous society structure in which traditions and values prevail. Although the city is a static concept, the concept of urbanization, which includes an expansion based on migration, has a dynamic structure. Urbanization includes a process of immigration to the city, which leads to socioeconomic and cultural change within a new settlement area and form (Torlak and Polat, 2006: 170). The notion of urbanization describes the change in a certain period of time. Especially the change in the form of production is the most important element of the urbanization process. Supervision of production and trade in the modern cities led the cities to expand with immigration and gaining population density. At the same time, this situation creates diversification in the economic sphere and increases integration in the sociocultural sphere (Keles, 2006: 24).

Today, the most distinctive feature of urbanization is the changes in the areas of communication and transportation. Urbanization in developed societies is generally parallel to the level of development, while the level of industrialization in developing societies is lower than the rate of urbanization (Keles, 2006: 28). The modern city, which was shaped by the 19th and 20th
century's capitalist production process and community structure, has generally undergone an irregular, unplanned and unsupervised urbanization process (Özer, 1983: 79).

The reason for the migration to cities from rural areas is not the attraction of cities but the lack of opportunity in rural areas, which makes the difference between underdeveloped country urbanization and developed country urbanization. Another difference is the inadequacy of the industrialization that can absorb the density of immigration experienced in the city. In the underdeveloped countries, this situation led to the accumulation of large masses that could not be integrated into the city life, but also to the formation of two different city types with different socio-cultural qualities within the same city (Özer, 1983: 80).

**Urbanization Process of Turkey**

Urbanization process in Turkey has developed in the opposite direction to the processes in developed countries. The urbanization phenomenon in Turkey, which started in the 1950’s and gained momentum after the 1980’s, has not yet begun to emerge as urban migration from rural areas due to the demand of the industrial sector for labor. Migrants are more likely to be agricultural workers or sharecroppers, lacking capital and land. The only addresses of these desperate masses, who were left unemployed and forced to emigrate, have become big cities where they hope to find work. However, many of the families who migrated to the city in hopes of finding a job were disappointed that they could not find a job due to unfamiliar industrialization at the same rate as immigration (Kuntay, 2001: 317).

Cities that do not have the structural and economic capacities to absorb the influx of immigrants have faced new problems. The newcomers to the city have had to meet their needs for accommodation with irregular and unplanned jumpsuits. This problem of irregular settlement as well as the fact that rural life and congregational relations are dominated by a disconnected lifestyle can be considered as the main factors that undermine the urbanization process (Saglam, 2006: 42).

Since the 1960’s, there have been significant differences in the urbanization process of Turkey. The rapid wave of immigration and slum dwelling are the changes that marked the shaping of cities. In this process, Turkey has been faced the problems that the slum dwelling had created in the urban structure, and at the same time faced the problems of social

---

1 “Congregation”; Face-to-face, a structure based on a solid community feeling that has blood relations between the members of the primary relationship and our emotion, and this structure corresponds to a rural social unity. “The Community” is based on a structure in which secondary and official relations exist, where the specialization grows, the individualism dominates, and it is related to city life (Saglam, 2006: 42).
urbanization of the migrants. The migrant population has not been able to find a regular and satisfactory job for that reason they have been a part of the informal service sector in order to survive in the city. The disadvantaged situation of immigrants, who are the main actors of slum dwellings and informal economy, have created new problems with social urbanization process. This situation also creates the potential risk of polarization in the sociocultural structure of the city (Çiçek, 2010: 48-49).

The Notion of Social Urbanization: Adoption of Urban Values

One of the problems caused by the rapid migration is the distress experienced by the individuals who migrated to the city in the process of adopting to the socio-cultural values of the city. Within this context, the process of socialization and the change in the attitudes of individuals within the urban culture is called social urbanization (Torlak and Polat, 2006: 170). According to Özer, social urbanization is the expected change in the lifestyles of those who migrate from rural to urban areas (Özer, 2004: 121). Social urbanization; The process of social change after urbanization, the change of behavior, relationship, value judgments and material-spiritual lifestyles of the individuals. In this process, the migratory person is transforming into an urban person by changing his behavior and adopting to the urban culture.

"Social urbanization" is the most important factor in the process of being an individual, independent of the congregation to which the immigrant is affiliated. In this process, the traditional attitudes and behaviors of the individual begin to disappear and then new patterns of behavior are adopted and assimilated. Behavior and attitudes related to solidarity, cooperation, education and training, organization, information, methods of seeking rights, religious-political issues, male-female and family relations can be considered as the main indicators of "social urbanization-adoption of urban values" in socio-cultural aspect (Torlak and Polat, 2006: 171).

The concept of "social urbanization" is closely related to the cycle of life in the city. The concept of social urbanization requires a lifestyle that needs to conform to certain rules and also requires adherence and dedication to it (Yalcin, 2010: 232). In this context, social urbanization also corresponds to the integration process. Urban integration process does not always occur positively. Demographic, socioeconomic and cultural characteristics of individuals and the internal dynamics of the city affect the integration process negatively or positively.
Analysis of Denizli's Urbanization and Social Urbanization Process

Urbanization and Social Urbanization in Denizli City

Urbanization and social urbanization processes which do not parallel to industrialization in Turkey are closely related to each other and they are generally problematic. The type of urbanization in Turkey has undergone a "fast, distorted, excessive, fake, unbalanced and unidirectional" development within the underdeveloped country urbanization sample (Keles, 1990: 14). It is clear that urbanization is a sociological process and it directly affects "social urbanization" when it is considered that it influences and reshapes the sociocultural and socioeconomic structure of the city. In this context, the process of social urbanization in a city, where the urbanization is distorted and irregular, will also be distorted.

The population of Turkey has a dynamic characteristic. This dynamism is mainly due to the fact that the rate of population growth is higher than that of developed countries. 75% of the population in Turkey has lived in villages between 1927 and 1950. In the year of 2000, the density of population in rural areas decreased to 35% due to intensive migration from rural to urban areas (Yalcin, 2010: 113-114). According to the 2010 data of Statistical Institute of Turkey; 76.8% of the total population (57.385.706 people) live in provincial and district centers while 23.2% (17.338.563 people) live in towns and villages (http://www.tuik.gov.tr/PreHaberBultenleri.do?id=10736). Finally, according to the data of the Turkish Statistical Institute in 2014; 91.8% of the total population resided in provincial and district centers, while only 8.2% resided in towns and villages (http://www.tuik.gov.tr/UstMenu.do?metod=temelist). The main cause of this sharp decline in 2014 compared to 2010 was the adoption of Metropolitan City Law, which entered into force in 2012. With this law, a total of 1.023 small town municipalities and 16.082 village legal entities have been abolished. The town municipalities were abandoned and connected to the nearest district municipality as a neighborhood. The village settlements are connected to the district municipalities in the neighborhood status also. While the status of the inhabitants of the countryside does not change, only the peasants and the surrounding provinces are involved in metropolitan city administration.

In parallel with the rapid urbanization wave in Turkey after 1980’s, the city of Denizli has been transformed into a rapidly growing and migrating city. Migrations mostly have been originated from surrounding cities such as Burdur, Afyon and Uşak and from the countryside of Denizli city center. Until the late 1970s, the significant portion of the population lived in the rural areas and engaged in agriculture in Denizli province. After 1980’s existence of export-driven industrialization process in Denizli has
changed the social structure dramatically. Indeed, the population of the Denizli city center has shown a steady increase during the period from the “1927 General Population Census” to the present day. The main reason for this increase in the urban population is the internal migration, which is due to the developments in the industrial sector to a large extent, together with the attracting factors -education, employment, social status, transportation, communication, infrastructure, a better life expectancy, social and cultural activities-.

During the period of 1990-2000 period, a significant increase in employment in the industry and service sector has occurred in Denizli. Three-quarters of the new workforce of 12,980 persons recruited in the center of Denizli in the textile business sector (Arlı, 2009: 194) This data put forth the weight of the textile sector in the socio-economic transformation of Denizli. Urbanization process of Denizli, which settled in a unique position due to its industrialization in the period of 1990-2000 without decreasing its agricultural production, is closely related to the fact that Denizli countryside has fertile agricultural lands. As a matter of fact, according to the data of 2013, Denizli was in the 15th place in Turkey in terms of herbal production value (http://www.tuik.gov.tr/ilgostergeleri/iller/DENIZLI.pdf). Despite the rapid development of the industry, the protection of the power of agricultural employment has only been realized in Denizli among industrialized cities in Anatolia (Arlı, 2009: 206).

As a matter of fact, the 2001 crisis and the entry of cheap Chinese goods into the world markets led to the weakening of the textile sector after 2000’s, which constitutes Denizli’s development engine and provides a large portion of employment. In this period, the textile workers, who were in the status of unskilled workers, mostly remained unemployed. A decrease in employment occasions has reversed the migration trend to Denizli (http://www.tuik.gov.tr/UstMenu.do?metod=temelist). At first sight, the migrations to Denizli has fallen. When it comes to 2011, migrations outside of Denizli have begun.

<table>
<thead>
<tr>
<th>Population</th>
<th>Immigration number to the City</th>
<th>Immigration number from the city</th>
<th>Net immigration number</th>
<th>Net immigration rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>TURKEY</td>
<td>74.724.269</td>
<td>2.420.181</td>
<td>2.420.181</td>
<td>0</td>
</tr>
<tr>
<td>DENIZLI</td>
<td>978.700</td>
<td>23.454</td>
<td>23.853</td>
<td>-399</td>
</tr>
</tbody>
</table>


After the increase in the unemployment rate in Denizli, the return of immigrants coming from the surrounding provinces, districts, and villages, which is one of the important sources of migration, is one of the reasons for
Denizli becoming unattractive for immigrants. The other reason is that the rural area of Denizli and the surrounding provinces still have a strong agricultural employment capacity due to their fertile lands. As a matter of fact, 76.8% of the total population of Turkey (57,385,706 people) resides in provincial and district centers while 23.2% (17,338,563 people) live in towns and villages (http://www.tuik.gov.tr/PreHaberBultenleri.do?id=10736). On the other hand, 68.8% of the Denizli population live in the city and 31.2% live in the towns and villages (Http://denizli.gov.tr/webb/index.php?option=com_content&view=article&id=118&Itemid=70). As this data show, the rural population in Denizli is above the average of Turkey.

When the "social urbanization" and the formation of urban identity in Denizli is analyzed, it can be said that being immigrated to the periphery of the province and rural areas does not lead to identity discrimination and polarization between the urban residents and immigrants (Torlak and Polat, 2006: 174). The fact that immigrants come from the same sociocultural origins as the residents of the city has been the factor that facilitates the process of urban alignment and "social urbanization". In addition, the growing economy is another factor for the city to offer opportunities for everyone, which does not lead to a clear polarization between residents and immigrants. However, the decline in industrial production after 2000’s and the emergence of unemployment could be one of the factors that could trigger the socioeconomic polarization (Torlak and Polat, 2006: 174).

After 2000’s, it can be said that there is a polarization in Denizli’s living quarters. Especially in the neighborhoods such as Servergazi, Çamlık, Kmikli, Bereketli, luxury houses are seen to rise; In the districts such as İlbadi, Anafartalar, Dokuzkavaklar, Sevindik, the structure of the squatter housing is seen. Nevertheless, it can not be said that this differentiation of living spaces has led to the social polarization in the same manner. In this period, the implementation of urban transformation projects with the initiative of the Denizli Metropolitan Municipality or TOKI has been a factor preventing the spatial and sociocultural polarization to increase further.

Field Survey on Social Urbanization in Denizli City

According to the concept of urbanization, the city unites its residents around similar cultural codes. Thus the common city identity is revealed and adopted by all the city dwellers. According to the assumption of urbanization, this identity of urbanism transforms the people who have immigrated to the city in time, in a socio-cultural sense.

Thirty-five questions were prepared in relation to the theoretical frameworks in the previous sections of the study of the citizens who emigrated to Denizli in order to measure urban identity and degree of social
urbanization. Participants were mainly selected from the employees of the textile sector. In addition to the blue-collar workers in the textile sector, white-collar employees who came to the city due to university education and appointment were also included in the survey. Due to the presence of men as well as the weight of women in the employment of the textile sector, the research has not been discriminated against men and women.

The created questionnaire form was applied to 411 participants in the research universe at March 2015. It is easy to use the easy sampling method. It is thought that it is difficult to determine a sample with probable methods from the main mass because of the individuals in the stage work in various enterprises. The questionnaire forms were examined by the researcher and the presence of participants who did careless coding over a single answer was checked. As a result of the examinations and checks made, 380 available questionnaires were obtained. For this reason, it was decided to continue the analyses with 380 observations. Data obtained within the scope of the study were analyzed and reported using the SPSS 20.0 package program.

58% of the participants were women and 42% were men. 76% of the participants were from the age group 26-45, 15% from the age group 18-25. The proportion of the population aged between 18 and 45, which can actively work due to the attractive power of the industrial sector in Denizli, is above the Turkish average (http://www.denizli.bel.tr/userfiles/file/2012-2016%20STRATEJIK%20PLAN.pdf). Participants included in the survey consist mainly of this group in accordance with this database.

While 43% of the participants were university graduates, 21% are high school graduates. The ratio of primary school graduates was around 16%. The fact that the ratio of university graduates in women is 68% indicates that women who come to the city due to education are easier to adapt to business life and urban life.

While 40% of the participants come in less than 1000 TL, 23% of them come in the range of 1000-1900 TL. The excess of the minimum income is a natural result of the textile sector, which does not require qualified employment. Considering that the weight of university graduates is high among the employees, studying for less than 1000 TL indicates that university graduates cannot work in a job they desire. On the other hand, this data can be seen as data showing hidden unemployment for university graduates.

73% of the participants were married and had a family structure consisting of the mother, father, and children within the core family formation. 26% of respondents have lived in the same house as two people and 71% have lived between 3 and 5 people. This data shows that the extensive family structure that constitutes one of the characteristics of the slippery settlement structure was not very common in Denizli. This data
stems from the fact that migration to Denizli mostly comes from the surrounding districts and cities. Another reason for not seeing the extended family structure is that parents prefer to stay in villages with fertile lands instead of migrating. This shows that immigration takes place predominantly by the younger population, both in terms of attractiveness of the city and economic reasons. The spouse of 67% of the participants was working. This data confirms that the migration to Denizli is experienced in the form of a nuclear family. Due to unskilled employment in the textile sector, the low wages have brought the spouses to work as well.

Those who migrated to Denizli; 34% due to economic reasons, 14% due to education and 14% due to the appointment. 27% of the migrants came from the surrounding cities, 21% from the villages of Denizli and 16% from the district centers of Denizli. When immigration periods of immigrants were examined it was seen that; the rate of living in the city during the period of 0-5 years was 20%, the rate of living in the city during the 6-10 years was 22%, the rate of living in the city during the period of 11-15 years was 17%, the rate of living in the city during the period of 16-20 years was 20%. The proportion of those who are more than 20 years old was 20%. This data show that Denizli has formed a center of attraction as a result of the economic breakthrough after 1980’s.

In the survey, the main factor in finding employment was the very large proportion of migrant workers (73%) taking their own efforts and receiving 15% of friendship support. This data reveals that the relatives and citizenship solidarity, which is one of the main features of slum settlement, was not seen in Denizli case. The fact that the textile sector, which constitutes the main employment area in Denizli, has a high rate of unskilled labor and a high rate of the changing job (35% of the participants once, 32% of them have made many job changes) is another factor that job seekers do not need extra support.

Given the frequency of visits of migrants to their homeland, 50% have visited several times a year. The reason for the visit was 73% in the form of a family visit. This rate shows that immigration takes place in the form of a nuclear family, but also immigrants show strong family ties parallel to the classical Turkish family. In other words, the parents or some of the relatives remained in their living place. This data shows that the migrant movement in Denizli is not in the form of classical shantytowns where the parents and the relatives live together. As a matter of fact, this data can be seen as an indication of the absence of sociocultural polarization between the developed regions of Denizli and the neighborhoods where the slum dwelling is located.

80% of those who migrated to Denizli had no income-generating assets in their homeland and 60% has received food aid from their
homelands, which is another indication that the cause of migration was economic. Considering that the majority of migrants to Denizli are from neighboring cities and Denizli’s countryside, but those who do not own land or property. This data reveals that the ratio of rural population in Denizli and its surroundings is above the Turkey average and migration to Denizli proves to be largely economic reasons than the attraction of the city.

The reason why 43% of the migrants preferred the neighborhood selection was its closeness to the city center. Only 18% of them have settled in the neighborhood in order to be close to their relatives or cronies. This data also shows that the classical slum dwelling structure is not valid in Denizli. It is seen that the city center was preferred because of easy transportation facilitates and cheaper rentals. It is important to say that 80% of migrants to Denizli were happy to migrate to town and 78% of them were satisfied with coming to town in terms of being a sign of the sense of belonging to the city. These data is important in showing that urbanization in Denizli and sense of belonging to the city are strong. Considering that the reasons for the migration are largely economic, it is seen that the Denizli economy is still able to generate employment despite the contraction in the textile sector in recent years. In addition to investments provided by the municipalities, TOKİ has facilitated the process of city adaptation and increased its satisfaction with those who migrate to produce new housing within the scope of urban transformation projects. At the point of social urbanization and the formation of urban consciousness, it can be said that it has made the duty of the municipality in particular.

The answers to the foreground in the evaluation of leisure time were; 23% spent time with friends, 15% watching television, 15% reading books and 13% visiting the relatives. Spending time with friends and other answers was more often than not having to spend time with the relatives because relocation to Denizli is more like a nuclear family. Given the frequency of visits to neighbors, it was stated that 34% of participants reported occasionally. The rate of frequent visitors was only 13%. This data could be evaluated in line with metropolitan city characteristics where the core family structure is dominant. Therefore, it can be said that there is no slum structure in Denizli where kinship relations dominate.

73% of the participants stated that they would move with other residents in a problem that the locals are experiencing. But 83% said they would not attend the meeting to be held on such problems. These answers reveal a contradictory situation. When there was a problem with the neighborhood, the main authority applied was the "neighborhood headman"

---
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of 63%, followed by the related institutions by 19% and the municipal response by 11%. This data shows that the low level of political participation at the country level (except for the voting) is also reflected at the local level. In the same way, it shows that the locality and the urbanization consciousness are not fully occupied either. It can be said that the centralized politics in Turkey clogging the political participation channels cause the inability of the development of localism and the weakening of the urbanization culture.

Asked whether the political preferences of immigrants have changed, 83% of respondents said they did not change their political preferences. The reasons expressed by those who change political preferences were related to economic reasons rather than ideological reasons. Migrating from nearby cities or from the surrounding villages to Denizli didn’t cause any change in the current political attitude of migrants. Moreover, employment opportunities in Denizli, TOKI's and the Denizli Metropolitan Municipality's adequate social housing production have prevented socio-cultural polarization, which has reduced the volatility of political preferences. While 50% of the participants read both newspapers and magazines, only 5% of the respondents said that they do not read newspapers or magazines. 70% of the newspaper readers bought the newspaper by himself, 12% of them read the newspaper that was bought by the family members, and 12% of them read the newspaper that was bought by their friends.

In familial issues, 65% of respondents said "we will make a joint decision", while 13% answered, "my father will decide". The vast majority of those who say "My father decides" are single participants living with their parents. The vast majority of married participants gave a "joint decision". In response to "a joint decision", both spouses work, and especially the married couples living as a nuclear family are influential. The male dominant family structure in Turkish society still maintains its validity, especially in the extended family model.

**Conclusion and Suggestions**

The concept of social urbanization is directly related to urban lifestyle. In other words, the concept of urbanization requires that the inhabitants of the city live a life that conforms to the rules - to be respectful to others, to not harm urban common objects and places, and to avoid behaviors that disturb others. At the same time, residents of the city must love the city and feel themselves to be a part of the city.

The biggest obstacle to social urbanization can be seen as the problems of employment and housing for immigrants. In addition to solving these two problems, providing equal service to disadvantaged groups by local governments could support to develop the awareness of urbanism. It is
wrong to expect that people living in urban areas will develop their urban behavior by themselves. In order to ensure the abandonment of misconceptions that are frequently seen in cities in Turkey, local governments have to enforce the practices which are the absolutely sanctioning force (Yalcin, 2010: 240).

Denizli province, which has been greatly influenced by the changes in the economic area after 1980’s, has become a city where the unemployed immigrants have been intensified by the growing industry. Parallel to the developing industry, besides the immigration wave towards Denizli, it brought with it problems such as education, health, not getting enough benefits from urban services, and being unable to integrate with the city. One of the most important problems that arise for urbanization is the shanty town construction produced by poverty. Particularly in the neighborhoods such as Sevindik, Dokuzkavaklar, Anafartalar. However, in recent years, the municipalities and TOKI’s urban transformation projects have been deceived and the expansion of shanty towns has been prevented. This decrease in slum settlement also reduced the risk of potential sociocultural polarization.

Urbanization problems prevent the development of local urbanism and constitute an obstacle for individuals to feel belonging to the city. These problems, on the other hand, cause the residents of the city to be dissatisfied with the city and create a risk of sociocultural polarization. Denizli grew rapidly after the 1980s, with immigration from the surrounding provinces and districts. The inadequacy of infrastructure and housing in Denizli, which is unprepared against the rapid migration wave, triggered irregular settlement. On the other hand, economic development and enrichment have led to the construction of luxury housing, which has resulted in the growth of regional differences in the city. The major reason why this difference in the spatial plane does not lead to polarization or conflict at the social dimension is that the wave of migration is predominantly composed of the same socio-cultural origins and surrounding districts. However, there is a serious risk of socio-cultural polarization especially with immigrants coming from the southeastern part of Turkey and settling in the vicinity of the Sevindik neighborhood. This polarization, especially due to the terror problem of PKK, carries the risk of further deepening.

Another obstacle to urbanization in Denizli is that the economic shrinkage in the textile sector, which has lived in recent years, leads to unemployment. As a matter of fact, in 2011, Denizli was one of the cities where the current population decreased for the first time. It is clear that sociocultural polarization will increase if this shrinking of the textile sector can not be compensated in a certain way. In addition, this progress will harm the consciousness of local identity in Denizli and the process of urbanization.
Despite the little increase in unemployment, there is a high rate of satisfaction in Denizli, where social polarization and crime rates are not very high. The basis of this success is the successful urbanization policy implementations of the Denizli Metropolitan Municipality in recent years. Denizli Metropolitan Municipality, which makes important investments in infrastructure as well as superstructure in the frame of urbanization policy, has also reduced the exclusion of the slum areas with the urban transformation projects at the same time. In the same way, marketplaces, sports fields, parks and green areas have tried to increase the belonging of the residents of the slum district neighborhoods and they succeeded in this.

However, the business contraction experienced in the textile sector and the unemployment it creates are the biggest obstacles in front of the social urbanization as well as the potential for creating social polarization. As we can see from the survey, the satisfaction rates of working individuals are very high. The most important thing to do at this point is to introduce new investments and incentives that will prevent unemployment. As a matter of fact, according to the strategy decision taken on this issue, the government and the municipality are trying to increase the tourism potential of Denizli. In this context, the ruins of Pamukkale have been reorganized and it has been decided to build a large museum complex in which monuments of Denizli can be exhibited.

One of the obstacles to urbanization, according to my research, is the lack of participation seen in the issues that concern the city. When it is expressed that the problems related to the city or the neighborhood will move together, participation decreases suddenly in case of taking initiative. At this point, it is especially necessary for the municipality to enact governance mechanisms that will inform the public or involve them in decision-making mechanisms. It is important that mechanisms such as city councils, neighborhood councils be supported and encouraged. It is evident that people who are somehow included in the decision-making process will have more possession of the city and thus social urbanization will increase.
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Abstract
Disasters seldom restrain to administrative and political boundaries and derecognizes international borders. These borders become the most vulnerable areas where laws are practically inapplicable uniformly across the international borders. Women moving out in search of livelihood options become easy prey to trafficking for commercial sexual exploitation and are also devoid of any knowledge on safe migration policies. India, Bangladesh and Nepal in South Asia have been identified as the major sources from where men, women and children get trafficked for the purposes of involuntary domestic servitude, bondage of debt, camel jockey, commercial sexual exploitation and so on. Human trafficking among the women and girls has been one of the largest in terms of magnitude and poses the greatest challenge more so when a disaster strikes!
The present paper attempts to identify the vulnerability factors within the perspective of a natural disaster particularly for women and girls who fall prey to being trafficked from their home. The study is based on secondary sources of information that identify regions which are frequently hit by disaster and compares them to those regions which have a high potential for being trafficked. The study relies and relates with selected micro level field visits in some of these areas which are of high vulnerability. It highlights certain factors that have contributed significantly during a disaster such as the age specific sex ratio and cultural components within the hazard prone districts.
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Context
It need not be emphasized that regions that are in the grip of extreme poverty, human rights violation, conflict ridden and war torn have enhanced
the risk and vulnerability of women and children to trafficking. The world today is a witness to the mass exodus of people migrating from one place to another as a result of a conflict, war, natural calamity, ethnic cleansing, terrorism and insurgency or simply moving in search of livelihood options. Human trafficking has been an issue of concern whenever disaster strikes. Disasters never restricts itself to administrative boundaries or recognize any international borders. These areas therefore become the most vulnerable from the perspective of different laws that exist across the borders. The inapplicability of laws thus force the policies to remain an unfinished agenda. So a victim of disaster hit region becomes even more vulnerable if she happens to be a women or a girl. She becomes an easy prey for the traffickers who are quick to lure these innocent women into their trap. When a disaster hits, women move out in search of alternative livelihood options often end up crossing the international borders. The trafficker’s network is quick to nab these innocent hapless women looking out for a livelihood in order to survive. The slender collection of laws which are difficult to implement across the countries and international borders are often unable to protect these cross border victims. Micro level field visits show that most of the victims of human trafficking are often lured or abducted from one country or from their homes and subsequently forced into prostitution, bonded labourer in agricultural and manufacturing settings, domestic services, organ trade and other trans-national crimes and servitude in another country or a place where the victims are complete alien to. Human trafficking has been prevalent in areas which reel under abject poverty, food insecurity, insensitive social and cultural milieu and displacements due to natural and man-made disasters. Disaster only doubles the hardships faced. Although human trafficking can take different forms in different regions around the world, but most human trafficking cases follow a similar pattern, i.e., traffickers use acquaintances or false advertisements to recruit men, women, and children in or near their homes and then transfer them to and exploit them in another city, region or country (Palermo Convention, 2000).

South Asia happens to be a home to the second largest number of internationally trafficked persons (UNFPA, 2006). India, Bangladesh and Nepal have been identified as the major source countries for women and children that are trafficked for the purposes of sexual exploitation, involuntary domestic servitude and bondage of debt. South Asian region in particular has witnessed exploitation of women and girls under the garb of fraudulent marriages, false job promises, culture, religious beliefs and deceit. They become even more vulnerable in a situation as a result of a disaster which snatches away their land, house and the few livelihood options that were prevalent in their places of residence forcing them to move out into unknown destinations.
The present paper attempts to identify the vulnerability to trafficking among women and girls in India for sexual exploitation, especially during a natural calamity that hits their region of livelihood options. The study is based mainly on secondary sources of information, and relies upon field visits undertaken in some of the sample districts of disaster hit regions for authentication of the secondary sources of information vis-a-vis the micro level data. Although, there are sufficient studies to establish that women are more vulnerable to disasters; there is not sufficient research to establish that it is during disasters that the risk of human trafficking reaches its peak. When disaster renders people shelter less the women in particular become vulnerable to all kinds of exploitation including trafficking which becomes a business for people who are involved in this illegal trade.

Many such studies remain unattended in the absence of a law, which is the first and foremost factor in providing a preventive measure in risk reduction process towards the disaster related victims who have been forced to leave their hearth and home in search of livelihood options. The purpose of any law is manifold. It establishes and maintains the order, resolves disputes if there are any and finally it protects the rights and liberties of people. The disaster law or more appropriately called as “disaster response law” also aims for serving these purposes. It aims for mitigation of disasters, protection and rescue of victims and rehabilitation of the victims. A disaster response law framework consists of international treaties, municipal laws of countries which provide guidelines for mitigation, protection, rescue and rehabilitation work. In India, the “Disaster Management Act” forms the bulwark of the disaster response law. In countries where gender discrimination is tolerated, women and girls are particularly vulnerable to natural hazards. Not only is the percentage of women and girls who die in such countries higher, but the incidence of gender-based violence—including rape, human trafficking and domestic abuse—is also known to increase exponentially during and after disasters (UNDP/BCPR:2010). Their extreme vulnerability can be made from the fact that during Tsunami in the Karakai region of Puducherry, adult female fatalities outnumbered adult male fatalities nearly 2:1 (WHO,2013). A pioneering report developed by the Lawyers Collective (2003) supported by UNIFEM examines the role and function of law enforcement and the adjudication machinery in dealing with the problem of trafficking for commercial sexual exploitation (CSE), the lacunae specific to each component namely, the police, the prosecution, the judiciary and the correctional institutions, those that are responsible for the ineffective functioning of the criminal justice system (CJS) and suggest that changes can be made to improve the functioning of various components of the CJS in dealing with the issue. The report presents vast data from two metropolitan cities of India, namely, Mumbai and Delhi, which hosts a
significant proportion of the victims for sexual exploitation. The respondents include police, advocates, officials of the state homes, and analysis of reported cases under ITP Act in Kamla Nagar Police station, New Delhi and Nagpada police station, Mumbai. The report presents the profile of law enforcement machinery in the two cities for CSE cases registered under the ITP Act. It analyses the procedures for reporting CSE cases and sections of ITP act used for booking the cases and highlights excessive use of section 8 and 20 of ITP act which criminalizes the victims. The report suggests reasons for acquittals of criminals like unworthy witnesses, lack of collaboration, discrepancy in witnesses, procedural problems, absence of women officers. It also highlights the demographic, social, economic and spatial characteristics of victims staying in government shelter homes and the innumerable problems faced by the victims in these homes including poor living conditions and other associated survival coping mechanisms. The research report suggested invaluable recommendations for improving the law enforcement machinery especially the effective training for police and prosecution. However, an interview with the Lawyers Collective stated that the implementation of the law has had a ballooning impact on the culprits. When one puts pressure in nabbing a culprit, the pressure simply flows elsewhere where the laws are lenient thus resulting in a no impact. This impacts in achieving a zero or a miniscule conviction rate.

Hyogo Framework for Action

Gender is a cross-cutting principle of the Hyogo Framework for Action 2000-2015: on Building Resilience of Nations and Communities to Disaster, which states that: “A gender perspective should be integrated into all disaster risk management policies, plans and decision making processes, including those related to risk assessment, early warning, information management and education and training.” In addition, the Beijing Agenda for Global Action on Gender-Sensitive Disaster Risk Reduction (2009), adopted following the twenty-third special session of the General Assembly, entitled “Women 2000: Gender equality, development and peace for the twenty-first century,” calls for gender-sensitive approaches to disaster prevention, mitigation and recovery strategies and natural disaster assistance.

Gender priorities were integrated into the report of the World Conference on Disaster Reduction, January 2005 in Kobe, Japan and the Framework for Action 2005-2015: Building the Resilience of Nations and Communities to Disasters: now abbreviated to HFA (Hyogo Framework for Action). In the opening section, the HFA states that a gender perspective should be “integrated into all disaster risk management policies, plans and decision-making processes, including those related to risk assessment, early warning, information management, and education and training” (HFA,
However, while it has been suggested that this provides the ‘most explicit reference to gender of any other international policy frameworks for DRR’ (UNISDR, 2009) it is not without limitations. Most importantly its call to integrate gender into all areas of DRR did not result in gender being integrated even into the HFA itself, and in the remainder of the document gender/women are mentioned only twice: once when discussing early warning systems and once when discussing the need to ensure equal access to appropriate training and educational opportunities. This suggests a lack of real commitment to adopting a gender perspective that has not changed much in the intervening years.

The third edition of the United Nations Global Assessment Report on Disaster Risk Reduction: From Shared Risk to Shared Value: The Business Case for Disaster Risk Reduction (UNISDR, 2013) makes scant mention of gender matters; in fact the word ‘gender’ is not mentioned at all; neither is ‘girl’; and ‘women’ is mentioned three times in 288 pages. The three occurrences of ‘women’ are all in the same place: They concern the after effects of the Great East Japan Earthquake of 2011 in which employment for women recovered more slowly than for men, due to the slow recovery of the female-dominated food processing sector, while the many new employment opportunities in the construction sector were mainly for men. This is disappointing considering the 2011 Global Assessment Report (UNISDR, 2011) had previously noted that gender was still not being adequately addressed in disaster risk reduction.

However, one is unable to trace any imprints of these guidelines when it comes to law making. The disaster management laws have turned a blind eye to the specific needs of women and especially women in agriculture. In India, the Disaster Management Act’2005 do not even mentions the word “women” or “gender”. There are no gender specific post-disaster studies and the special needs of women are not highlighted. While gender mainstreaming has entered the disaster rhetoric, gender is far from mainstreamed in policies and gender is still not part of mainstream disaster risk reduction and response practice (Bradshaw & Fordham, 2013).

Human trafficking is usually exacerbated by the lack of legal assistance services available to victims and by the lack of awareness concerning the existing legal protection available to victims of trafficking. Victims and witnesses of human trafficking are often not aware of the mechanisms available to obtain justice and redress. On the other hand, law enforcement officials and judicial organs may not have adequate resources and training to ensure full victim protection. The issue of trafficking and displacements caused by disasters is closely related. It is the displacement caused by natural disasters which result into massive trafficking. It has been estimated by WHO that women and children are particularly affected by
disasters, accounting for more than seventy five percent of displaced persons.

A composite disaster response law is still trying to be developed which addresses the problem of trafficking during disasters. The Disaster Management Act, 2005 in India neither mentions anything about special needs of women nor addresses the problem of trafficking during disasters. A well meaning disaster law shall address the problem of trafficking and shall also aim for its control. In case of disasters it is the positive duty of the State to protect its citizens from the disasters and also during and post disasters. Thus there exists a right against disasters in the citizens. Since the present paper focusses on the problem of trafficking the scope of the disaster response law could be expanded to include the anti trafficking laws and the guidelines for the displaced persons for the purpose of providing an unbreakable shield against the traffickers.

**Factors of Vulnerability post Disaster**

Disasters do not occur in vacuum. Disasters affect everyone differently depending upon the different vulnerabilities. The different vulnerabilities are shaped by existing discriminatory socio-economic conditions. Disasters result from the combined factors of natural hazards and people’s vulnerabilities. These vulnerabilities take the form of physical exposure, socioeconomic vulnerability, and limited capacity to reduce vulnerability and disaster risk. Capacities to reduce vulnerabilities and risks arise out of a complex mix of factors, which include poverty, social class, age group, ethnicity and gender relations. Women are made more vulnerable to disasters through their socially constructed roles. As Elaine Enarson (2012) states “...gender shapes the social worlds within which natural events occur.” Women are tied down by the gender roles ascribed to them by the society. They are responsible for the children and elderly people at home and are doubly burdened. Women themselves being vulnerable are left destitute in case of destruction of their homes and become far more vulnerable to hazards. Many families are forced to relocate to shelters. Inadequate facilities for simple daily tasks such as cooking means that women’s domestic burden increases at the same time as her economic burden, leaving her less freedom and mobility to look for alternative sources of income. They are less informed and do not possess skills (including literacy) which act as life saving mechanisms in times of disasters.

Designation of 'November 25' in 1999 as UN International Day for the Elimination of Violence against Women was of major significance. The UN adopted in the 23rd Special Session of General Assembly a document entitled ‘Women 2000: gender quality, development and peace for the
twenty-first century’. It clearly spelt out the action needed to address the problem of violence against women especially human trafficking of women and children. The United Nations Convention against Transnational Organized Crime (UNCTOC) was adopted in November 2000, along with two optional protocols by which countries would undertake in-depth measures to combat smuggling of migrants and the trafficking in women and children. The protocol to Prevent, Suppress and Punish Trafficking in Persons, especially women and children is the first attempt to address trafficking in persons in a comprehensive manner based on the expanded understanding of the term ‘trafficking’ and its multiple dimensions. The protocol applies to the prevention and combating of trafficking as well as to the protection of and assistance for victims and cooperation among state parties.

The passing of the ‘Victims of Trafficking and Violence Protection Act of 2000’ by the US Senate was another important development in the global process designed to address human trafficking. The act provided a good assessment framework for multiple agencies to review progress on anti-trafficking initiatives. The Trafficking in Persons (TIP) report, brought out by the Government of United States of America every year is based on the assessment of government and civil society action in each country to combat trafficking. It places different countries in different tiers depending on the action their governments have taken to combat the problem of human trafficking. “UN Millennium Declaration in 2000, resolving to combat all forms of violence against women and the subsequent 2005 World Summit Outcome; the first-ever 2004 Security Council Open Debate devoted to sexual and gender-based violence in conflict and post-conflict situations (in follow up to Resolution 1325), and the momentous Security Council Resolution 1820 adopted in June 2008, establishing sexual violence as a priority global security concern have provided significant inputs for UNIFEM’s role towards developing appropriate strategies for reducing human trafficking especially for women and children”. Trafficking is the process of recruiting, contracting, procuring or hiring a person for CSE. Therefore, trafficking is a process and CSE is the result. The ‘demand’ in CSE generates, promotes and perpetuates trafficking which is a vicious circle. The victims of trafficking during disasters are not pushed into CSE as soon as they are trafficked. Thus, as a matter of fact, ITPA proves to be quite ineffective for curbing trafficking during disasters. The ITPA envisages only trafficking for CSE. Commercial activity need not be in a brothel, but could also occur in places including a residential dwelling, a vehicle, etc. Therefore a police officer who is acting under ITPA has powers to take steps in all such situations where trafficking leads to or is likely to lead to CSE in
any form, including those under the facade of massage parlours, bar tending, ‘tourist circuit’, ‘escort services’, ‘friendship clubs’, etc (Nair:2007, 12).

The ITPA needs to be amended for making the act of trafficking per se punishable. The pushing of victims into trafficking should not be a prerequisite for applying for the prevention of trafficking. Moreover, ITPA should be made a self sufficient law and made in link with the Disaster Management Act’2005 (DMA). A separate chapter on “Trafficking during Disasters” can be added in ITPA and can establish a machinery of its own which is independent of the local police of the area where the disaster occurs, for example it can link itself with the National Disaster Relief Force (NDRF) under the DMA. The victims of trafficking during disasters should not be prosecuted under ITPA which is what ITPA actually do. The role of NDRF should be extended to preventing trafficking during disasters and the wrong doers should be harshly punished.

It is interesting to study three major factors of vulnerability that affect women and girls most as a result of disaster. Each one of these have been discussed below.

**Cultural Component**

It need not be mentioned that when a disaster hits it is the women who are the worst sufferers and take upon themselves the responsibility to carry forward the society, family and children in the name of legacy of protecting their culture and tradition on behalf of the whole community. So at such times the cultural factor becomes even more influential in taking the women victims towards being sexually exploited in order to make a living. It is for the first time that the Census of India has documented few of these communities and their distribution pattern in space.Field visits further unravelled a plethora of such communities that exist today. The Rajnats, Bedia, Dommara, Lambada, Joigini, Satnami, Kanjar, Sansui, and the list goes on. Culture and tradition thus at times plays a dominant role in the lives of the women in the disaster hit areas.

The cultural factor perhaps is the one which has been ignored and goes unnoticed from the perspectives of vulnerability to trafficking of women and children. With sanction from the society this system has become accepted by the community as part of the cultural norm. The traditional cultural practice of dedication of girls to gods and goddesses in temples has been in existence for ages. As these norms gained social sanction, prostitution as a system became institutionalized. After an initial persuasion into the profession, girls either become the property of wealthy men or a wage earner for her family (Dutta,2001). Though, many states have banned this practice, various reports indicate that this dedication still continue in the form of Jogini, Devadasi and Basavi in Orissa, Andhra Pradesh, Maharashtra
and Karnataka. In some other communities the practice of prostitution has been accepted as traditional and given the name of ‘Parivarik Dhandha’ (traditional family occupation) like that practised by some of the communities such as the Bedia, Rajnats, Kolta, Banchra, Mahar, Matang and Sansi. These are socially sanctioned and accepted. Map number 1, depicts the distribution of the Vulnerable population in terms of cultural context.

The Bedia boys marry Kanjar or Sansi communities. They protect their daughters in law keeping them indoors under ‘pardah’. They believe that their Bahus are the pride of their families. However the same attitude and sentiments are not extended to their daughters(Pandey). They are pushed into the flesh trade immediately after puberty. This practice is socially sanctioned. Rituals symbolizing womanhood are performed. Nearly 95 percent of these communities belong to scheduled caste and the scheduled
tribes. “India is so far the only land where women / girls are worshipped as well as marketed by their own parents and brothers as a commodity in the name of caste and suffer inequalities and shame for no fault on their part” (Sanlaap, 2008) A disaster hit region promotes such a culture even more as there are no livelihood options left for the women. The society and family justify such occupations in the name of culture and traditions.

**Age Specific Sex Ratio (10-24 yrs)**

The combination of a situation where disaster hits a place having a strong cultural factor especially for the age group of 10-24 is a deadly combination. This fact can be found from the secondary sources of information. The Census of India 2001, provides the data on sex ratio under various age group. The map shows the districts where the age group 10 to 24 years are conspicuous by their absence. The number of girls and women who have gone missing belonging to this age group is huge. Several studies show the importance of such an indicator for asserting the age group who are the most vulnerable.

This fact was authenticated during the field visit. Some the women interviewed at the brothels of Sonagachi in Kolkata belonged to Murshidabad in North Bengal. They stated that floods were a regular feature in their region every year forcing them to move out. Women and girls thus end up in the brothels. The women who arrive make sure to bring with them another one in the subsequent years. Similarly other districts from Bihar and Uttar Pradesh also displayed a similar picture. Data from Census of India clearly displays this phenomena.

**Hazard Prone Vulnerable Districts**

Disaster proneness is characterised by vulnerability to drought, flood or any type of natural calamity, which has a direct impact on production and productivity of crops, livestock or human life or any kind of tangible loss that might affect the economy of the region resulting in a mass exodus of population. Disasters lead to a breakdown of social institutions, making food securing and humanitarian supplies ‘difficult’. This leaves women and children ‘vulnerable to kidnapping, sexual exploitation and trafficking’. The 2008 devastating floods in Bihar had left children vulnerable to trafficking and many girls ended up being ‘sold as brides’ (Indo-Asian News, 2009). Natural hazards like floods, droughts, earthquakes, typhoons, enhance displacements and forced migration. The hazard prone areas create conducive conditions for such large scale displacements year after year. The Kosi belt of Bihar and Brahmaputra and Ganga flood plain areas in Assam, Meghalaya and West Bengal are inundated year after year due to floods displacing a large number of people. Similarly drought situations in Central
parts of India, Rajasthan, Gujarat also force people to look for outside support. The coastal belts area also prone to inundation of saline water due to cleaving.

Such a indicator includes all the hazard (natural) prone areas of the country which have been hit by natural calamity such as drought, floods, earthquake, etc. Owing to natural disasters such as droughts, floods and hailstorms there is a loss of crop, cattle and property leading to the fall in family income and forcing the population to migrate. The present study has utilized the data created on the map prepared by the National Atlas Thematic Mapping Organization (NATMO) (Refer Map No II).

There have been two distinction made between those that are hit by a disaster and those which are not. The type of hazard that had been considered
for the study were only natural hazards and does not consider the conflict ridden zones and riot hit regions. This indicator indicates a positive correlation showing the higher the value the higher is the vulnerability. These areas include most of the coastal plains, Andhra Pradesh, Kerala, Odisha, Assam, Bihar, Chattisgarh, and parts of Gujarat and Himachal Pradesh.

Conclusion

Among the major reasons that contribute towards creating conducive conditions for vulnerability to human trafficking, are abject poverty, landlessness, lack of income opportunities, economic exploitation of labour, food insecurity, insensitive social and cultural milieu and most importantly mass scale displacements due to natural and man-made disasters. Disasters leading to mass displacement of vulnerable population year after year pose as the greatest challenge with hundreds of missing people, particularly women and children, in the flood hit areas. This is extremely challenging not only for the state government but also for the non-governmental organisations involved in the relief and rehabilitation.

Preventive measure is the key to overcome the widespread net of human trafficking. A continuous on-going effort is necessary to strengthen and create awareness at the grassroots level. A close coordination between societies, parents' organization, women's group, local-self government machinery, police, mass media, civil society and non-governmental organization is warranted to keep traffickers at bay. Such coordination has worked wonders in several regions of Nepal-India and Bangladesh-India borders. The need of the hour is to strengthen such co-ordination mechanisms at the identified vulnerable areas to create awareness related to safe migration procedure requirements (like seeking identity proofs of persons offering jobs, job offer letters and finding out the whereabouts of prospective grooms). This method has been found to be extremely useful in creating the right kind of awareness in comparison to other methods as traffickers try to avoid luring an awakened community. Involvement of adolescent boys and girls in creating awareness on safe migration has been effective to identify fraudulent marriages as vulnerable groups usually share their anxiety with their peer groups in villages. Several instances show where girls reported to their teachers in schools about scrupulous marriages of their friends that were being formalized. Teachers in turn convince the parents to seek proper identification and whereabouts of the prospective groom before marriage can be solemnized. Such actions have saved several cases of human trafficking.

These collaboration can be forged ahead with other stakeholders and building of capacities for effective awareness on safe migration with NGO
partners in the local areas, local self governments (PRI), community/religious leaders and women's groups create the necessary environment for safe migration. This necessitates the development of tool kits, action guides and publicity material on safe migration procedures and consequences of human trafficking to create appropriate awareness and knowledge sharing mechanisms. Facilitating networking among NGOs for learning and sharing information and developing mechanisms for joint collaborative monitoring in the border areas, vulnerable districts and states would go a long way to generate knowledge against human trafficking.

Enforcing and strengthening of community initiatives like maintaining of social registers for all marriages (with unknown partners and community members) will create the necessary security environment against scrupulous and fraudulent marriages.

Initiatives of building capacities and support grass-root level NGOs to enable them to link government initiatives on poverty alleviation programmes like MGNREGA, Swadhar, Ujjawala to help providing sustainable livelihood opportunities and access the due entitlements from the government programme.

These government schemes are an innovative approach in order to address the requirements of women under difficult circumstances. The National Commission for Women should support in establishing the community referral mechanisms such as providing short stay home facilities along with counselling by trained practitioners to the trafficked victims. Regular imparting of basic knowledge skills on possible methods being adopted by traffickers, legal entitlements, etc., will ensure that the anti trafficking squad remain not only informed but vigilant as well. Such initiatives will contribute in the smooth reintegration of the survivor victims into the society.

**Recommendations**

- **Dissemination of reports with concerned ministries such as the Ministry of Women and Child Development, Ministry of Social Welfare & Empowerment, Ministry of Home Affairs and several others, so that preventive measures are imbibed into their ongoing schemes and inter ministerial policies be made to tackle the problem in the right perspective.**
- **There is a need for greater convergence of the ongoing schemes in the various ministries of the vulnerable districts. It is important that the capacity build of governance institutions be initiated in order to bring together all existing programme for achieving a greater impact on people's lives. It is recommended that courses be introduced in training institutions such as the 'Lal Bahadur Shastri National Academy of Administration'**
(LBSNAA), Mussoorie and the 'National Institute of Rural Development' (NIRD).

- Initiatives must be developed to build capacity and support grass root level NGOs for linking government initiatives on poverty alleviation programmes like MGNREGA, Swadhar, Ujjawala, etc for addressing the needs of women under difficult circumstances and in providing alternative sustainable livelihood opportunities during a disaster.
- Local village level committees to be constituted for regular interaction with young girls and other women as a preparation to cope up with any calamity.
- Women NGOs to be conducting constant training of women for awareness and self-rescue preparedness.
- A strong infrastructure needs to be set up in the most vulnerable districts for disaster preparedness. The Ministry of Women and Child Development in collaboration with the Ministry of Home Affairs, establish community referral mechanisms such as short stay home facilities along with counselling to the trafficked victims by trained practitioners. Such initiatives will go a long way in the smooth reintegration of the survivor victims during a post disaster scenario.

References:
Dutta, Mondira. 2001. *Evaluation Study on ‘Devadasis - Mainstreaming &Empowerment’* (A project implemented by MYRADA, Bangalore, Karnataka), NOVIB
Indo-Asian News Service (IANS): 19th August, 2009
Pandey S. P. A Study of Children Dependent on Prostitutes in Selected Areas of Uttar Pradesh, Pandit Govind Ballabh Pant Institute of Studies in Rural Development, Lucknow, Sponsored by Department of Women and Child Development, Government of India
Pincha, Chaman. 2008. Indian Ocean Tsunami Through the Gender Lens-Insights from Tamil Nadu, India”, Mumbai:Earthworm Books
Saanlap, 2008. Withering Flowers – A Criminal Tradition in India; A Study on Caste Based Prostitution among Bedia and Banchhara Community in Madhya Pradesh
The Beijing Agenda for Global Action on Gender-Sensitive Disaster Risk Reduction (2009); (www.unisdr.org/files/8024_8961BeijingAgendafinal22Apr091.doc accessed on 3 March’2015)


UNDP, Gender and Disasters , BCRD , (http://www.undp.org/content/dam/undp/library/crisis%20prevention/disaster /7Disaster%20Risk%20Reduction%20-%20Gender.pdf accessed on 20 March’2015-07-01)


GIS Modeling of Site-Specific Fertilization Requirements

Teodora Todorcic Vekic MSc
Vladimir Ivezic PhD
Brigita Popovic PhD
Zoran Semialjac MSc
Darko Kerovec MSc
Zdenko Loncaric PhD

University of Josip Juraj Strossmayer in Osijek, Faculty of Agriculture in Osijek, Croatia

Abstract
Application of Geographic Informatic System (GIS) in land-planning management has been well known among researchers for over 40 years, and for site-specific fertilization, it started to be recognized in the early 90s. GIS modeling in agriculture helps to identify site-specific distribution of a certain characteristics, and by creating theme maps associated with a database, a visual display of numerical information for a certain field site can be created. Present study of GIS modeling of sustainable crop selection and optimization of fertilization used the database from AGRI-CONTO-CLEEN project and decision making support systems (DSS) based on agronomists expertise. The aim of our study was to determine and visually display soil properties, needs for liming and fertilization recommendations on two family farms (Vinogradci and Berak). The soils of two investigated farms differ significantly in soil properties as well as in needs for nutrient application. GIS modeling identified liming requirement only on Vinogradci site. The same site was characterized by more intensive fertilization requirement, indicating lower soil quality and lower suitability for agricultural production at Vinogradci site. Proposed fertilizing recommendations considered application of farm yard manure to decrees the application of mineral fertilizers and cost of fertilizers and to improve the soil quality, particularly on the Vinogradci farm. GIS modeling in sustainable crop selection and optimization of fertilization contribute to easier, faster and accurate decisions within agricultural production and helps to reduce negative impact on the environment.
Keywords: GIS modeling, fertilization, crop production planning

Introduction

Precision Agriculture (PA) is a whole-farm management approach that uses information technology, satellite positioning (GNSS) data, remote sensing and proximal data gathering. These technologies have the goal of optimising returns on inputs whilst potentially reducing environmental impacts (European Parliament, 2014; Buick, 1997; Pierce and Clay, 2015; Yousefi, et al., 2015; Lee, 1997). At a very basic level, precision agriculture can include simple practices such as field scouting and the spot application of fertilizers or pesticides. However, precision agriculture usually brings to mind complex, intensely managed production systems using global positioning system (GPS) technology to spatially reference soil, water, yield, and other data for the variable rate application of agricultural inputs within a field. Research is ongoing to develop or improve yield monitoring methods and equipment, determine economic and environmental impacts of variable rate application of agricultural inputs, and use remotely sensed data to make management recommendations (Nemenyi et al., 2003; Buick, 1997).

Precision Agriculture is a method of agriculture that considers changes in the land and the technology of cultivation, fertilization, spraying, and other agro-technical practices are used according to these changes. Also, they are used in local applications in a particular land. Global Positioning System (GPS) provides the possibility to attribute the spatial coordinates of the farm data. Also, it is possible to determine and record the correct position continuously. Such technology provides readily available data and a larger database for agricultural users. Geographic information system (GIS) is essential to the storage and handling of data (Buick, 1997; Lee, 1997). Stored GIS satellite images are used as a reference backgrounds to the relevant database in GIS which are being generated during field investigations. Combining the data from the field with GIS satellite images, we are able to produce theme maps. In theme maps, each data is georeferenced and stored on a specific data layer which overlaps with other layers creating a theme map. Each layer represents a unique database for a specific group of data (eg. rivers and other water surfaces are part of a one unique layer in GIS). With multiple layer combination theme maps can be created whit spatial presentation of attributes in question in addition modelling provides a logical procedure for predicting process outcomes in circumstances other than those observed. The overall impact of a farming system can be understood better, and management decisions that address both economic and environmental issues can be presented (May et al., 2007; Tayari et al., 2015; Pinter et al., 2003).
The aim of present study was to determine and visually display optimal fertilization and liming requirements in crop production at two different family farms (Vinogradci and Berak) based on soil properties. The additional goal was to determine possible connection of spatial distribution of the soil agrochemical properties, agronomic practice at farms and other land properties.

I. Materials and methods

Soil properties Data used in present study are soil data from an EU crossborderer Croatia-Serbia project „Agriculture Contribution Towards Clean Environment and Healthy Food – AGRI-CONTO-CLEEN“. Database of the project consists of agrochemical properties of soil for many farms in Osijek Baranja County. In our study we investigated two farms with different soil properties - Vinogradci and Berak. Soil data included agrochemical properties such as: pH, hydrolytic acidity, soil organic matter content (humus), available phosphorus (AL-P\(_{2}\)O\(_{5}\)) and available potassium (AL-K\(_{2}\)O) determined by ammonium-lactate extraction method (AL-method).

GIS layers The GIS modelling was conducted using Arc-GIS 9.3 software (2006). We used a WMS map, a ortophoto images of Croatia from 2011 which is available on the Geoportal of State Geodetic Department Republic of Croatia. On this layer, using Arkod – system of records of land parcels in Croatia, we drew the field sites of the two observed farms and joined this polygon layer with the soil properties data layer, and by that we were obtained the georeferenced data.

Fertilizing recommendations We used Decision Support System (DSS) calculator to determine the fertilizing and liming requirements for the two farms, Vinogradci and Berak. The fertilizing calculator is available on the AGRI-CONTO-CLEEN projects webpage (www.agroekologija.com, Faculty of Agriculture in Osijek, Agroecology Department). Required input data for the DSS calculator are: planed crops, planed yields, pre-crop, properties of the soil (pH\(_{\text{H2O}}\), pH\(_{\text{KCl}}\), SOM content (%), AL-P\(_{2}\)O\(_{5}\) (mg/100g), AL-K\(_{2}\)O (mg/100g) and hydrolytic acidity (cmol/kg)), mean values for the region were included for the texture class of the soil, organic fertilizing of the pre-crops, planed organic fertilizing and available mineral fertilizers. Data collected by the DSS were further combined with the database of the AGRI-CONTO-CLEEN project and the orthophoto map of Croatia from 2011, by which we were able to visually project fertilizing and liming requirements on a map for these two farms.

Statistics The results were processed in statistical program Minitab® Statistical Software version 15 (2007). We determined correlation, analysis of variance (ANOVA) and Tukey test to show significant differences.
Results and discussion

The two observed family farms, Vinogradci and Berak, showed significantly different soil properties. The first one, Vinogradci, was determined as acid soil and the second one, Berak had mainly alkaline soil (Table 1).

On the Vinogradci farm, 30 fields were analysed which ranged in size from 0.28 ha to 35.09 ha, with mean size of 3.6 ha. These plots were further separated into 52 field sites for more clear spatial analysis and they ranged in size from 0.28 ha to 17.95 with the mean size of 2.1 ha. Total area of the Vinogradci farm covered 109 ha.

On the Berak farm, 29 fields were analysed, ranged in size from 0.6 to 12.97 ha, with mean size 3.1 ha. For more precise spatial analysis the plots were further separated into 50 field sites ranged from 0.6 ha to 4 ha, with mean size 1.7 ha. Total area of the Berak farm covered 85 ha.

Table 1. Descriptive statistics of the investigated field sites

<table>
<thead>
<tr>
<th>Site</th>
<th>n</th>
<th>mean</th>
<th>StDev</th>
<th>Min.</th>
<th>Max.</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH(H₂O)</td>
<td>Vinogradci</td>
<td>52</td>
<td>5.8</td>
<td>0.6967</td>
<td>4.4</td>
<td>7.6</td>
</tr>
<tr>
<td></td>
<td>Berak</td>
<td>50</td>
<td>7.2</td>
<td>0.972</td>
<td>5.7</td>
<td>8.6</td>
</tr>
<tr>
<td>pH(KCl)</td>
<td>Vinogradci</td>
<td>52</td>
<td>4.9</td>
<td>0.722</td>
<td>3.9</td>
<td>7.1</td>
</tr>
<tr>
<td></td>
<td>Berak</td>
<td>50</td>
<td>6.4</td>
<td>1.06</td>
<td>4.7</td>
<td>7.7</td>
</tr>
<tr>
<td>Humus</td>
<td>Vinogradci</td>
<td>52</td>
<td>1.7</td>
<td>0.3376</td>
<td>1.1</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>Berak</td>
<td>50</td>
<td>2.1</td>
<td>0.2515</td>
<td>1.6</td>
<td>2.8</td>
</tr>
<tr>
<td>AL P₂O₅</td>
<td>Vinogradci</td>
<td>52</td>
<td>11.2</td>
<td>7.145</td>
<td>4.9</td>
<td>47.2</td>
</tr>
<tr>
<td></td>
<td>Berak</td>
<td>50</td>
<td>21.2</td>
<td>24.89</td>
<td>5.6</td>
<td>100.0</td>
</tr>
<tr>
<td>AL K₂O</td>
<td>Vinogradci</td>
<td>52</td>
<td>17.5</td>
<td>6.699</td>
<td>9.1</td>
<td>44.1</td>
</tr>
<tr>
<td></td>
<td>Berak</td>
<td>50</td>
<td>24.3</td>
<td>4.619</td>
<td>15.7</td>
<td>35.6</td>
</tr>
</tbody>
</table>

***p < 0.001; **p < 0.01; *p < 0.05; ns – no significant differences

For both farms and their field sites, soil properties analysis included soil pH (pH\textsubscript{H₂O} and pH\textsubscript{KCl}), SOM (soil organic matter) content, phosphorus and potassium content determined by ammonium lactate (AL) method (Table 1).

For both farms and their field sites, fertilizing and liming recommendations were generated and significant differences in fertilizing and liming requirements were detected between the two farms. The recommendation are calculated for applying only mineral fertilizer (without farm yard manure application) and for applying both mineral and organic fertilizer (FYM).
Table 2. Descriptive statistic for the fertilizing recommendations of the two farms

<table>
<thead>
<tr>
<th>Site</th>
<th>n</th>
<th>mean</th>
<th>StDev</th>
<th>Min.</th>
<th>Max.</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>N kg/ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berak</td>
<td>50</td>
<td>93</td>
<td>3.642</td>
<td>85</td>
<td>105</td>
<td>***</td>
</tr>
<tr>
<td>Vinogradci</td>
<td>52</td>
<td>97</td>
<td>4.345</td>
<td>90</td>
<td>105</td>
<td></td>
</tr>
<tr>
<td>P₂O₅ kg/ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berak</td>
<td>50</td>
<td>74</td>
<td>38.59</td>
<td>0</td>
<td>130</td>
<td>**</td>
</tr>
<tr>
<td>Vinogradci</td>
<td>52</td>
<td>94</td>
<td>27.87</td>
<td>0</td>
<td>130</td>
<td></td>
</tr>
<tr>
<td>K₂O kg/ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berak</td>
<td>50</td>
<td>36</td>
<td>27.07</td>
<td>0</td>
<td>95</td>
<td>***</td>
</tr>
<tr>
<td>Vinogradci</td>
<td>52</td>
<td>82</td>
<td>34.06</td>
<td>0</td>
<td>125</td>
<td></td>
</tr>
<tr>
<td>FYM t/ha</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berak</td>
<td>50</td>
<td>33</td>
<td>3.607</td>
<td>20</td>
<td>40</td>
<td>*</td>
</tr>
<tr>
<td>Vinogradci</td>
<td>52</td>
<td>35</td>
<td>3.093</td>
<td>22.5</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>N kg/ha after FYM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berak</td>
<td>50</td>
<td>42</td>
<td>5.345</td>
<td>35</td>
<td>65</td>
<td>ns</td>
</tr>
<tr>
<td>Vinogradci</td>
<td>51</td>
<td>44</td>
<td>5.833</td>
<td>35</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>P₂O₅ kg/ha after FYM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berak</td>
<td>50</td>
<td>35</td>
<td>27.9</td>
<td>0</td>
<td>95</td>
<td>*</td>
</tr>
<tr>
<td>Vinogradci</td>
<td>51</td>
<td>48</td>
<td>30.09</td>
<td>0</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>K₂O kg/ha after FYM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berak</td>
<td>50</td>
<td>1</td>
<td>4.482</td>
<td>0</td>
<td>25</td>
<td>***</td>
</tr>
<tr>
<td>Vinogradci</td>
<td>51</td>
<td>20</td>
<td>21.64</td>
<td>0</td>
<td>60</td>
<td></td>
</tr>
</tbody>
</table>

* p < 0.001; ** p < 0.01; * p < 0.05; ns – no significant differences; FYM: Farm yard manure

Soil analysis on farm Berak has determined the current range of acidity that varies from moderately acid to moderately alkaline soil. A total of 50 soil samples for the farm Berak, out of the 29 field sites divided into 50 plots; 6 plots belong to the category of moderately acid soils, 18 slightly acid, 2 neutral, 8 have a slightly alkaline reaction, and 16 moderately alkaline pH reaction.

Soil analysis on farm Vinogradci (52 soil samples) has determined the current range of acidity that varies from very acid to slightly alkaline soil. Out of these 52 soil samples 5 of them were very acid, 29 was moderately acid, 13 slightly acid, 2 neutral and 3 had a slightly alkaline pH reaction.

From the results of soil analysis it can be seen that Vinogradci site require liming of some sites in order to increase the pH value to an optimum and in addition they require higher dosage of fertilizers due to poor soils and lower content of main nutrients (Table 2). Therefore in the following figures are represented maps that indicate the lime and fertilizer requirement at Vinogradci location.
Figure 1. pH value of the field sites on the Vinogradci farm

pH reaction of the Vinogradci farm plots range from 4.4 to 7.6

Based on the results of hydrolytic acidity (Figure 2) and DSS, required amounts of liming are shown in Figure 3. The map displays the need for liming on this farm, where 5 plots out of total 52, need liming in the range of 0-10 t/ha, and 5 plots need liming in the range of 10 to 17.6 t/ha. The other 42 plots have no need for liming (Figure 3).

Figure 2. Hydrolytic acidity of the field sites on the Vinogradci farm

Hydrolytic acidity on the Vinogradci farm range from 0 to 6.3
Soil analysis determined that on Berak farm out of total 50 plots 6 of them are poor in potassium, 36 are well supplied and 8 are rich in potassium. On the other hand, on the farm Vinogradci with total of 52 plots, 6 plots were very poor, 38 were poor, 5 were well-supplied and 3 plots were rich in potassium (Figure 4).

**Figure 3.** Lime requirement on the farm Vinogradci (lime t/ha)

**Figure 4.** Potassium content (mg of K₂O per 100g of soil) on the field sites for the farm Vinogradci
According to the results of DSS, required potassium fertilization, without applying farm yard manure (FYM), on the farm Vinogradci is visualized in figure 5. The cartographic display of the need for mineral potassium fertilizer with previously applying the optimal dose of FYM is shown in figure 6. It is evident that from the total of 52 plots, without applying FYM, only 5 plots were sufficient in potassium and only these 5 had no need for K fertilization. The recommendations for potassium fertilization for other 47 plots ranged from 35 to 125 kg/ha K$_2$O. These requirements are significantly lower if applying FYM was planned (Figure 6). If we apply FYM, 24 plots out of 52, so almost half of them have no need for additional mineral application of fertilizer.

According to the results of DSS calculated amounts of potassium fertilization on farm Vinogradci, combined with planned application of FYM are shown in Figure 6. The recommendations for mineral potassium fertilization were quite low. As mentioned earlier 24 of the plots needed no application of mineral fertilizer, 26 needed small amounts (20 – 55 kg/ha) and only 2 plots needed 60 kg/ha of mineral fertilization after applying FYM.

**Figure 5.** Need for potassium fertilization without organic fertilization
Comparing the values of the recommended mineral fertilization with and without FYM on both farms, it is clear that the amounts of needed mineral fertilizer are reduced if applied together with FYM (Table 2, Figures 5 and 6), whereas the quality and health of the soil would be improved and the costs of mineral fertilization would be reduced. Better choice of crops and site specific application of adequate amounts of fertilizer, FYM and mineral, in the long run would contribute to better quality of the soil and therefore crops. Farm yard manure application is important because it improves the properties of the soil, especially soil structure which then results in better water retention, greater availability of nutrients and reduces soil erosion on slopes (Škvorc et al., 2014). Also, modelling provides a logical procedure for predicting process outcomes in circumstances other than those that have been observed and by that are very versatile in their application and their users (Day et al., 2007). Numerous outcomes can be predicted as well as the positive and negative. Therefore, the more information there is about a certain plot, the better the modelling quality. There are numerous modelling systems available to farmers today that need implementation in their farming system and they represent one of the key factors of sustainable farming (Tayari et al., 2015).
Conclusion

Significant differences in soil properties of two sites were observed and there is a clear higher need of liming and fertilization at family farm Vinogradci. The importance of maps and visualization of soil properties is in visual display of the spatial distribution of the available data of the soil and finding the causes for such a patterns. Such modeling approach improves and contributes to the efficient elimination of the negative effects on the spatial distribution of the investigated properties. On the family farm Vinogradci is obvious that 13 plots have to acid pH reaction and have a high need for liming. The plots on family farm Vinogradci are less fertile compared to family farm Berak, as it was shown on maps. Possible explanation for this could be consistent FYM application on the family farm Berak making soil richer in nutrients. Based on this modeling approach and having in mind the initial pH reaction of the agricultural plots and fertilizer requirements, we should consider choosing mineral fertilizers more appropriate to acid soils at family farm Vinogradci, more combine mineral fertilization with FYM to improve the soil quality and decrease use of mineral fertilization. On the other hand, at family farm Berak should be used mineral fertilizer with acid residual reaction which are more appropriate to alkaline soils.
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Abstract
Creative thinking has gained more prominence than ever under contemporary evolving and advancing conditions. In this line, development of creativity of human resources and its configuration into a functional tool have gained strategic importance. Creativity is considered as a process for acquisition of both novel and utility outputs. Perceived organizational support is that existing values in an organization are qualified in a way that they attach importance to and prioritize employee’s satisfaction, motivation and happiness. The objective of this study is to determine and investigate the relationship between employees’ individual creativity levels and the organizational support perceived by them. The study was conducted on 177 employees at the teknokent. The Spearman correlation analysis was applied along the constructed hypotheses so as to determine the correlation. According to the obtained results, a positive and statistically significant correlation was determined between employees’ individual creativity levels and their perceived organizational support. Mann Whitney U Test and Kruskal Wallis Test were employed in evaluation of employees with respect to their individual demographical characteristics. On the basis of their gender and marital status, it was revealed that organizational support and individual creativity were higher among male and single respondents. Moreover, perceived organizational support and individual creativity were mostly seen in the age group of 17-23. With regard to work experience, the highest individual creativity was determined with the respondents with 2-5 years work experience; the highest perceived organizational support was determined with the respondents with work experience of 16 years and longer.

Keywords: Individual Creativity, Perceived Organizational Support
Introduction

Today, business organizations are required to come forward with various features in order to survive through compelling competition environment, progress with significant steps in comparison with their competitors and prepare themselves to future. The principal aspects of these factors which comprised of economic and social subjects are considered as capability to have strong economy, adjust to change and novelties, and to display continuous development (Samen, 2008: 364). In the meantime, a notable transition from conventional understanding to modern one was observed in this process: Management-Oriented conventional business understanding was replaced by entrepreneurial spirit; labor force was replaced by brain power; industrial society understanding was replaced by information society understanding and individual movement was replaced by collaborative movement understanding. In these processes, fundamental factor is “human” for businesses. Human, the most important capital factor, is required to have advanced intellectual knowledge, be open to innovations, to have dubious and creative characteristics so as to accomplish purposes of business; introduce solutions to problems; and to progress (Marimuthu et al., 2009: 266).

In terms of businesses, development of creativity of human resource and enhancing its functionality are considered strategically fundamental (Balay, 2010: 44). In other words, the association between processes of competitive edge and adjustment to development and change and creativity strength of human resources has been more remarkable than ever (Ünal, 2002: 1-2) and it has come to the first place as a value adding factor.

Under such conditions of the business life in which "human" factor play such essential role, fulfillment of expectations of employees and their support are proportionally essential and necessary because it is thought that fulfillment of expectations of employees would contribute into productivity and efficiency of the overall organization (İplik et al., 2014: 110). The relevant studies in the literature reveal that employees are directly influenced by the positive or negative situations that they encounter at the workplace (Amabile, 1997: 55; Shalley et al., 2000: 221; McLean, 2005: 241). When employees think that they are adequately supported by their organizations, their sense of belonging towards the organization enhances, which eventually advances their work performance. On the contrary, employees who feel deficiency of support of their organization would avoid using their talent and skills for the benefit of their organization (Eder and Eisenberger, 2008: 55).

Accordingly, it is necessary that employees’ individual creativity levels to be explored, enhanced and to utilize in more efficient way. Hence, in order to ensure this, organizations should attach importance to and support creativity skills of their employees. Therefore, this study tried to investigate
the relationship between employees’ individual creativity levels and their perception of organizational support.

**Literature Review**

**The Concept of Creativity**

Creativity has long standing concept as humankind. However, its significance has grown further in the 21st century. The need for seeing available opportunities, structuring new tools, interpreting life in evolving and ever changing societies and cultures within the business and daily life conditions getting more complicated and becoming vague further has intensified as days pass. This need introduced requirement of more creative structures to provide expert guidance to solution of current and future issues; to develop our individual skills; to accomplish more comprehensive learning about relevant facts of today and future (Tan and Perleth, 2015: 1). Due to the need for creativity concept, it has attracted more attention day by day and it has been studied from various points of angles (Anoiko, 2011: 23). This diversity required to consider creativity with its three dimensions subject to ever changing and developing circumstances of the era. The first dimension relates with describing human and their personality. In this scope, there are field studies on cognition, personality and concept (Guilford, 1950: 444-445; Runco, 2014: 1-2). In the second dimension concentrated on organizational characteristics while strives to reveal the relationship between creativity and organization (Woodman et al., 1993: 293). Finally the third dimension is concentrated on education and improvement subjects. By applying different education methods to individuals, their consequences with respect to creativity are tried to be investigated (Mansfield et al., 1978: 517).

Creativity, in the most general sense, is described as a talent to acquire both new and utility outputs. When this concept is taken into consideration within the context of organization, it is required to be handled with all factors such as novel and utility ideas, products, service, procedure, process, environmental conditions and personal characteristics displayed by employees in complex systems to add value to their organization (Mumford and Gustafson, 1988: 27-28). In other words, as it could be understood from the content of the creativity concept, creative products, processes and circumstances and the interaction among them must be comprehended well in order to understand creativity (Lee et al., 2013: 2).

Creativity, from a different point of view, is a concept which could offer solution for issues; is not comprised of cognitive elements but also includes motives and affections that make it closely related with individual factors in cultural context. In this line, creativity could be described as a process that occurs as a result of discovery of new ideas or rearrangement of current factors (Boden, 1998: 347).
As it could be understood from the descriptions above, it is not possible to describe the concept of creativity within certain limits. To the end of comprehending the process and to draw a better description, creativity process and its outputs are required to be investigated with their characteristics. In the organizational sense, the common points among considered descriptions of individual creativity could be summarized as follows: "Revealing the one which has not been thought before", "making innovation", "being different", "being different than the commonly known", "sharing result" and "independence from regular and stereotyped things".

Individuals are considered as the minor constituents of society or social order. On the other hand, groups are comprised of two or more individuals who are thought to have inter-dependencies, relationships or interactions (Yeloğlu, 2007: 136). When inter-personal and group relationships are taken together, it would be possible to state that creativity start at personal level and persists at group level. On the basis of this opinion, the concept of creativity will be tried to be considered with its two dimensions of individual creativity and organizational creativity.

**Individual Creativity:** Individual creativity is described as capacity to display behaviors or knowledge that could provide appropriate solution in the face of various problems (Kapu and Baştürk, 2009: 527). According to Amabile, individual creativity occurs subject to three factors: proficiency, creative thinking and task motivation (Amabile, 1997: 42). Intelligence and knowledge of an individual constitute his/her creative strength. Therefore, proficiency includes the things known by an individual and that could be accomplished by this individual in his/her expertise field (Ford, 1996: 1123). Individuals’ approach towards issues is related with creative thinking skill (Runco, 2014: 241). Characteristics such as convincing and encouraging oneself about a task, self-motivation are related with overall motivation (Ford, 1996: 1120). The interaction among these three factors yields individual creativity.

**Organizational Creativity:** In the most common sense, organizational creativity is that individuals’ creation of service, idea, process, procedure and new products that would add value to organization while they are working together within complex systems (Woodman et al., 1993: 293). Another description which approach organizational creativity concept from more comprehensive point is given as follows: “Organizational creativity represents adoption of new concepts and understanding and developing them further through the process by establishing and environments allowing transition to new ideas, services and processes (Yahyagil, 2001: 8). In this description, persistence of need for change, that is requirement of going beyond stereotyped ideas, was emphasized. According to another description which prioritize information transfer and development of
individual creativity, organizational creativity is described as a circumstance which occur as a result of using individual expertise in line with organizational interests by members of organizations (Chang and Chiang, 2007: 4).

Creativity Process

Following five steps frequently encountered in the relevant literature need to be mentioned about the creativity process:

1. **Description of Issue and Determining Opportunities**: Creative idea, project, service and product are the elements, which are not known whether they are needed until they are "discovered". However, they necessity should be determined so that they could be discovered. At this stage, issues and opportunities are required to be exposed clearly and evidently (Bentley, 2004: 76).

2. **Gathering Information**: This is the stage for gathering information to the end of investigation into necessary details concerning the subject (Yıldırım, 2007: 114).

3. **Creating Idea**: This is the stage for blending gathered information afterwards of description of issue and determining opportunity. This period is also referred as incubation period. This stage requires more focusing on intellectual processes (Cengiz et al., 2006: 423).

4. **Developing and Amending Ideas**: This is the stage in which potential solutions are evaluated. That is, this is emerging an invention or acquisition of an invention (Arık, 1987: 34-35).

5. **Application**: At this stage, consideration of applicability of obtained results are finalized and application is initiated (Stamm, 2003: 41). In other words, this is transformation of all acquisitions into something useful.

The Concept of Perceived Organizational Support

The concept of perceived organizational support has not been conceptualized entirely until 1980s. However, the concept of organizational support has been reported in management literature for almost seventy years. Accordingly, the concept has been tried to be interpreted by various researchers through different forms (Beheshtifar and Zare, 2012: 30).

On the basis of the description drawn by Eisenberger et al. who has prominent studies in the literature on perceived organizational support concept, organizational supports is the contribution and awaken interest among employees of an organization stimulated by values embraced in an organization in terms of performing better (Eisenberger et al., 1986: 501). In other words, existing values in an organization are required to be qualified as they attach importance and prioritize to employees’ satisfaction, motivation and happiness.
The concept of organizational support is essentially based on perception. This concept includes everything perceived by employees. In this sense, organizational support is that employees feel the support given by their organization to them (Yoshimura, 2003: 10).

In the relevant studies, it is reported that there are various factors effective on perception of organizational support by employees (Zang et al., 2012: 423). From different points of view, factors effective on perceived organizational support could be examined in two fundamental groups with respect to their general characteristics: Individual factors and Organizational factors.

**Individual Factors:** Individual factors effective on organizational support are consisted of personality characteristics and demographical characteristics in general. Whereas personality characteristics are comprised of positive and negative affections as well as conscience, trustworthiness, carefulness, rigor, patience and responsibility; demographical characteristics are comprised of age, gender, education and service period (Rhoades and Eisenberger, 2002: 701).

**Organizational Factors:** Organizational factors are consisted of organizational justice, supervisor support and human resources practices.

**Methodology**

Individuals’ capability to exhibit their creativity is proportional to the opportunities supplied for them by their organizations. This is because organization members’ capability to use and develop their individual creativity depends on the fact that existing organization values are directly related with organizational environment which attaches importance to and prioritising employees’ satisfaction, motivation and happiness. Especially Eisenberger et al., studies in the literature addresses the significance of this relationship (Rhoades and Eisenberger, 2002: 698). In sum, it is possible to conclude that perceived organizational support and individual creativity level are associated. The primary purpose of this study is to determine this relationship. To the end of this objective, the main hypothesis was structured as below:

**Hypothesis:** There is positive and statistically significant relationship between organizational support perceived by respondents and their individual creativity level.

Additionally, the study also aimed to investigate whether organizational support perceived by employees and their creativity levels differ with respect to their gender, age, education status, marital status, professional experience and industry. Along these objectives, following sub-objectives were structured:

**H1:** Organizational support perception of respondents displays significant difference with respect to their gender.
**H2:** Individual creativity levels of respondents display significant difference with respect to their gender.

**H3:** Organizational support perception of respondents displays significant difference with respect to their marital status.

**H4:** Individual creativity levels of respondents display significant difference with respect to their marital status.

**H5:** Organizational support perception of respondents displays significant difference with respect to their education status.

**H6:** Individual creativity levels of respondents display significant difference with respect to their education status.

**H7:** Organizational support perception of respondents displays significant difference with respect to their age.

**H8:** Individual creativity levels of respondents display significant difference with respect to their ages.

**H9:** Organizational support perception of respondents displays significant difference with respect to their education status.

**H10:** Individual creativity levels of respondents display significant difference with respect to their professional experience.

**H11:** Organizational support perception of respondents displays significant difference with respect to their industry.

**H12:** Individual creativity levels of respondents display significant difference with respect to their industry.

The first data collection tool employed in the study was the 8-item perceived organizational support scale developed by Eisenberger et al. (1986). The other tool was individual creativity scale comprised of 16 questions developed by Balay (2010). Both scales were structured in 5-point Likert type.

The universe of the study is consisted of employees of companies located at the Pamukkale Teknokent (PT). According to the data received from the administration of the PT, number of registered employee and companies were determined as 317 and 101, respectively. Totally 200 respondent were reached and requested to answer the survey form. The number of survey forms completed fully and without an error were 177, which means 88% return rate. Obtained results from this study could represent the study universe at 95% ($\alpha=.05$) confidence level.

**Results**

Statistical Package for the Social Sciences (SPSS) 21 has been used for the analysis of the data. First of all, the reliability of the data has been controlled by investigating the Cronbach's Alpha coefficient. As both of them are above of 70% (see in Table 1), scales found reliable.
Table 1: Reliability Statistics

<table>
<thead>
<tr>
<th>Scale</th>
<th>N of items</th>
<th>Cronbach's Alpha(α)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived organizational support</td>
<td>8</td>
<td>0.917</td>
</tr>
<tr>
<td>Individual creativity</td>
<td>16</td>
<td>0.914</td>
</tr>
</tbody>
</table>

Answers of respondents are required to be examined whether they are distributed normally, or not. In this way, first their skewness and kurtosis levels of them were analyzed. While skewness value of perceived organizational support data was estimated at -1.05; and kurtosis value was estimated at 2.27. Since these values were in the range of -1 and +1, it is possible to conclude that data did not show normal distribution. While skewness value of individual creativity data was estimated at -4.22; their kurtosis was estimated at 5.2. Again, since these values were not in the range of -1 and +1, it is possible to conclude that data did not show normal distribution. Moreover, statistical significance levels of normality tests of Kolmogorov-Smirnov and Shapiro-Wilk analyses were found to be 0.00. These results also supported that obtained data was not normally distributed. Thus, non-parametric methods will be employed in these analyses.

Table 2 exhibits mean and standard deviation values and correlation analysis results of data collected by means of the employee perceived organizational support and individual creativity scales. The mean score of the answers given to the individual creativity scale was found to be higher with respect to the perceived organizational support scale. The mean scores of both scales were determined high. The Spearman correlation degree between the perceived organizational support and the individual creativity scales was estimated at 0.52 and this was found to be statistically significant at 1% level. According to these findings, the main hypothesis was not rejected. Our findings displayed similarity with results of previous findings. Such that, Eisenberger et al. reported in their study that organizational support and occurrence of new approaches were correlated (Eisenberger et al., 1990: 55). There are other studies supporting this study in the literature as well (Amabile, 1997: 55; Shalley et al., 2000: 221; Eren and Gündüz, 2002: 65; McLean, 2005: 241).

Table 2: Descriptive Statistics and Correlation

<table>
<thead>
<tr>
<th>Scale</th>
<th>Mean (x̄)</th>
<th>Std. Deviation</th>
<th>Perceived Organizational Support</th>
<th>Individual Creativity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived organizational support</td>
<td>3.74</td>
<td>0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual creativity</td>
<td>3.97</td>
<td>0.57</td>
<td>0.52**</td>
<td></td>
</tr>
</tbody>
</table>

**correlation is significant at the 0.01 level

In the last section of the study, whether there was difference between respondents’ mean scores with respect to their demographical characteristics
was investigated. At the first place, results of the Mann Whitney U Test which analyzed data with two variables were exhibited on Table 3. According to the obtained results, a statistically significant difference was determined between perceived organizational support and individual creativity with respect to gender and marital status (p<0.05). Accordingly, H₁, H₂, H₃ and H₄ hypotheses were accepted. When it is interpreted with respect to mean scores, it could be seen that mean scores from the organizational support and the individual creativity scales were higher among male and single respondent groups. In one of the previous studies, Hu et al. reported that individual creativity levels of Chinese male respondents were found to be higher in comparison with female respondents (Yı et al., 2013: 35).

<table>
<thead>
<tr>
<th>Table 3: Mann-Whitney U Test Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived organizational support</strong></td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
</tr>
<tr>
<td>Married</td>
</tr>
<tr>
<td>Single</td>
</tr>
<tr>
<td><strong>Individual creativity</strong></td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
</tr>
<tr>
<td>Married</td>
</tr>
<tr>
<td>Single</td>
</tr>
</tbody>
</table>

Among the answers given by respondents, which concern demographical data, the ones with variables more than two were investigated by means of the Kruskal-Wallis Test. Test results were exhibited in Table 4. In order to conduct this analysis, first whether variances of these variables were distributed homogeneously was investigated. When homogeneity of variance was estimated as p>0.05, it was considered that they displayed homogenous distribution and thus Kruskal-Wallis Test was proceeded. In order to evaluate statistical significance of Kruskal-Wallis Test results, the condition of p<0.05 was probed. According to our findings, perceived organizational support and individual creativity were most determined with the age group of 17-23. While individual creativity was mostly determined with respondents with master degree, perceived organizational support was mostly determined with the respondents graduated from high school. With regard to respondents’ professional experience, the highest individual creativity was determined with the ones with 2-5 years experience; the highest perceived organizational support was determined with the respondents with 16 and longer experience. In terms of respondents’ industry, the highest perceived organizational support and individual creativity were determined with the computer and communication
information industry. In line with these findings, H₅, H₆, H₇, H₈, H₉, H₁₀, H₁₁ and H₁₂ hypotheses were accepted.

<table>
<thead>
<tr>
<th>Table 4: Kruskal-Wallis Test Results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived organizational support</strong></td>
</tr>
<tr>
<td>Sig. (p)</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>Primary</td>
</tr>
<tr>
<td>High Sch.</td>
</tr>
<tr>
<td>Associate</td>
</tr>
<tr>
<td>Undergra.</td>
</tr>
<tr>
<td>Graduate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Education status</strong></th>
<th><strong>Age</strong></th>
<th><strong>Experience</strong></th>
<th><strong>Sector</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>80,55</td>
<td>17-23</td>
<td>0,00</td>
</tr>
<tr>
<td>High Sch.</td>
<td>125,43</td>
<td>24-30</td>
<td>0,00</td>
</tr>
<tr>
<td>Associate</td>
<td>0,00</td>
<td>31-37</td>
<td>0,00</td>
</tr>
<tr>
<td>Undergra.</td>
<td>127,5</td>
<td>38-44</td>
<td>0,00</td>
</tr>
<tr>
<td>Graduate</td>
<td>63,43</td>
<td>46,25</td>
<td>0,00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Experience</strong></th>
<th><strong>Age</strong></th>
<th><strong>Sector</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>125,43</td>
<td>77,19</td>
</tr>
<tr>
<td>High Sch.</td>
<td>103,2</td>
<td>110,53</td>
</tr>
<tr>
<td>Associate</td>
<td>102,5</td>
<td>78,77</td>
</tr>
<tr>
<td>Undergra.</td>
<td>78,77</td>
<td>104</td>
</tr>
</tbody>
</table>

**Conclusion**

In today business world experiencing substantial evolution, it is necessary to keep up with change and even to go beyond them. Since these changes include both variety of product and service and technology, customer and competitors and numbers of dynamics in society (Koçel, 2015: 394), having control over these dynamic processes has become more fundamental than ever. Businesses are required to act based on creativity in order to catch up with advancements. They could accomplish their targets through their current employees. It is considered that positive results could be achieved as long as necessary creativity conditions are provided to employees.

In this scope, firstly the relationship between perceived organizational support and creativity levels was investigated. As a result of the study, a positive and significant correlation was observed between the two variables.
On the basis of evaluation of respondents with respect to demographical data, Mann Whitney U Test and Kruskal Wallis Test were employed. When mean scores of respondents were evaluated according to gender and marital status, organizational support and individual creativity were found higher among males and singles. Moreover, perceived organizational support and individual creativity was seen most among the age group of 17-23. Whereas individual creativity was seen most among respondents with master degree, perceived organizational support was seen with high school graduates. With regard to professional experience, the highest individual creativity was observed with the respondents with 2-5 years experience, the highest perceived organizational support was observed with the respondents with 16 years experience. On the other side, the highest levels of perceived organizational support and individual creativity were determined with computer, communication and information industry.

In line with the results of this study, following suggestions were drawn: especially approach of senior management must guide creative factors in organizations. The senior management could provide supportive trainings, programs, courses, seminars, workshops and conferences to their employees in order to put creative characteristics forward within guidance. Organizations could integrate the organizational culture supporting creativity to all processes. They could utilize from available appropriate organizational development methods while performing this. Human resources department could apply various test methods which discover creativity factors during recruitment processes. Employees’ creative behaviors could be rewarded in organizations so as to encourage other employees. Activities, programs and supports of institutions such as TeknoKent which support creativity activities could be followed. Thus, additional resource could be obtained for activities planned to be implemented in organizations.
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Abstract
The aim of this article is to study the problem of multilingual communication and the equal access to information which is relevant especially today due to the integration processes taking place in the world. Our society, just like other parts of the world, is interested in learning English. This is traceable to the fact that most people are now seeking to master the language. They have the highest communication value which is reflected in public documents such as SDPES (State Development Programme for Education and Science) for 2016-2019. These include the main trends of the development of trilingual education and the adopted Roadmap of trilingual education from years 2015-2020. Their aim is to ensure the gradual introduction of the trilingual education at all levels of education in Kazakhstan. In this regard, the MES developed a common strategy for training trilingual teachers. For example, from the perspectives of pedagogical university (Abai Kazakh National Pedagogical University), authors present the stages of implementation of the process based on the following priority areas: improving the legal and methodological framework; update of educational programs; the creation of a unified system of training; and professional development of teaching and administration staff.

Keywords: Education, multilingualism, inclusion, globalisation

Introduction
Ideas are acceptable as they explicitly or implicitly meet the society requirements and its social development. Therefore, the idea of three languages – cultural and linguistic strategy – announced by the President of the Republic of Kazakhstan, Nursultan Nazarbayev in 2004 shows a high
degree of understanding from the citizens. Also, it blends harmoniously into the agenda today. Nursultan Nazarbayev highlighted that a proper implementation of the language strategy will enable Kazakhstan to be well-known around the world as a country whose population is highly educated. Furthermore, the Kazakh language can also be used as the state language; Russian language as a language of international and regional communication; and English as the language that promotes successful integration into the global economy.

Current studies show that the spread of multilingualism in the world is a natural process due to fundamental changes in the economy, politics, culture, and education. Multilingualism has continued to be the dominant characteristic of modern countries by virtue and not only by simple pragmatism. Consequently, it develops a multilingual economy in the globalized world. However, this occurs due to the growing integration and migration processes on a global scale. Multilingualism becomes the leading factor which determines to a large extent the success of the business and professional spheres. It is difficult to imagine monolingual model of cultural and economic development of nations, striving for openness and dialogue with the world. Therefore, the known several languages is a steady demand of the modern society.

As it is known, UNESCO, in accordance with its mandate, has the responsibility to address issues related to language. UNESCO in 1999 by the General Conference adopted the 12th resolution which is authorizing the term "multilingual education". According to UNESCO, the term "multilingual education" concept involves the use of at least three languages in education. These languages are namely; the mother tongue (the first language of the learned), regional language, and an international language. This trilingual standard as was described in the installation document UNESCO (2002) is "Education in a multilingual world".

Subsequently, the solution of multilingual communication and equal access to information problem has become particularly relevant due to the integration processes taking place in the world as was already mentioned above. For instance, language policy and multilingualism have become priority issues in creating European Union and its further expansion. Thus, this has resulted in an inevitable extension of linguistic geography. In Europe today, in addition to the 24 official languages of the EU member states, it uses about 60 languages of nationalities living in there, as well as a number of languages spoken in Europe, labor and non-labor migrants. In 1995, the European Commission published an official report on the issues of education, in which the goal for trilingualism of all European citizens has been set. (EU Research, 2003). As we all know, the EU countries have
introduced legislation in 2008 from the experience of trilingual education. This is in a bid to promote languages as a tool for social integration.

The purposeful development of our country is characterized by a pronounced desire to build an open society which is ready for dialogue in the world. This intention is reflected in the foreign policy of Kazakhstan - pragmatic, multi-vector and balanced - focused on equal partnership. Our society, however, as the whole world, is primarily interested in learning English. Thus, this is because most people are seeking to learn the languages as it has the highest communication value. Having reckoned with the pragmatic-market nature of modern relationships, communication can be referred to as a cash value of languages and "career" expression.

Business, travel, science, and new technologies have chosen English as the negotiator. No one would dispute the fact that the most popular language among businessmen is English, followed by French and German. Many companies publish their documents and press releases only in these languages. Since the second half of the 20th century, we have witnessed the “triumphant march” of English language globally. There are approximately 500 million (according to some estimates - up to one billion) people who speak this language. 2 billion people are learning English worldwide and 87 nations have formally recognized it as a State language. As a result, this has defined the objective leading role of English language in the modern world today. According to the concept of the Dutch researcher, Alexander de Schwan, English “takes a hyper central place in the global constellation of languages”, and its position is supported by the “self-development and self-expansion mechanisms”.

The Higher Education World Declaration in the twenty-first century (UNESCO, 1998) emphasizes the importance of multilingualism in higher education under the following key; “the practice of multilingualism, teaching staff and students exchange program should be an integral part of all higher education systems" (Article 15). Independent Kazakhstan is rapidly bursting into the international community and has set ambitious goals towards not only the development of the economic sphere, but also education. The Republic of Kazakhstan was the first Central Asian country that has been recognized as a full member of the European Higher Education Area (2010). Currently, 49 countries are involved in a voluntary process of creating the European Higher Education Area, including Russia, Ukraine, and Belarus.

One of the main objectives of the Bologna process is the promotion of mobility by overcoming obstacles to the effective exercise of free movement. For mobility whether academic, labor, etc., besides all the institutional changes that are already under way in our country, one need a good knowledge of a foreign language, in particular, English language. Therefore, a question of language learning, qualitative knowledge of which
is today is not an end in itself, and the requirement of time should be considered under the foreshortening of the commitments of the Bologna process. Also, a great desire for Kazakhstan to get into the “elite club” of the OECD countries should be added.

Consequently, it is of significant importance to view multilingual education from the perspective of sustainability and inclusion. The first involves a sustainable development which is focused on development, and it takes into account the planetary boundaries. The second is an inclusion. Some of the citizens related to the education system are connected to the world through their involvement with people with disabilities. However, this is not the complete picture of the inclusion in general. In addition, another meaning of the term “inclusion” is the need to involve the general population, without exception, in any development program. Simply put, the inclusion refers to equal opportunities and relationships without oblique views and comments. For example, inclusion in education seeks to develop a methodology aimed at the individual. Also, it recognizes the fact that all children are individuals with different learning needs. Inclusive education seeks to develop an approach to teaching and learning. However, this will be more flexible to meet the different training needs. Consequently, the word "inclusion" in politics means the ability of a particular political system to meet as much as possible the interests of all members of the society. This is in order to avoid destructive conflicts. However, multilingual education can also be considered to be an effective means of ensuring the inclusion of both education and through education.

The Constitution of the Republic of Kazakhstan, the Law of the Republic of Kazakhstan “On languages”, the Law “On education” (LERK, 2007), and the State Program for Development of Education and Science in 2016-2019 constitute the legal basis for multilingual education in the country (SPDES, 2016). Not so long ago, it was approved by the Road Map of the trilingual education for 2015-2020. Furthermore, the adoption of the road map is certainly an important step, but much more important is its implementation. With the advent of innovations, we expect the objective to experience difficulties.

On behalf of the Head of State and in accordance with the State Program for Development of Education and Science, the Ministry of Education and Science of the Republic of Kazakhstan since the 2007-2008 academic year have introduced training in three languages in 33 schools of Kazakhstan in a pilot mode.

Today, trilingual training is conducted in 110 schools. It covers 63 thousand (2.3%) students. In these schools, an in-depth study of the Kazakh/ Russian and English languages, as well as the teaching of school STEM subjects in English was presented.
The implementation of these pilot programs aims to identify the problem of special training of teachers. In this regard, in 2008, the Ministry of Education has defined the basic institutions of higher education which is aimed at developing a common strategy for training trilingual teachers. From that moment, it began the first phase of targeted implementation of the trilingual education in Kazakhstan.

Therefore, with the 2012-2013 academic year, 32 universities opened special sections with instruction in English. In 2015-2016, a special compartment in English language training, as part of the trilingual education, was functioning in 42 universities. Furthermore, this was divided as follows: National universities 6, State 26, International 1, corporatized 7, and private 2. In 2015-2016, 2393 special groups were set up in which 18006 people were trained. These people comprises of undergraduate 16121, a master's degree 1662, and a doctorate degree 223.

Additionally, there were grouped teaching staff who knows and understand Russian, Kazakh, and English languages. At the bachelor's level, courses in English have been taught by 2121 teachers, 386 teachers who own a master's degree, and 145 teachers who own a doctorate degree.

Therefore, specialized language centers are functioning for the analysis of the language situation, and it provides methodological assistance to 30 universities.

The number of graduates that was trained in the framework of the trilingual education since 2008 has been by far 7907 people. Among them are undergraduate (6677 people), master degree (1230 people), and a doctorate degree (76 people).

The number of employed graduates, trained in the framework of the trilingual education, amounted to 4624 people (58.5%): bachelor's degree graduates (3522 people), master (1102 people), and PhD (72 people).

In 17 universities, the training of students in the framework of the trilingual education in 2012 began. Thus, the first release was in the summer of 2016.

Since 2011, the Ministry of Education and Science initiated the Program of the improvement of the qualification. This is on the basis of pedagogical specialties of higher education institutions within JSC NCE Orleu.

According to the program for 2012-2015, 3,900 teachers have been trained in 38 universities of Kazakhstan, including 933 teachers abroad in partner universities (University of Newcastle, UK; University of Tsukuba, Japan; Valencia Polytechnic University, Spain; the Higher Technical Institute of Porto, Portugal; and the International Academy of Management and Technology, Germany) (Orleu, 2012/2015).
One of the main directions of the program, along with the study of new educational strategies, is trilingualism. It also includes the increasing pedagogical skills of teachers on the basis of global trends in education.

In order to promote trilingual education, the Ministry identified three priority areas:
1. Improving the regulatory and methodological framework;
2. The update of educational programs;
3. The creation of a unified system of training and professional development of teaching and administrative personnel.

Also, SDPES (State Development Programme for Education and Science) for 2016-2019 includes the main trends of the development of trilingual education and the adopted Roadmap of trilingual education for 2015-2020. Therefore, the aim is to ensure the gradual introduction of the trilingual education at all levels of education in Kazakhstan (MES, 2015).

The new SCSE (State Compulsory Standard of Education) at the level of higher education within the framework of the Road Map provides measures on amendments and additions to the curriculum and standards of higher education. This is based on the introduction of the first year of teaching high schools at least 20% of study subjects in the second language (for Russian offices - in the Kazakh language for the Kazakh branch - in Russian). Subsequently, the third course involves the teaching of at least 30% of the training cycles of the basic and majors in English. Thus, it can be stated that all levels of the education system of Kazakhstan today has accumulated some experience in trilingual education.

In Kazakhstan in the context of the trilingual education, there are no issues with a regional language which is the Russian language. Due to historical, cultural, and geopolitical factors, the Kazakh society is mainly dominated by the Kazakh-Russian bilingualism. This is really the same real competence in the two languages on a daily basis where a non-native language is used in everyday communication as actively as their mother tongue.

The difficulties were associated with the lack of the capacity of teachers with English-language competence. The world of education has become a famous phrase of Michael Barber, the author of education reform in the UK: "The school could not be better teachers working in it," because "the teacher cannot give the children something that does not own himself."

Majority of our teachers speak English well enough to start on teaching STEM subjects. It is no secret that many of the qualified teachers are operating out of the "Soviet overcoat". The Soviet Union kept a completely closed and isolated life which is why foreign languages were simply not needed for people.
Nevertheless, we will need to start somewhere! If we want a teacher who will be able to cope with the task of trilingualism, we need to seriously reconsider the content of training and increase the sheer quality of the training of future teachers, as well as strengthen the training of teachers already working using OLIL-approach (object-language integrated learning). In addition, if we want to have pupils and students who will have the ability to learn new skills and acquire new knowledge throughout their lives, we need to introduce a culture of permanent self-education teachers.

Understanding the pros and cons of a globalizing world, the Kazakh people in their quest not to lose their roots, their culture, however, accepts the challenge of time. After all, the national revival in our turbulent times requires no circuit to itself. It also requires the disclosure of the communicative potential of its culture. Native languages in the context of UNESCO's standard of multilingualism are the main components of a quality education. In the message on the occasion of International Mother Language Day on February 22, 2016, UNESCO Director-General, Irina Bokova, stated that the importance of the mother tongue in the promotion of education helps in improving the quality of education and in ensuring access to education for all. Irina Bokova stated: “In a multilingual approach, native languages are a key component of the quality education, which in itself provides a framework for the empowerment of women and men and the successful development of modern societies” (UNESCO, 2016).
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Abstract
University students can face numerous stressors which can contribute to the development of psychological distress shown to be associated with decreasing completion and retention issues throughout Australian universities (Willcoxson, Cotter, & Joy, 2011). A positive predictor and outcome of successful student coping and adjustment to university and retention outcomes is resilience, the ability to cope in difficult situations and bounce back from adversity. Mindfulness has also been shown to be promote resilience. The present study examined differences in psychological distress, mindfulness, and coping strategies (adaptive vs. maladaptive) in university students (N = 122) with high and low levels of resilience. The results of a one-way MANOVA were consistent with hypotheses, revealing higher resilience scores were associated with greater mindfulness, higher adaptive coping scores, lower maladaptive coping, and reduced psychological distress. Students in the low resilience group were also found to have significantly lower levels of mindfulness, higher levels of psychological distress, reduced use of adaptive coping, and greater use of maladaptive coping, when compared to students with high resilience levels. Overall, findings of the current study are consistent with previous research and highlight the potential benefit of mindfulness-based coping interventions to foster resilience in university students.
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Introduction
Attending university is widely acknowledged to be a stressful psychosocial event, as students navigate the process of adapting to new social and educational environments. Often students successfully achieve the transition to university, some individuals experience long-term emotional maladjustment and depressive symptomatology (Gall, Evans, & Bellerose,
2000; McCann & Hicks, 2011). Unfortunately, this can result in students withdrawing from their studies, with a considerable number of these students failing to return to university to obtain higher education (Willcoxson, Cotter, & Joy, 2011).

In recent years, Australian universities have faced numerous challenges including reduced funding, growing competition, increased student diversity, and changes to higher education policy. As a result, student retention rates have become an issue, particularly when the attrition rate experienced by Australian universities between 2001 and 2011 was approximately 20 percent per annum (Department of Industry, 2013). This is not only a considerable concern at an individual and societal level, but also represents a significant threat to institutional finances.

As a result, there has been considerable focus on identifying and understanding the factors pertinent to student retention, including university specific factors (e.g., academic and social support, student engagement, social climate) and intra-individual factors such as resilience. By gaining a greater understanding of the factors and qualities that may promote positive adjustment and successful transition into the university environment, despite risk and adversity, it is hoped retention rates can be increased through offering students additional support in these areas.

Resilience has been associated with the motivational drive to recover from adversity, highly disruptive events, and maintain a relatively stable, healthy level of psychological and physiological functioning (Abbott, Klein, Hamilton, & Rosenthal, 2009; Herrman, Stewart, Diaz-Granados, Berger, Jackson, & Yuen, 2011; Steinhardt & Dolbier, 2008). Definitions of resilience in university environments have focused on indicators of success and achievement, with recent research considering resilience as the ability to succeed in spite of difficulties (Munro & Pooley, 2009; Sarwar, Inamullah, Khan, & Anwar, 2010).

Demanding workloads, academic pressure, social changes, financial responsibilities and balancing work/life demands have the potential to act as acute stressors for university students (McCann & Hicks, 2011; Park & Adler, 2003). Research has clearly demonstrated that increased resilience improves an individual’s ability to handle and recover from setbacks and challenges (Abbott et al., 2009; Reivich & Shatte, 2002). In general, developing positive human strengths and enhancing resilience has been associated with reductions of psychological distress, particularly anxious and depressive symptomatology (Steinhardt & Dolbier, 2008).

Researchers suggest that resilience is not a set trait, preferring to consider the concept as a developmental process that can be enhanced by learning underlying skills or strengthening protective factors associated with resilience (Cooper, Flint-Taylor & Pearn, 2014). Among university students
resilience has been shown to be a significant and unique predictor of successful coping (McLafferty, Mallett & McCauley, 2009); and higher levels of resilience associated with lower levels of psychological distress (Abbott et al., 2009; Steinhardt & Dolbier, 2008).

Previous research has indicated, university students are a population vulnerable to experiencing high levels of perceived stress and psychological distress (Larcombe et al., 2016; Stallman, 2008; 2010). According to Stallman (2010), psychological health problems that result from elevated stress, anxiety, and depression are also most frequently observed between the ages of 18 to 34 years. Interestingly, this is the target age group that the Australian government is focused on to improve tertiary education outcomes over the next 15 years (Australian Government, 2009). In addition to the younger generation of students, who may experience difficulty transitioning from high school to the university environment, mature aged university students also experience a range of stressors including the competing demands of family, university and work commitments, and financial pressures (Paspaliaris & Hicks, 2010; Stallman, 2010). Research suggests building resilience in university students (both younger and mature-aged students) would prevent impairment, given the association between higher levels of resilience and lower levels of psychological distress demonstrated in various studies (Abbott et al., 2009; McCann & Hicks, 2011; Steinhardt & Dolbier, 2008). However, despite the need to identify and foster the resilience of university students, few studies have explored the resilience characteristics of university students.

Mindfulness is a skill that enhances adaptive coping in response to stressful events via self-regulation of attention toward the immediate experience and fostering an openness and acceptance toward an individual’s experience in the present (Bishop et al., 2004). Previous research has demonstrated many positive outcomes associated with enhanced mindfulness, particularly improvement of psychological well-being, mood regulation (Brown & Ryan, 2003; Kabat-Zinn, 1990) and resilience (Coholic, 2011; Orzech, Shapiro, Brown & McKay, 2009).

Coping is defined as a psychological process in which an individual attempts to manage external or internal demands (Lazarus & Folkman, 1984), through a range of positive (e.g., problem solving, seeking social support, reappraisal) and negative (e.g., avoidance, aggression) strategies (Sinha, Willson & Watson, 2000). According to Sullivan (2010), academic coping strategies are generally categorized into three groups: approach (i.e., active attempts to change of prepare for the emotional reaction of a stressful event), avoidance (i.e., no genuine attempt to acknowledge or prepare for the perceived stressor), and social support (i.e., obtaining support from others to assist with the problem or manage the emotional response). Among
university students research has shown that avoidant coping strategies have
been associated with low psychological well-being and adaptive coping
strategies (e.g., positive reappraisal and planned problem solving) were
associated with greater psychological well-being (Park & Adler, 2003).

The current study aimed to expand our understanding of the
characteristics of resilience in university students by examining the
differences between students reporting high and low resilience on
mindfulness, psychological distress and academic coping strategies. It was
predicted that in comparison to university students reporting a high level of
resilience, university students with a low level of resilience would report
significantly higher levels of psychological distress, lower levels of
mindfulness, a greater number of maladaptive coping strategies, and fewer
adaptive coping strategies.

Participants were university students (N = 122) from a range of
Australian universities, aged 18 to 47 years (M = 23.52, SD = 6.90), who
were currently enrolled in tertiary level education. Males comprised 18
percent of the sample (n = 22), while females comprised 82 percent (n =
100). Of the 122 students, the majority (n = 100) were undertaking
undergraduate studies (82%), while 10 (8.2%) were completing post-
graduate courses, six (4.9%) were enrolled in a university foundation
program, four (3.3%) were undertaking a masters degree, and two (1.6%)
were completing a PhD.

The Resilience Factor Inventory (RFI; Reivich & Shatte, 2002) was
used to measure resilience. The RFI is a self-report scale, comprised of 60-
items measuring an individual’s current level of resilience across seven
domains of resilience. For the purpose of analysis an average score was used,
which functioned as an overall resilient quotient (RQ). A higher score was
indicative of a greater level of general resilience. Each RQ was then
classified as high or low by visual binning of the scores. Using a mean RQ
score of 61.43, high (n = 59) and low (n = 63) resilience groups were
created from the continuous scale variables. According to Reivich and Shatte
(2002), the RFI is a valid and psychometrically sound instrument with
established criterion and predictive validity.

The Depression Anxiety Stress Scales (DASS-21; Lovibond &
Lovibond, 1995) was utilized to measure psychological distress across three
domains, depression, anxiety and stress. Although the three-factor structure
of the DASS-21 has been supported in previous research, some research has
also indicated an overall level of psychological distress can be measured by
calculating a total scale for the entire scale. Higher scores were indicative of
greater psychological distress. Previous research has found the DASS-21 to
be a valid and psychometrically sound instrument (Antony, Bieling, Cox,
Enns, & Swinson, 1998; Brown, Chorpita, Korotitsch, & Barlow, 1997).
The Academic Coping Strategies Scale (ACSS; Sullivan, 2010) is a self-report scale that measures how frequently a college student endorses a particular coping strategy within the context of a specific academic stressor. The ACSS consists of 34-items evaluating three coping strategies: approach coping (15 items), avoidance coping (11 item), and social support coping (8 items). Consistent with Sullivan (2010), the mean scores of the approach and social support subscales were summed and divided by two to create adaptive coping. The mean score of the avoidant subscale was renamed maladaptive coping, as recommended by Sullivan (2010). Higher scores for each of the subscales were indicative of a greater endorsement of a particular coping strategy. Research indicates the ACSS is a valid and psychometrically sound instrument with good internal consistencies for the three subscales .91, .82. and .81, respectively.

Participants were recruited through various advertisements, including an information sheet on a university research board and announcements on social media network sites. Respondents were then contacted via email and provided a link to the online questionnaire. Once informed consent was obtained, participants were asked to complete a series of demographic items and a range of psychometric questionnaires measuring levels of resilience, mindfulness, psychological distress, and academic coping.

The data were analysed using SPSS version 22. An alpha level of .05 was utilised to determine the statistical significance of all results. Pearson-product bivariate correlations were performed to examine the simple relationships amongst the key variables of interest. As can be seen in Table 1, moderate significant correlations were observed between all key variables, with the exception of a negative association between mindfulness and maladaptive coping strategies, which failed to reach significance. The highest correlation was observed between resilience and mindfulness. Resilience was also significantly and moderately correlated with adaptive coping and significantly negatively correlated with maladaptive coping. A significant inverse relationship was observed between resilience and psychological distress. Mindfulness and adaptive coping were significantly associated, while mindfulness and psychological distress were significantly negatively correlated. As expected, a significant positive relationship was observed between psychological distress and maladaptive coping and a significant inverse relationship was found between psychological distress and adaptive coping.
A one-way between-subjects multivariate analysis of variance (MANOVA) was performed to test the hypothesis that levels of mindfulness, academic coping strategies, and symptomatology of psychological distress would be significantly different between the high resilience and low resilience student groups. With the use of Wilk’s criterion, a statistically significant multivariate main effect was observed for group F(4, 116) = 10.48, p < .001, 2 = .27, power = 1.00, indicating the two levels of resilience differed on the four dependent variables (mindfulness, psychological distress, adaptive coping strategies, and maladaptive coping strategies) combined.

Univariate analyses revealed a significant difference between groups on mindfulness F(1, 119) = 19.48, p < .001, 2 = .14, power = .99. As expected, university students with low resilience reported significantly lower levels of mindfulness (M = 32.89, SD = 5.53), compared to university students with high resilience (M = 37.81, SD = 6.72). Univariate analyses revealed a significant difference between groups on psychological distress F(1, 119) = 12.04, p = .001, 2 = .09, power = .93, with students with low resilience levels reporting significantly greater levels of psychological distress (M = 36.13, SD = 23.24) compared to students with high resilience (M = 23.25, SD = 16.91). Univariate analyses revealed a significant difference between groups on adaptive coping F(1, 119) = 10.30, p = .002, 2 = .08, power = .89. As expected, adaptive coping strategies were significantly lower in students with a low level of resilience (M = 3.20, SD = .48), compared to students reporting high resilience (M = 3.47, SD = .43).

Univariate analyses also revealed a significant difference between groups on maladaptive coping F(1, 119) = 22.33, p < .001, 2 = .16, power = .98. Consistent with expectations, students with low resilience levels reported significantly higher scores on the maladaptive coping strategy subscale (M = 3.01, SD = .46), compared to students in the high resilience group (M = 2.64, SD = .40).
The present study contributes to the growing body of literature investigating potential intra-individual characteristics that may impact successful transition in tertiary education settings. The results, which supported the prediction, indicated a significant proportion of the variance in the resilience of university students was accounted for by mindfulness, academic coping strategies, and psychological distress. Consistent with previous research (e.g., Foureur, Besley, Burton, Yu & Crisp, 2013; Lightsey, 2006; Orzech et al., 2009), a significant positive relationship between resilience and mindfulness was observed, with higher resilience related to greater levels of mindfulness. Resilience was also significantly associated with adaptive academic coping, in line with previous research (e.g., McLafferty et al., 2009), which demonstrated that higher rates of resilience were the best predictor of successful coping in university students.

A significant positive association was also found between mindfulness and adaptive coping strategies, indicating higher levels of mindfulness were associated with adaptive coping strategies. This finding is reflective of current literature suggesting mindfulness fosters rational coping styles, which are viewed as adaptive (Palmer & Rodger, 2009). Palmer and Rodger (2009) also found mindfulness was significantly and inversely related to maladaptive coping strategies such as avoidant coping styles; however, no significant association between mindfulness and maladaptive coping strategies was observed in the current study, inconsistent with expectations. Mindfulness and psychological distress were found to be significantly and negatively correlated, consistent with the positive outcomes associated with enhanced mindfulness detailed in previous research (Brown & Ryan, 2003; Kabat-Zinn, 1990; Palmer & Rodger, 2009).

A significant inverse relationship was observed between resilience and psychological distress (depression, anxiety, and stress). This finding was consistent with previous research that demonstrated a significant association between increased resilience and prevention of depression, anxiety, and adjustment disorders (Gillham et al., 2006). A negative association was also observed between psychological distress and adaptive academic coping strategies and a positive association with maladaptive academic coping strategies. These findings were also consistent with previous literature reporting individuals with less psychological distress utilise more adaptive coping strategies, whereas individuals with a higher level of depression, anxiety, and stress report use of more maladaptive coping strategies (Holahan & Moos, 1987; Watson & Sinha, 2008).

When examining the differences in mindfulness, psychological distress, and coping strategies (adaptive and maladaptive) in students with high levels of self-reported resilience compared to students with low levels of self-reported resilience, significant effects were observed for each
dependent variable. As expected, significantly lower levels of mindfulness were reported in the low resilience group. Previous research conducted by Coholic (2011) suggested that mindfulness acts as a protective characteristic that facilitates resilience; therefore it is possible a low level of resilience may be partially attributed to lack of mindfulness. This finding also supports the suggestion resilience can be enhanced by bolstering positive characteristics associated with resilience, such as mindfulness, highlighting the potential benefit of mindfulness-based programs for university students at a prevention and treatment level.

Significantly higher levels of psychological distress were also observed in the low resilience group, supporting the association between resilience and psychological well-being in literature (Abbott et al., 2009; Steinhardt & Dolbier, 2008). Furthermore, university students with low resilience were also found to endorse a significantly greater level of maladaptive coping strategies and significantly less adaptive coping strategies than the university students who reported high resilience. These findings were consistent with McLafferty et al. (2009), which found an association between increased resilience and successful coping in academic settings. Considered in combination with previous research, the present findings highlight the potential benefit of mindfulness-based coping interventions to foster resilience in university students experiencing multiple stressful demands and may be at risk of prematurely exiting the university environment.

Previous research demonstrated that resilience training and interventions need not be lengthy or time consuming (Abbott et al., 2009). As internet access is readily available at all universities, delivering resilience training online provides a flexible and cost-effective option. However, additional research is required to evaluate the effectiveness of internet-based resilience training (Abbott et al., 2009). Undoubtedly, the stress of university life may inhibit students’ availability to dedicate an appropriate amount of time to such a program and communicating the importance and benefits of resilience is also likely to be challenging. Additional studies may be required to determine the most effective method to promote adherence and increase student’s motivation to undertake a resiliency-training program.

Despite the promising findings from the current study, certain limitations are noted. First, participants’ previous experience with mindfulness and meditation was not taken into account. Research has indicated frequent meditation is significantly associated with higher levels of mindfulness (Brown & Ryan, 2003; Walach et al., 2006); therefore it is possible this may have affected results and should be controlled for in future studies. Second, although a-priori power analyses using G*Power indicated the sample size was adequate for power and capable of detecting a large
effect, the sample size was small and is unlikely to be representative of the wider student population across Australia. However, results were consistent with previous studies. Future research should attempt to investigate resilience in university students using a larger national sample to increase external validity.

Overall, the current study has revealed university students with a higher level of resilience reported significantly higher levels of mindfulness, greater use of adaptive coping strategies, reduced maladaptive coping, and lower levels of psychological stress, when compared to students with low resilience levels. These findings provide preliminary insight into the potential benefits of cultivating resilience in university students (possibly via on-campus or online programs) and facilitating adaptive coping strategies and mindfulness, which are intrinsically linked to navigating change and adversity without the deleterious effects of psychological distress.
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Abstract
In an effort to move toward a Shared Leadership Model, the researcher’s university administration directed all faculty and support staff to foster initiatives which promoted cross departmental research and collaboration. This study defines how pilot programs, in particular the New Faculty Induction program, were aligned with the framework of Shared Leadership and fostered the domains of Social Cohesion among participants.
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Introduction
In higher education, it is a given that the recruitment process of hiring new faculty requires much time and financial commitment on both the candidate and institutions; therefore, it is essential that an orientation system be designed to move the new hire through the “honeymoon” phase and toward a path of contributing to the greater good of the institution. According to Camblin and Steger (2000), the new approach to initiating new faculty is focused on (1) addressing issues of vitality and ongoing personal awareness, (2) providing opportunities to foster relationships among colleagues, (3) developing purposeful ways to support the institution’s mission, and (4) providing support to new faculty during the tenure and promotion process (p. 5).

For the researcher’s institution, the previous new faculty program was a series of monthly meetings facilitated by two assigned faculty members. In each fifty minute session, participants were presented detailed policies and procedures along with tenure and promotion materials. Most information was accessible in an online LMS system along with overviews of the resources. Given the brief assigned meeting time, little to no faculty engagement occurred between the new professors and the committee facilitators. New faculty questions were often addressed via email and follow up discussion, between sessions, was not occurring.
Shared Leadership

Prior to the early 1990’s, Sullivan notes the primary focus of new faculty development placed emphasis on advancement of subject matter and mastery of one’s own teaching (as cited by Camblin & Stenger, 2000, p.3). With the changing landscape of college during the Vietnam War, declining enrollment, altered work expectations and rising costs of tuition created a paradigm shift in new faculty development. According to Schuster (1990) faculty development moved from survival within one’s discipline to a broader, communal approach. University administration began to emphasize a new focus on personal, professional and organizational growth. Faculty development programs which were once centered on member’s field of study acknowledged the importance of "... faculty wellness and institutional quality of life and opportunities for personal growth and career renewal" (Hageseth and Atkins 1988; North 1991 as cited in Hubbard and Atkins 1995, p. 120).

With growth comes change and for new faculty at the researcher’s institution, this change was manifested through a university wide vision of Shared Leadership. O’Toole, Galbraith, & Lawler (2002) offer that leadership is not only defined as individual, but is also an institutional trait; complex at times, Shared Leadership enables institutions to divide responsibility and match individual strengths to the initiatives and mission of a community. “Shared leadership is facilitated by an overall team environment that consists of three dimensions: shared purpose, social support, and voice” (Carson, Tesluk, & Marrone, 2007 p. 1222).

This ideology of Shared Leadership was first introduced upon the procurement of a new dean in 2010. The Dean defined his perception of leadership as a desire to move away from the traditional top down model of decision making or “a team property whereby leadership is distributed among team members rather than focused on a single designated leader” (Carson et al., 2007, p.1217). Pearce (2007) offers the following analysis, “As organizations have steadily progressed into the knowledge economy we can no longer rely on simple notions of top–down, command-and-control leadership, based on the idea that workers are merely interchangeable drones” (p. 355).

This process did not come easily in the beginning. Senior faculty questioned the motivation and expressed concern that without a specific “chain of command” important tasks and faculty welfare could be undermined. O’Toole et al. (as cited by Kocolowski, 2010) believed that resistance stems “from thousands of years of cultural conditioning” (p. 64) and further offer, “We are dealing with a near-universal myth: in the popular mind, leadership is always singular” (p. 64). However, with a continued effort to create committees that were cross disciplinary and cross departmental, university employees were introduced to the Shared
Leadership framework and individuals were encouraged to share leadership within their own professional departments. The following are examples of programs that evolved.

1. **Community Conversations**: a series of open meetings where support staff and faculty participated in purposeful brainstorming sessions to address the future vision and development of the university.
2. **Onboard**: A program designed for all new support staff; new faculty were also included but not required to attend. This program focused on fostering a deeper knowledge of the institution’s mission and religious identity.
3. **Strategic Planning Survey**: a survey provided for each employee to contribute ideas, thoughts, and perspectives toward shared work. From this, Task Force “think tanks” were created to address campus concerns and offer strategic planning to the board.

As this new formula for collaboration began to permeate each area of the university, a common dialog of best practices for Shared Leadership began to manifest itself in committee assignments and departmental initiatives. The researcher proposes that for Shared Leadership to work there must be buy in. Individuals need to be affirmed that their perspectives and ideas are being taken seriously and that each employee has a part to play in the advancement of the defined goals. New perspectives are acknowledged and leaders can utilize their individual strengths (Miles & Watkins, 2007); thus allowing for decisions making to be fluid and reciprocal (Bligh, Pearce, and Kohles, 2006).

**Social Cohesion**

The vetting of and hiring process for a new faculty member can be an arduous endeavor. Therefore, the ability to attract and retain new faculty requires a purposeful plan of action. New faculty need to be acclimated early in hopes of creating a positive Social Cohesion experience. According to Dr. Heyneman (2002), “School culture refers to the rituals embedded in social relationships, ceremonies and traditions that attach members to the school and its mission, and to the norms and beliefs that guide the actions of members” (p. 89). One significant contributing factor to positive Social Cohesion is the acceptance of and new faculty member’s ability to embrace and contribute to the culture. This assimilation is often referred to as social contracts. Social contracts are the values and metaphysical/ philosophical assumptions of a collective society (Pirili& Pifpirili, 2015, p.253). Heyneman (2002) proposes that people will overall adhere to social contracts under certain conditions. If they do not consider themselves as cultural “strangers” or do possess an understanding of each other as people; then where norms and expectations govern social contracts are embraced.“
Forrest and Kearns (2001) offer the following table to define the domains of Social Cohesion.

<table>
<thead>
<tr>
<th>Domains</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common values and a civic culture</td>
<td>Common aims and objectives; common moral principles and codes of behavior; support for political institutions and participation in politics.</td>
</tr>
<tr>
<td>Social order and social control</td>
<td>Absence of general conflict and threats to the existing order; absence of incivility; effective informal social control; tolerance; respect for difference; intergroup cooperation.</td>
</tr>
<tr>
<td>Social solidarity and reductions in wealth disparity</td>
<td>Harmonious economic and social development and common standards; redistribution of public finances and of opportunities; equal access to services and welfare benefits; ready acknowledgement of social obligations and willingness to assist others.</td>
</tr>
<tr>
<td>Social networks and social capital</td>
<td>High degree of social interaction within communities and families; civic engagement and associational activity; easy resolution of collective action problems.</td>
</tr>
<tr>
<td>Place attachment and identity</td>
<td>Strong attachment to place; intertwining of personal and place identity.</td>
</tr>
</tbody>
</table>

**Methodology and research Questions**

This qualitative case study uses an action research design with descriptive pattern coding techniques (Saldana, 2009) applied to the data. Berg (2007) defines action research as “a method of research in which creating a positive social change is the predominant force driving the investigator and the research” (p. 224). Yukl (2006) suggests (as cited in Kocolowski, 2010, p.24) that “important decisions about what we do and how to do it are made through the use of an interactive process involving many different people who influence each other.”

**Research Question 1 (RQ1#)**

Does new faculty have a clear understanding of the university policies?

**Research Question 2 (RQ2#)**

Does new faculty feel they belong to a cohort and perceive the university as a community?

**Research Question 3 (RQ3 #)**

Would purposeful activities that create a cohort atmosphere foster Shared Leadership and collaboration between departments?
Participants

<table>
<thead>
<tr>
<th>New Faculty</th>
<th>Department</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 1 (Male)</td>
<td>Philosophy Department</td>
</tr>
<tr>
<td>Participant 2 (Male)</td>
<td>Nursing Department</td>
</tr>
<tr>
<td>Participant 3 (Male)</td>
<td>Political Science Department</td>
</tr>
<tr>
<td>Participant 4 (Male)</td>
<td>Engineering Department</td>
</tr>
<tr>
<td>Participant 5 (Male)</td>
<td>Biology</td>
</tr>
<tr>
<td>Participant 6 (Male)</td>
<td>Theology</td>
</tr>
<tr>
<td>Participant 6 (Female)</td>
<td>Psychology</td>
</tr>
<tr>
<td>Participant 6 (Female)</td>
<td>Education</td>
</tr>
<tr>
<td>Participant 7 (Female)</td>
<td>World Languages</td>
</tr>
</tbody>
</table>

Survey Results

The results of the survey can be seen in Table 2 accompanied by new faculty extended responses. Six of the seven new faculty participated in the survey conducted after the spring semester.

<table>
<thead>
<tr>
<th>Survey Question</th>
<th>Social Cohesion Domains</th>
<th>New faculty Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>What meeting topics did you find most beneficial? Do you have suggestions for this year?</td>
<td>Common Values and Civic Culture</td>
<td>“The specific topics that were the most beneficial were faculty rating, IDEAs, development funds, etc. I suggest including a session on teaching strategies (methods and effectiveness) and let this end with a discussion among the committee members of what has worked well for them.”&lt;br&gt;“All of them were beneficial but I did feel that I learned a lot from the meeting regarding advising and scheduling.”</td>
</tr>
<tr>
<td>Did you feel your questions were answered in a timely manner? Did you feel our meetings built a sense of community that will serve your needs in</td>
<td>Social Networks and Social Capital</td>
<td>“Absolutely. And the lunches really helped the sense of community.”&lt;br&gt;“yes - the sense of community was the best part of this committee.”</td>
</tr>
</tbody>
</table>
**Discussion and Findings**

Results of the study support the importance of placing value into fostering shared experiences for new hires. New faculty expressed the following positive outcomes from participating in the pilot program: (1) participants stated their perception of transitioning into the university’s community and their own departments was less stressful, (2) participants communicated that the new policies were defined and that their questions were welcomed and, (3) participants acknowledged they were provided opportunities to establish relationships with support staff and faculty outside their discipline; thus fostering their Social Cohesion and participation in unspoken social contracts. Topics presented during the first year were as follows: advising, Student Success Council, purpose of the Core and implications for transfer students, Academic Council Request form (ACRF), yearly evaluations, promotion and tenure, the process of offering summer courses and accessing professional development funds.

Each informational session was offered the last Monday of the month with a luncheon, provided on Wednesday, of the same week. Questions in regards to the Monday’s topic were welcomed along with short presentations delivered by invited guests from the many campus departments. Wednesday speakers were chosen based on exposure of the new faculty to their department’s campus resource or connections to the Monday topic. New professors were exposed to the library support staff and resources for faculty and students, Career Services and the program’s offered to students on

<table>
<thead>
<tr>
<th>One goal of the committee was to create opportunities to meet others on campus that you may not have contact with your first year. Do you have suggestions of other ways to foster professional collaboration?</th>
<th>Place Attachment and Identity</th>
<th>“I came in in the Spring term, but I would have liked to meet more older faculty at various socials.”</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>“I definitely think you achieved this goal. Maybe one other thing to add is a chance for each new person (or even second year when you have had more of a chance to get adjusted) present on their research and writing (maybe a 10-minute summary of what you've done &amp; are working on now.”</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Perhaps pair up the new faculty with a mentor teacher or a go to person he or she can ask questions of throughout the year although that seemed to be the purpose of the committee so maybe that isn't necessary.”</td>
</tr>
</tbody>
</table>
campus, the Assessment and Accreditation process and how new faculty may contribute within their department and the interpretation of their own evaluation data for tenure and promotion, bookstore support staff and submitting textbook orders, summer course creation and the online procedures for offering courses, technology support, student life, registrar and support staff, study abroad and senior faculty mentoring.

Through the process of redefining the committee structure and the intentional acclimation of new faculty as an active part of the university community, the researcher proposes Shared Leadership was introduced and encouraged. For example, within the first year of the pilot, Education and Engineering faculty collaborated to create a cross curricular STEM exposition for local private and public schools.

Within the survey questions, it is noted that new faculty desired to be afforded the opportunity to associate with senior faculty at more University sponsored events. As a part of the Shared Leadership theory, a committee of support staff and faculty was formed to address the concerns. From this committee’s survey, the traditional opening semester meeting was changed to a subsequent date and venue on campus. Faculty were encouraged to invite their families; thus enabling new faculty with young children to attend. Senior faculty had noted on the survey they would appreciate the opportunity to bring their spouses which was also honored. The revision of this networking opportunity embraced the Shared Leadership model of institutional wellness of life and the Social Cohesion domain of social networks and place attachment and identity.

The Shared Leadership model was also an ongoing catalyst for the finalization of a Core curriculum. This institutional initiative required departmental cross curricular committees and challenged all departments to articulate how their pedagogical and assessment practices would fulfill the mission of the University’s “Core”. Adoption of the Core curriculum has fostered the Shared Leadership model by placing less emphasis on one department over another. Decisions in regards to student graduation pathways became rooted in a shared experience and departments began collaborating to enable transfer students and freshmen a unified education within their chosen disciplines. This example of Shared Leadership has taken the top down approach of decision making and spread the decisions amongst committees; thus fostering the Social Cohesion domains of common culture and civic culture.

Though in the early stages, learning organizations and the purposeful use of shared governance through Shared Leadership is working. The researcher is encouraged with the progress professors reported in their second year. The new faculty noted they felt confident with the tenure and promotion track, understood how many departments offered support and
service to the overall well-being and education of students and the felt they were valued for their work and opinions.

Long-term for future research, the researcher questions what would occur if the Dean were to leave. Would the structure of Shared Leadership continue or would the traditional “top down” process of leadership be reinstated with new administration? In addition, how would the Social Cohesion of the campus be affected?
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Abstract
The concept of brand equity is so appealing nevertheless measuring of it is not as easy as its appeals. Aaker (1996) proposes some ways including price premium for assessing the brand equity. Used car markets may be one of the most appropriate markets to observe price premiums mainly due to the actual conditions of cars may not be examined but brands become the primary determinants of prices of used cars. The main assumption is that if the brand has own an equity, depreciating value of to be used would be less than that of the brand which has a relatively lesser equity. This study aims to assess brand equity in used car market in Turkey by analyzing depreciation differences among specific brands. Findings of the study supports the idea that observing depreciation differences among brands is a useful approach to assess brand equities.
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Introduction
Brand is a key factor affecting price of a product in the market by providing clue about product’s quality level and creating an attractive image. Thus, it influences the demand for and price of the product. However, it is difficult to assess brand’s influence, because other factors, like product attributes, also have effect on demand and price (Sullivan, 1998).

To observe brands’ effect on demand and price, one of the suitable markets is the used car market because of two reasons. First, consumers cannot easily determine aspects of quality of cars by observation (Nichols and Fournier, 1999). Also, in used car market there is a problem called “lemon problem” (Akerlof, 1970) which stands for that buyers have less information about quality level of cars which they intended to buy than sellers, and this situation makes it highly possible to them to buy cars in bad
condition (lemons) at higher prices. To avoid this problem, brand is a powerful reference point for the buyer. Secondly, while car manufacturers are oligopolies (Mertens and Ginsburgh, 1985) who adjust market of new cars through supply regulation, and set prices, used car market can be classified as nearly a pure competition market in which neither individual sellers nor buyers are able to considerably affect the price (Betts and Taran, 2004).

With regard to these reasons, in used car market, it can be assumed that buyers are intended to buy cars which have higher brand equity than others, and as a result, prices of those cars are also higher than prices of others. In other words, cars with higher brand equity depreciate less than cars with lesser brand equity (Aaker, 1991: 22). In this study, depreciation differences among specific brands are analyzed to assess brand equity in used car market in Turkey.

**Conceptual Framework**

Brand equity is a very complex concept that have been studied by many researchers, and do not have an agreed definition, because different researchers have focused on different aspects of brand equity (Christodoulides and De Chernatony, 2010). Despite this differentiation in perspectives, there is a common idea which defines the brand equity in terms of marketing effects uniquely attributable to the brand (Keller, 1993). On the other hand, there is no consensus in methodologies to measure brand equity. Different researchers focusing on different aspects have developed different methodologies.

To measure brand equity, five general approaches have been proposed: observing price premium that the brand name can support, the impact of the brand name on customer choices, looking at the replacement value of the brand, observing stock price, and earning power of a brand (Aaker, 1991: 22). Observing price premium which is the main focus of our study is an indirect approach of customer based perspective of brand equity (Christodoulides and De Chernatony, 2010).

Price premium is the amount that a customer will pay for the brand in comparison with competing brand or brands offering similar benefits (Aaker, 1996). The suggestions about price premium are that it is more comprehensive than other measures (Baltas and Saridakis, 2010) and is the strongest and most reliable indicator of brand loyalty and may be the best single measure of brand equity (Aaker, 1996). The reason of these suggestions is that price premium originates in consensused definition of brand equity because of quantifying the marketing effects uniquely attributable to the brand (Farquhar, 1989).
Determining price premium can be achieved by asking consumers how much more they would be willing to pay for the brand, using conjoint analysis (Aaker, 1996) or observing price levels in the market (Aaker, 1991: 22). In both new and used car market, price premium can be obtained by using the third approach, observing price levels. Hence, researches analyzing price levels in car market have been made (eg. Arguea, Hsiao and Taylor, 1994; Baltas and Saridakis, 2010; Betts and Taran, 2004; Sullivan, 1998; Ecer, 2013).

In new car market, prices are used as dependent variable (Arguea, Hsiao and Taylor, 1994; Baltas and Saridakis, 2010), however, in used car market, observing price level might be taken a step further to assess brand equity. As Aaker (1991:22) stated, analyzing how much the different brands are depreciating each year may be used instead of prices. Until now, this idea has not been empirically tested.

Methodology

The aim of this study is to analyze depreciation differences among brands to assess brand equity in used car market in Turkey. For this purpose, firstly, sub-brands of 11 parent brands in car market (see Table 1) were selected judgementally from among B-segment car brands sold in Turkey. One sub-brand for each parent brand were included, except Peugeot. Peugeot had two B-segment sub-brands in 2011, the model year we determined. Sample includes only 2011 model used cars of selected brands.

<table>
<thead>
<tr>
<th>Parent Brands</th>
<th>Sub-Brands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citroen</td>
<td>C3</td>
</tr>
<tr>
<td>Dacia</td>
<td>Sandero</td>
</tr>
<tr>
<td>Fiat</td>
<td>Punto</td>
</tr>
<tr>
<td>Ford</td>
<td>Fiesta</td>
</tr>
<tr>
<td>Honda</td>
<td>Jazz</td>
</tr>
<tr>
<td>Hyundai</td>
<td>i20</td>
</tr>
<tr>
<td>Opel</td>
<td>Corsa</td>
</tr>
<tr>
<td>Peugeot</td>
<td>206+, 207</td>
</tr>
<tr>
<td>Renault</td>
<td>Clio</td>
</tr>
<tr>
<td>Toyota</td>
<td>Yaris</td>
</tr>
<tr>
<td>Volkswagen</td>
<td>Polo</td>
</tr>
</tbody>
</table>

Data were gathered from sahibinden.com in February 2017, and list prices of brands were obtained via archive.org. Data set includes totally 550 used car classifieds, 50 for each parent brand. The following information

---

2 Sahibinden.com is an classifieds website with eight categories: real estate, vehicles, shopping, industrial & heavy equipment, spare parts-accessory-hardware & tuning, services, career, pets & livestock and also one of the largest e-commerce platforms and in Turkey.
was obtained from each classifieds; brand, price, mileage, engine capacity, transmission, fuel, and damage history. Table 2 summarizes the car characteristics used.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand (B&lt;sub&gt;i&lt;/sub&gt;)</td>
<td>Dummy, coded as one if car’s brand is i, zero otherwise</td>
</tr>
<tr>
<td>Transmission (T&lt;sub&gt;m&lt;/sub&gt;)</td>
<td>Dummy, coded as one if transmission is manual, zero otherwise</td>
</tr>
<tr>
<td>Transmission (T&lt;sub&gt;a&lt;/sub&gt;)</td>
<td>Dummy, coded as one if transmission is automatic, zero otherwise</td>
</tr>
<tr>
<td>Fuel -petrol (F&lt;sub&gt;p&lt;/sub&gt;)</td>
<td>Dummy, coded as one if fuel is petrol, zero otherwise</td>
</tr>
<tr>
<td>Fuel -LPG (F&lt;sub&gt;lpg&lt;/sub&gt;)</td>
<td>Dummy, coded as one if fuel is Liquefied Petroleum Gas, zero otherwise</td>
</tr>
<tr>
<td>Fuel -diesel (F&lt;sub&gt;d&lt;/sub&gt;)</td>
<td>Dummy, coded as one if fuel type is diesel, zero otherwise</td>
</tr>
<tr>
<td>Mileage (M)</td>
<td>Measured in kilometer</td>
</tr>
<tr>
<td>Engine capacity (E)</td>
<td>Measured in cubic centimeters divided by 1000</td>
</tr>
<tr>
<td>Damage history- little damaged (D&lt;sub&gt;l&lt;/sub&gt;)</td>
<td>Dummy, coded as one if damage history is stated as little or no damaged, zero otherwise</td>
</tr>
<tr>
<td>Damage history- moderately damaged (D&lt;sub&gt;m&lt;/sub&gt;)</td>
<td>Dummy, coded as one if damage history is stated as moderately damaged, zero otherwise</td>
</tr>
<tr>
<td>Damage history- heavily damaged (D&lt;sub&gt;h&lt;/sub&gt;)</td>
<td>Dummy, coded as one if damage history is stated as heavily damaged, zero otherwise</td>
</tr>
<tr>
<td>Damage history- no information (D&lt;sub&gt;n&lt;/sub&gt;)</td>
<td>Dummy, coded as one if damage history is not stated, zero otherwise</td>
</tr>
</tbody>
</table>

Dependent variable of our study is the depreciation rate, ∆V, of which calculation is shown in equation (1) where P is the price of the car, and FV is the present value of car’s list price.

\[ \Delta V = 100 \times \frac{(P - FV)}{FV} \]  \hspace{1cm} (1)

\[ FV = P_l(1 + i_m)^nm \]  \hspace{1cm} (2)

\[ i_m = (1 + i_a)^{\frac{1}{12}} - 1 \]  \hspace{1cm} (3)

To calculate present value of car’s list price, we used equation (2) where \( P_l \) is the list price, \( i_m \) is the monthly effective interest rate, \( n \) is the number of year, and \( m \) is the number of months in that year. The calculation was made on monthly base because we were able to get list prices of different months in 2011 for each brand. Therefore, annual interest rate was converted to monthly interest rate by equation (3), and calculation was made year to year. For instance, for a car of which list price of May 2011 was obtained, firstly value at the end of 2011 is calculated, \( m \) value is seven. Then, the value at the end of each year is calculated based on the effective interest rates of that year. Lastly, the value at the end of the first two months of 2017 is calculated to reach its present value.

In model, brand, transmission, fuel, and damage history are categorical variables coded as dummy. Base classes in categorical variables are determined by the researcher (Ecer, 2013). Thus, we randomly specified
Base classes for each categorical variables; "Dacia" in brands, "automatic" in transmission, "diesel" in fuel, and "little damaged" in damage history. Thus, the model was adjusted as (4):

\[
\Delta V = \beta_0 + \beta_1 \sum_{i=1}^{10} B_i + \beta_2 T_m + \beta_3 F_p + \beta_4 F_{lg} + \beta_5 M + \beta_6 E + \beta_7 D_m + \beta_8 D_R + \beta_9 D_n
\] (4)

**Results and Discussion**

First results are presented in Table 3. As seen, all coefficients, except the coefficient of engine capacity, are significant at 0.05 level. Therefore, we took out the engine capacity variable from our model, and present the results in Table 4.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citroen C3</td>
<td>-11.61341</td>
<td>0.894518</td>
<td>-12.98287</td>
<td>0.0000</td>
</tr>
<tr>
<td>Fiat Punto</td>
<td>-8.011331</td>
<td>0.950375</td>
<td>-8.429649</td>
<td>0.0000</td>
</tr>
<tr>
<td>Ford Fiesta</td>
<td>-7.855783</td>
<td>0.911224</td>
<td>-8.621132</td>
<td>0.0000</td>
</tr>
<tr>
<td>Honda Jazz</td>
<td>-5.892732</td>
<td>0.994283</td>
<td>-5.926614</td>
<td>0.0000</td>
</tr>
<tr>
<td>Hyundai i20</td>
<td>-11.17165</td>
<td>0.966906</td>
<td>-11.55402</td>
<td>0.0000</td>
</tr>
<tr>
<td>Opel Corsa</td>
<td>-5.198220</td>
<td>1.014789</td>
<td>-5.122461</td>
<td>0.0000</td>
</tr>
<tr>
<td>Peugeot 206+/207</td>
<td>-9.099817</td>
<td>0.902475</td>
<td>-10.08318</td>
<td>0.0000</td>
</tr>
<tr>
<td>Renault Clio</td>
<td>-11.04044</td>
<td>0.966552</td>
<td>-12.31434</td>
<td>0.0000</td>
</tr>
<tr>
<td>Toyota Yaris</td>
<td>-11.78504</td>
<td>1.006220</td>
<td>-11.71219</td>
<td>0.0000</td>
</tr>
<tr>
<td>Volkswagen Polo</td>
<td>-5.508090</td>
<td>0.902000</td>
<td>-6.106529</td>
<td>0.0000</td>
</tr>
<tr>
<td>Mileage</td>
<td>-7.16E-05</td>
<td>4.75E-06</td>
<td>-15.05981</td>
<td>0.0000</td>
</tr>
<tr>
<td>Engine Capacity*</td>
<td>-3.584788</td>
<td>2.315110</td>
<td>-1.548431</td>
<td>0.1221</td>
</tr>
<tr>
<td>Manual Transmission</td>
<td>-1.164088</td>
<td>0.546387</td>
<td>-2.130519</td>
<td>0.0336</td>
</tr>
<tr>
<td>Petrol</td>
<td>4.059573</td>
<td>0.591168</td>
<td>6.867034</td>
<td>0.0000</td>
</tr>
<tr>
<td>LPG</td>
<td>5.183541</td>
<td>0.639775</td>
<td>8.102131</td>
<td>0.0000</td>
</tr>
<tr>
<td>Moderately Damaged</td>
<td>-7.007853</td>
<td>0.495258</td>
<td>-14.14991</td>
<td>0.0000</td>
</tr>
<tr>
<td>Heavily Damaged</td>
<td>-13.33699</td>
<td>0.924982</td>
<td>-14.41865</td>
<td>0.0000</td>
</tr>
<tr>
<td>Damage Not Stated C</td>
<td>-2.527444</td>
<td>0.903210</td>
<td>-2.798289</td>
<td>0.0053</td>
</tr>
<tr>
<td>C</td>
<td>-14.02889</td>
<td>3.861139</td>
<td>-3.633554</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

R-squared          0.744070  Mean dependent var -34.77109
Adjusted R-squared 0.735395  S.D. dependent var  8.468477
F-statistic        85.76606
Prob(F-statistic)  0.000000

*not significant
Table 4: Results of adjusted model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citroen C3</td>
<td>-11.34039</td>
<td>0.878119</td>
<td>-12.91440</td>
<td>0.0000</td>
</tr>
<tr>
<td>Fiat Punto</td>
<td>-7.470862</td>
<td>0.885119</td>
<td>-8.44021</td>
<td>0.0000</td>
</tr>
<tr>
<td>Ford Fiesta</td>
<td>-7.506481</td>
<td>0.884018</td>
<td>-8.49131</td>
<td>0.0000</td>
</tr>
<tr>
<td>Honda Jazz</td>
<td>-5.589577</td>
<td>0.976097</td>
<td>-5.726459</td>
<td>0.0000</td>
</tr>
<tr>
<td>Hyundai i20</td>
<td>-10.63190</td>
<td>0.903071</td>
<td>-11.77305</td>
<td>0.0000</td>
</tr>
<tr>
<td>Opel Corsa</td>
<td>-4.516669</td>
<td>0.915564</td>
<td>-4.933211</td>
<td>0.0000</td>
</tr>
<tr>
<td>Peugeot 206+/207</td>
<td>-8.815455</td>
<td>0.884753</td>
<td>-9.963752</td>
<td>0.0000</td>
</tr>
<tr>
<td>Renault Clio</td>
<td>-10.80091</td>
<td>0.884264</td>
<td>-12.21457</td>
<td>0.0000</td>
</tr>
<tr>
<td>Toyota Yaris</td>
<td>-11.17460</td>
<td>0.926989</td>
<td>-12.05472</td>
<td>0.0000</td>
</tr>
<tr>
<td>Volkswagen Polo</td>
<td>-5.310543</td>
<td>0.894104</td>
<td>-5.939512</td>
<td>0.0000</td>
</tr>
<tr>
<td>Mileage</td>
<td>-7.09E-05</td>
<td>4.74E-06</td>
<td>-14.96122</td>
<td>0.0000</td>
</tr>
<tr>
<td>Manual Transmission *</td>
<td>-0.869920</td>
<td>0.512968</td>
<td>-1.695855</td>
<td>0.0905</td>
</tr>
<tr>
<td>Petrol</td>
<td>4.381289</td>
<td>0.554181</td>
<td>7.905877</td>
<td>0.0000</td>
</tr>
<tr>
<td>LPG</td>
<td>5.393030</td>
<td>0.626127</td>
<td>8.613312</td>
<td>0.0000</td>
</tr>
<tr>
<td>Moderately Damaged</td>
<td>-6.978608</td>
<td>0.495547</td>
<td>-14.08263</td>
<td>0.0000</td>
</tr>
<tr>
<td>Heavily Damaged</td>
<td>-13.25228</td>
<td>0.924575</td>
<td>-14.33337</td>
<td>0.0000</td>
</tr>
<tr>
<td>Damage Not Stated</td>
<td>-2.591013</td>
<td>0.903461</td>
<td>-2.867874</td>
<td>0.0043</td>
</tr>
<tr>
<td>C</td>
<td>-19.80404</td>
<td>1.000258</td>
<td>-19.79894</td>
<td>0.0000</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.742915</td>
<td></td>
<td>Mean dependent var</td>
<td>34.77109</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.734700</td>
<td></td>
<td>S.D. dependent var</td>
<td>8.468477</td>
</tr>
<tr>
<td>F-statistic</td>
<td>90.43251</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob(F-statistic)</td>
<td>0.000000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*significant at 0.1 level

Our model has an adjusted R-squared of 0.7347 which states that the model is good enough to fit the data. All coefficients, except the coefficient of manual transmission, are significant at 0.01 level. Coefficient of manual transmission is also significant at 0.1 level, and thus we did not remove it from model.

The price premium measure is defined with respect to a competitor or set of competitors (Aaker, 1996), therefore coefficients of variables must be interpreted by comparing to the base class of their information type. For example, coefficient of Citroen C3 indicates that a Citroen C3 depreciates nearly 11 percent more than Dacia Sandero-the base class of brands. Also, coefficients of other brands can be compared with each other by just a simple subtraction. For instance, it can be said that Ford Fiesta depreciates nearly 2 percent more than Honda Jazz. Coefficients of brands is sorted largest to smallest in Table 5.
### Table 5: Coefficient of brands

<table>
<thead>
<tr>
<th>Brand</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dacia Sandero</td>
<td>-</td>
</tr>
<tr>
<td>Opel Corsa</td>
<td>-4.51667</td>
</tr>
<tr>
<td>Volkswagen Polo</td>
<td>-5.31054</td>
</tr>
<tr>
<td>Honda Jazz</td>
<td>-5.58958</td>
</tr>
<tr>
<td>Fiat Punto</td>
<td>-7.47086</td>
</tr>
<tr>
<td>Ford Fiesta</td>
<td>-7.50648</td>
</tr>
<tr>
<td>Peugeot 206+/207</td>
<td>-8.81546</td>
</tr>
<tr>
<td>Hyundai i20</td>
<td>-10.6319</td>
</tr>
<tr>
<td>Renault Clio</td>
<td>-10.8009</td>
</tr>
<tr>
<td>Toyota Yaris</td>
<td>-11.1746</td>
</tr>
<tr>
<td>Citroen C3</td>
<td>-11.3404</td>
</tr>
</tbody>
</table>

As well as brands’ coefficients, coefficients of other variables also can be interpreted as their effect on depreciation rate. It can be said that cars with manual transmission depreciates more than cars with automatic transmission. Considering fuel types, coefficients indicate that diesel fuel affects depreciation more than both petrol and LPG. Also we can say that, a car loses value by nearly 7 percent every 100,000 km.

![Figure 1: Brands’ effect on depreciation rate](image)

**Conclusion**

This paper aims to analyze the effect of brand on depreciation of cars. We intended to assess brand equity in used car market by observing depreciation differences of brands. This idea is proposed by Aaker (1991:22)
as a kind of price premium approach, but it has not been empirically tested before.

In our model, the base class is Dacia Sandero and its brand effect on depreciation is accepted zero for comparing with other brands. Among all brands in our sample, Sandero has most powerful brand that affect the depreciation. The results shows that 2011 model Sandero depreciates nearly 4.5 percent less than Corsa, the second most powerful brand. Also, comparison between any two of these brands can be made by comparing their coefficient values. According to the results, visualized in Figure 1, it can be stated that the brand has an effect on depreciation of cars. In other words, change in value of different car brands are not the same.

This study is the initial step to analyze the proposition of Aaker (1991:22). Therefore, this approach needs to be tested more. We suggest analyzing brands in different segments, such as C or luxury, in different markets, and in different model years for further research.
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Abstract
Entrepreneurship is one of the basic dynamics of economic development and increasing the level of social welfare. Especially, entrepreneurship is considered as one of the most important factors determining the economic development and emerges from the transition from industrial society to the information society. The spirit of entrepreneurship usually fosters among people with innate personality traits and is then complemented by environmental influences. The people, who make careers, are aware of their talents especially recognize them during the university age. People are able to set clear goals when making plans for their future. Those with higher entrepreneurial tendency are able to pass on their dreams of new business ideas and step up their own companies. The person who takes the risk and capable of making innovation is called the entrepreneur. Entrepreneurship is a concept ascribed to entrepreneurs who take risks, monitor opportunities, pass them on and make innovation. The purpose of the study, conducted at the Pamukkale University Faculty of Economics and Administrative Sciences, is to determine the entrepreneurship tendencies of the students with different personality traits. A positive relationship was found between personality traits and entrepreneurship tendency as a result of the study.
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Introduction
Entrepreneurship has been one of the most discussed subjects recently. Important advancements, especially in information technology, in the world after the 1980s have laid the foundation of majority today’s
medium and large size business corporations. The significant effect on economic development, increasing competition, creation of new technologies, mitigation of unemployment and poverty, elevation of human and social capital level, the evolution of social structure and enhancing competitive power of countries has been proven by various researchers (Cansız, 2013: 1). Entrepreneurship, which has gained further importance today, has especially spread among young population in developing countries.

In the beginning of the 20th century, as technological evolutions have emerged in almost all industries, doyens of economy major such as Schumpeter (1911), Taussig (1915) and Knight (1921) strived to analyze roles of human and evolution processes. Thus, the concept of entrepreneurship has emerged as a strength to steer society alone and to advance their attitude towards technology through innovative processes and exceeding the limits (Muniz et al., 2014: 545).

Spirit of entrepreneurship develops in humans with their innate personality characteristics and then completed with the help of environmental effects. Individuals pursuing their professional career usually realize their personal talents during the university period. Thus, they could set explicit goals for their future plans. Individuals with high entrepreneurship tendency are capable of taking a step to put innovative business ideas into action and to establish their businesses (Serinkan and Barutçu, 2006: 318).

Proliferation and activation of entrepreneurship are substantially fundamental for economic, technologic, social development and growth; and they enable discovery and development of entrepreneurial personalities. Therefore, conducting researchers to explore potential entrepreneurs are significantly important to determine deficiencies related to entrepreneurship and to put emphasis on the need for development in this field (İrmiş and Barutçu, 2012: 1). Entrepreneurship education in Turkey is usually given in the course format the business administration departments and it has been observed that these courses have significant impacts on entrepreneurship potential of youth. According to the researchers on entrepreneurship potential, personal characteristics of individuals play substantial role in the exploration of the process. Different skills of entrepreneurs have a different influence on investment decision. Furthermore, factors such as gender, age, education level are influent on their entrepreneurship potential (Doğaner and Altunoğlu, 2010: 104-105). In this context, personality characteristics influent on entrepreneurship behavior will be emphasized.
Literature Review

Personality

Personality could be defined as all of the innate qualities and the ones gained through personal life experiences, which differentiate individuals from others. McCrae and Costa (1989) describe personality as an interaction style which depicts continuous, inter-personal, affectional, motivational behaviors exerted by human beings in different circumstances and based on their unique experiences. Many researchers in social sciences have suggested different opinions concerning the description of personality (Doğan, 2013: 56-57).

Personality is an extensive major that covers all of their characteristics such as behaviors, interests, capabilities, appearance, speaking styles of human beings and their adjustment to environment. Within such an extensive major, special or regular behaviors and attitudes differentiate human beings from one another. Personality characteristics are also described as displaying certain behavior tendency under certain conditions. Personality characteristics addressed in this scope are the classic long-term and consistent personal qualities which arise on the basis of internal motives. Personality characteristics are describing, classifying and summarizing individuals’ observable behaviors and attitudes (Saltürk, 2006: 80).

As personality inventory is one of the self-expression methods designed for individuals, it is structured in question-answer form. The person selects the most appropriate answers among the options given in the question so that they could be described and classified by means of personality inventories. Although inventories depict various qualities and characteristics of individuals, they do not reveal information about the causes lying underneath; instead, they only serve to determine the current status (Özgüven, 2000: 298). Of these inventories, the most frequently utilized one, the Five Factor Personality Test, was employed in the present study.

Five Factor Personality Model Inventory

The Five Factor Personality Model (FFM), comprised of extroversion, agreeableness, conscientiousness, neuroticism and openness to experience, was developed by Norman in 1963. Norman constructed a personality scale comprised of 1,710 qualities; and suggested a five-factor classification (Şengül, 2008: 34). In 1978, Costa and Mcrae further developed the Neo Personality Inventory and introduced the final form of the Five Factor Personality Test. Neo personality survey is totally comprised of 240 questions, that is, 48 for each factor (Sayın and Aslan, 2005: 280).
Extroversion
The first factor of the FFM is extroversion. While extrovert individuals are described as positive, social, energetic, fun and more interested in other persons, introvert individuals are described as the ones who isolate themselves towards the outside world, enjoying loneliness and maintaining distance to others (Tabak et al. 2010: 544).

Agreeableness
Agreeableness is the second factor of the FFM. Agreeableness is mostly related to concepts such as humbleness, moderate behavior, and attitude, instilling confidence and self-sacrifice. While good-tempered individuals instill more confidence to others, the ones with low agreeableness level tend to have more confidence in their inner voice (Howard and Howard, 1995: 3-8).

Conscientiousness
Conscientiousness emerges as personal self-discipline process. Sub-dimension of conscientiousness includes a sense of mission, sense of punctiliousness, tidiness, being attentive and careful as well as self-disciplined. Individuals with high conscientiousness level are considered as the ones who tend to be successful; are determined and work planned. On the contrary, individuals with low level of conscientiousness are illustrated as the ones who are untidy, undisciplined, lazy and without a sense of mission (Doğan, 2013:57).

Neuroticism
The fourth factor in the FFM is considered as neuroticism. While neuroticism refers maintaining internal personal balance, it aims individuals to remain calm, relaxed, unworried and consistent. This factor suggests that individuals could enjoy their lives and things as much as they succeed in maintaining their internal balance (Hayes and Joseph, 2003: 723).

Openness to Experience
Openness to experience is the fifth factor of the FFM. It consists of personal characteristics such as being attentive, curiosity, in dependency, openness to novelties, creativity, and openness to change. Whereas individuals with high level of openness to experience enjoy creating new ideas; the ones with a low level of openness to experience, are more hardliner and nonprogressive (McCrae and Costa, 1995: 21-50).

Entrepreneurship
Entrepreneurship is one of the fundamental elements of economic
development. Since it enhances both individual and social benefit and welfare, the relevant studies have been exponentially increased so as to develop this major. The first description of entrepreneurship, widely adopted by the relevant literature, was introduced by Richard Cantillon who described entrepreneur as a person organizing a business for profit in the exchange of associated risks. In this definition, Cantillon melted entrepreneur and risk factors in the same pot. On the other hand, an American economist Frank H. Knight(1921) distinguished risk factor and uncertainty from each other; and suggested a description for entrepreneur as follows: “An entrepreneur is the person who determines what, when, how and how much to manufacture something under an uncertain condition and who undertake the associated risks in the exchange of potential profit” (Dôm, 2012: 2).

Studies revealed that economic development and growth might occur above the average when countries have intensive entrepreneurship activities. Furthermore, entrepreneurship makes a positive contribution to economic welfare which grabs the attention of society recently subject to three primary developments (Çetindamar, 2002: 17):

a) Entrepreneurship is seen as a solution for unemployment,

b) Continuously evolving and strengthening new economy and the role of entrepreneurship in this field,

c) As a result of the developments in economy and business administration domains, entrepreneurship has made an appearance in these fields.

Although there are various criterions concerning entrepreneurship, which differ with respect to time and place, researchers available in the literature suggest that economic, sociologic and psychological factors have different weights on the formation of entrepreneurship personality. Whereas economic conditions are considered as the economic environment in which entrepreneur was born and raised, sociological conditions include family structure, family roots, education level, age and gender of the individual. Besides, the psychological condition is build up by characteristics such as self-perception of an entrepreneur, sympathy towards their profession, their work discipline and job satisfaction. In this context, entrepreneurship emerges as a result of the interaction of psychological, sociological and economic factors (Bozkurt, 2011: 20-21).

**The Relationship Between Entrepreneurship Tendency and Personality Characteristics**

It is considered that personality and environmental factors are effective on the emergence of entrepreneurship. Approaches oriented on personality factor addresses entrepreneurs’ personal characteristics. Hirsch
and Peters (1985) reported family, education, personal values, work accident, age and role model as factors influential on entrepreneurship (Bozkurt, 2011: 21-22).

Accordingly, in order to distinguish entrepreneurial personalities from others and to expose entrepreneurs who would potentially be successful, personal differences must be focused on and further studies must be conducted on factors such as work experiences, need for success, superior social skills and personal determinacy (Yılmaz and Sünbül, 2009: 199).

Concerning personality characteristics of entrepreneurs, different researchers report various opinions. In general, entrepreneurs are described with following qualities: innovative, risk taker, change-oriented, creative and opportunity-oriented. Besides, some studies report findings such as advanced communication skill, proactive behavior, high determinacy for success and having an insistent attitude on decisions as characteristics of entrepreneur personality (Bozkurt, 2011: 11-12).

**Methodology**

Personality and environmental factors are considered as influential on the emergence of entrepreneurship. Especially approaches concentrated on personality put emphasis on personal characteristics of an entrepreneur. The relevant literature indicates the significance of this relationship (Ören and Biçkes, 2011: 77-83; Demir, 2012: 194; Erdurur, 2012: 53-79; Küçük, 2014: 90-94). In this line, the purpose of the present study is to measure the effect of personality characteristics of undergraduate students from the business administration department who are relatively more close to the entrepreneurship subject on their entrepreneurship behavior. Accordingly, following the main hypothesis was structured:

**Hypothesis:** There is a positive and statistically significant relationship between personality characteristics of respondents and their level of entrepreneurship tendency.

Moreover, the relationship between sub-dimensions of personality characteristics and entrepreneurship tendency was investigated. To that end, following sub-hypotheses were structured:

- **H₁:** There is a positive and significant relationship between extroversion and personal norm.
- **H₂:** There is a positive and significant relationship between extroversion and behavior control.
- **H₃:** There is a positive and significant relationship between extroversion and attitude towards behavior.
- **H₄:** There is a positive and significant relationship between extroversion and agreeableness.
- **H₅:** There is a positive and significant relationship between agreeableness
and behavior control.

H$_6$: There is a positive and significant relationship between agreeableness and attitude towards behavior.

H$_7$: There is a positive and significant relationship between conscientiousness and personal norm.

H$_8$: There is a positive and significant relationship between conscientiousness and behavior control.

H$_9$: There is a positive and significant relationship between conscientiousness and attitude towards behavior.

H$_{10}$: There is a positive and significant relationship between neuroticism and personal norm.

H$_{11}$: There is a positive and significant relationship between neuroticism and behavior control.

H$_{12}$: There is a positive and significant relationship between neuroticism and attitude towards behavior.

H$_{13}$: There is a positive and significant relationship between openness to experience and personal norm.

H$_{14}$: There is a positive and significant relationship between openness to experience and behavior control.

H$_{15}$: There is a positive and significant relationship between openness to experience and attitude towards behavior.

Whereas descriptive screening model was utilized in the present study, obtained data by means of the literature search was analyzed and interpreted by the SPSS software. The survey form was employed as data collection tool in this study. Personality characteristics scale is referred as "Five Factor Personality Scale" developed by Costa and McCrae (1987). The scale was comprised of sub-dimensions of extroversion, agreeableness, conscientiousness, neuroticism, and openness to experience. The other scale employed in the data collection phase was the Entrepreneurship Tendency Scale developed by Leroy et al. (2009: 27-28). This scale was comprised of sub-dimensions of the personal norm, behavior control and attitude towards behavior. Both scales were structured in the 5-point Likert model.

The universe of the study consisted of 1,534 students from the Department of Business Administration at the Faculty of Economic and Administrative Sciences of the Pamukkale University. Survey forms were distributed totally 350 students, but 333 of them were considered valid for the purpose of the present study. Obtained study data was qualified to represent study universe at 95% (α=.05) confidence level. Students were selected according to the convenience sampling method.
Results

The reliability of the data has been controlled by investigating the Cronbach's Alpha coefficient. Since both of them are above of 70% (see Table 1), scales were found reliable.

**Table 1: Reliability Statistics**

<table>
<thead>
<tr>
<th>Scale</th>
<th>Cronbach's Alpha</th>
<th>N of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personality traits</td>
<td>0.742</td>
<td>21</td>
</tr>
<tr>
<td>Entrepreneurship</td>
<td>0.884</td>
<td>29</td>
</tr>
</tbody>
</table>

Descriptive analysis was conducted in order to find out the degree of personality traits and entrepreneurship of the student. As seen in Table 2, the highest mean score was estimated with the conscientiousness sub-dimension of the personality characteristics. This was followed by openness to experience, extroversion, agreeableness, and neuroticism, respectively. In terms of the entrepreneurship scale, the highest mean score was estimated with the behavior control which was followed by sub-dimensions of the personal norm and attitude towards behavior, respectively.

**Table 2: Descriptive Statistics**

<table>
<thead>
<tr>
<th>Scale</th>
<th>Dimension</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personality traits</td>
<td>Extroversion</td>
<td>3.4390</td>
<td>.52277</td>
</tr>
<tr>
<td></td>
<td>Agreeableness</td>
<td>3.4276</td>
<td>.48342</td>
</tr>
<tr>
<td></td>
<td>Conscientiousness</td>
<td>3.8559</td>
<td>.57572</td>
</tr>
<tr>
<td></td>
<td>Neuroticism</td>
<td>2.7063</td>
<td>.58628</td>
</tr>
<tr>
<td></td>
<td>Openness to experience</td>
<td>3.8006</td>
<td>.57404</td>
</tr>
<tr>
<td>Entrepreneurship</td>
<td>Personal norm</td>
<td>3.8162</td>
<td>.61544</td>
</tr>
<tr>
<td></td>
<td>Behavior control</td>
<td>3.8926</td>
<td>.49719</td>
</tr>
<tr>
<td></td>
<td>Attitude towards behavior</td>
<td>3.4633</td>
<td>.50119</td>
</tr>
</tbody>
</table>

In order to conduct hypothesis tests, correlation analysis was applied to collected study data. Obtained results were exhibited in Table 3. Accordingly, the result of the test conducted to determine the relationship between personality characteristics and entrepreneurship, concerning the main hypothesis, was determined as \( p<0.05 \) \( r=.381; \) and was found statistically significant at 1%. The main hypothesis was not rejected. The confidence levels of the sub-hypotheses of H5, H11 and H12 were determined at \( p>0.05 \) level. Accordingly, these hypotheses were rejected. The rest of the hypotheses, H1, H2, H3, H4, H6, H7, H8, H9, H10, H13, H14, and H15, were accepted (\( p<0.05 \)).
Table 3: Correlations

<table>
<thead>
<tr>
<th></th>
<th>Personal norm</th>
<th>Behavior control</th>
<th>Attitude</th>
<th>Entrepreneurship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extroversion</td>
<td>.287**</td>
<td>.339**</td>
<td>.242**</td>
<td>.341**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>333</td>
<td>333</td>
<td>333</td>
<td>333</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>.112**</td>
<td>.066</td>
<td>.191**</td>
<td>.144**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>333</td>
<td>333</td>
<td>333</td>
<td>333</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>.310**</td>
<td>.293**</td>
<td>.222**</td>
<td>.327**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>333</td>
<td>333</td>
<td>333</td>
<td>333</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>-.147**</td>
<td>-.089</td>
<td>-.071</td>
<td>-.124*</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>333</td>
<td>333</td>
<td>333</td>
<td>333</td>
</tr>
<tr>
<td>Openness to Experience</td>
<td>.324**</td>
<td>.305**</td>
<td>.336**</td>
<td>.379**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>333</td>
<td>333</td>
<td>333</td>
<td>333</td>
</tr>
<tr>
<td>Personality</td>
<td>.317**</td>
<td>.328**</td>
<td>.327**</td>
<td>.381**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>333</td>
<td>333</td>
<td>333</td>
<td>333</td>
</tr>
</tbody>
</table>

In this study, demographic characteristics were also analyzed by employing t-test and Anova Test. Notable results were exhibited as follows. Male students (3,822) were placing greater emphasis on entrepreneurship and they displayed higher tendency to be an entrepreneur in comparison with female students (3,671). A significant relationship was determined between gender and perception towards entrepreneurship in all sub-dimensions (p<0.05). In other words, a correlation was determined between gender and entrepreneurship, which could be interpreted as the fact that male members of Turkish families are encouraged more. It was also seen that tendency of students who have entrepreneur member in their families (3.92) for entrepreneurship was higher with respect to the ones who does not have (3.63). Moreover, in terms of perceptions towards entrepreneurship at all sub-dimensions, a significant relationship was determined between having an entrepreneur in the family and entrepreneurship behavior (p<0.05). A correlation was determined between the existence of an entrepreneur in the family and entrepreneurship. Moreover, it was determined that students who were given entrepreneurship education at their institutions (3.890) had higher entrepreneurship potential with respect to ones who were not given entrepreneurship education (3.691). In all sub-dimensions of entrepreneurship, a significant correlation was determined between entrepreneurship course and entrepreneurship behavior (p<0.05). That is, a relationship was exposed between having entrepreneurship education and entrepreneurship. On the other hand, there was no significant correlation
found between age and entrepreneurship. Similarly, there was no difference found between personality characteristics and gender variable.

**Conclusion**

Similar to the whole world, entrepreneurship has been a concept which maintained and even enhanced its prominence in Turkey for a long period of time. Entrepreneurship is one of the fundamental cornerstones of the global free market economy. Entrepreneurship plays an essential role in the development of countries, economic welfare, and sustainable development.

Owing to successful young businessmen, entrepreneurship and young businessman concepts have become prevalent among especially youngsters and middle-aged generation. In this context, studies conducted on students, potential entrepreneurs, have increased at a remarkable pace. On the basis of a literature review regarding the entrepreneurship concept, it could be seen that personality characteristics were influential on entrepreneurs’ investment decisions. Additionally, factors such as gender, work experience, education level, and their interest in entrepreneurship or education in this field were found to be influential on entrepreneurship as they have been discussed in the past. The present study includes findings supporting these studies. The relationship between personality characteristics and entrepreneurship behaviors of undergraduate students from the department of business administration at the faculty of economic and administrative sciences of the Pamukkale University was tried to be investigated. Finally, statistically significant and positive correlation was revealed between students’ personality characteristics and entrepreneurship behaviors. The relevant literature studies were found to be supporting the result of this study. In a study conducted in the Great Britain in 2014, a positive relationship was determined between personality characteristics and entrepreneurship; and it was found that personality characteristics were capable of explaining 55% of entrepreneurship (Leutner et al., 2014: 59-60). Furthermore, there were results obtained according to the demographic variables. Male students attach more importance to entrepreneurship and they tend more to be an entrepreneur with respect to female students. It was observed that students who have entrepreneur member in their families were more inclined to entrepreneurship in comparison with the ones who do not have entrepreneur member. No significant relationship was determined between age variable and entrepreneurship. Moreover, no significant relationship was determined between personality characteristics and gender variable.

In parallel to the obtained results in this study, some suggestions were drawn and it was concluded that entrepreneurship behaviors of students differ with respect to their personality characteristics. Thus, individuals’
entrepreneurship potential must be enhanced by means of in-family training. This study was conducted on totally 333 students attending to the department of business administration at the undergraduate level. For the more comprehensive study, greater sampling group must be accessed. In Turkey, further studies on entrepreneurship education must be prioritized and larger audience group is required to be reached through their education programs as much as possible.
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Abstract
Public policy analysis requires a comprehensive research and a framework in order to figure out the details of the policies applied. Thus, many public policy analysis models are used in various policy fields so as to examine the all stages of the public policy making and implementation process. Stages model is one of the most well-known and the oldest policy analysis frameworks that have been used by many policy analysts, academicians and independent researchers around the world. In this paper, firstly, the background of the stages model and its development process will be briefly dealt. Later on, the main advantages of the stages model will be put forth by comparing with other common public policy analysis models. Lastly, examples of the public policy analyses that stages model was taken as a main analysis framework in different policy fields and countries will be scrutinised. This paper reveals that the stages model is a suitable, easily applicable, efficient, attractive, and usable framework in analysis of public policies.
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Introduction
Although the concept of public policy is defined and described by various theorists in different ways, the definition of Dye (2008: 1) “whatever governments choose to do or not to do” emerges as the most comprehensive definition. In public policy process; problems are conceptualized and brought to the government agenda, alternatives and selected solutions are formulated by public institutions and numerous actors, policy proposals are applied, evaluated and revised (Sabatier, 2007: 3). Thus public policy process does not only consist of a just single decision, it is also a sequence of decisions and actions (Hill, 1997: 7). In this respect, public policies affect and encompass all citizens (Akdoğan, 2011: 77), as opposed to private sector
policies (Peters, 1996: 4; Kulaç and Çalhan, 2013: 207). As the social needs and problems are related to various public policy areas (Hogwood and Gunn, 1984: 13; Yıldız and Sobacı, 2013: 17; Çeliktürk, 2016: 119), many policies such as education, health, tourism, disaster management, energy, and security are made at the macro level. In addition to this, countless of public policies are formulated and implemented at mezzo and micro levels. For the mezzo level public policies; general health insurance policy and higher education policy can be given as examples. Moreover, policies such as abroad graduate scholarship policy (Kulaç and Çalhan, 2013; Kulaç, 2016) and employment of foreign doctors (Sezer and Yıldız, 2009) can be regarded as micro level public policies.

It is not easy to figure out the processes of public policies, which have complicated structures, political conflicts, and personal interests. For this reason, public policy process is scrutinised by dividing into specific stages (Rose, 1976; Hogwood and Gunn, 1984; Howlett and Ramesh, 1995; Mandal and Rawat, 1997; Jann and Wegrich, 2007; Dye, 2008 Sapru, 2010). As expressed by Dunn (1981: 35), public policy analysis is an applied discipline of social science, using many query methods and arguments to produce and transform knowledge about politics that can be used in political environments to solve policy problems. Furthermore, public policy analysis is a process in which questions such as what the government has done, why it has done it and what sort of outcomes have gathered as a result of the relevant policy are analysed. Along with policy analysis; the influences of political institutions on policy and the role of government in policy areas are put forth (Dye, 2008: 5). In public policy analysis process, comprehensive academic and other studies can be achieved by considering all the details that are thought to have an impact on the process and by using different decision-making and analysis models. In this paper, firstly, the stages model and its development history will be put forth. Secondly, the fundamental benefits of the stages model will be assessed so as to compare with some other main policy analysis models. Lastly, public policy analysis examples that stages model was applied will be examined.

**Stages Model (Framework) as a Public Policy Analysis Model**

The stages model, introduced by Laswell (1956) in seven stages, is one of the two earliest models (the other one is system model developed by David Easton in 1957) that maintain its validity and prevalence in public policy analysis. Thus stages model is an essential key reference point for public policy studies. The most significant and pioneering theory or empirical grounded studies to define, frame and illustrate the stages model that have taken its place in history as prominent and highly cited can be listed as Jones (1970), Dye (1972; 2008), Anderson (1975; 1979;
In agenda setting which is the first stage of the stages model, the issues such as how the problems arise and come to the public agenda are dealt (Howlett and Ramesh, 1995: 104). Moreover, in the process of agenda setting in which problems are transformed into policy designs (Hill, 1997: 115), problems and possible solutions gain or lose the attention of public and the elite (Birkland, 2005: 109). Agenda setting process is shaped by the specific priorities of policy makers (Macrea and Wilde, 1985: 232), thus even there are many issues that are likely to come to an agenda, only a fraction of them are carried to the public agenda by governments and other actors (Howlett and Ramesh, 1995: 112-113). According to Peters (1996: 45-50), it is not feasible for many problems to be on the agenda at the government level. Each social problem has a degree of importance and innovation (Gosling, 2004: 44-45), which highly affects the capacity of the problems to reach the government level. For example, governments seem to act quicker on urgent issues such as bird flu, aids, and oil crises (Knoepfel et al., 2007: 132-134).

In formulation stage, policy alternatives are developed in order to struggle with the current problems on the public agenda (Dye, 2008: 42; Ripley and Franklin, 1984). In this way, the number of policy options is reduced and the policy makers make their final choices/decisions easier (Howlett and Ramesh, 1995: 123). In other words, in the policy formulation
stage that is basically the pre-policy decision stage; a set of policy alternatives and solutions is generated and also narrowed so as to ease the final decision (Sidney, 2007: 79). In public policy formulation process various mechanism are developed to respond social problems (Jones, 1977: 49-50; Peters, 1996: 59), and a number of actors play crucial roles. These actors can be counted as parliament, government, public bureaucrats, political parties, pressure groups, think tanks and the media. In formulation stage which is one of the most functional stages of the stages model, the answers of some of the necessary questions are sought. These questions can be expressed as follow: What is the plan to deal with the problem? What are the goals and priorities? What are the costs and benefits to achieve goals? What are the positive and negative externalities in each alternative? (Cochran and Malone, 1999: 46).

Legitimation stage holds a key for public in public policy making process in which different alternatives are taken into account and policies are shaped accordingly. According to Kraft and Furlong (2004: 86), the decisions taken by policy makers are given a legal force or political activities are legitimised. It is difficult for policy makers to direct the legitimation stage independently from the thought that is highly common in the society. Similarly, Anderson (1984) emphasises that legitimation stage is influenced by the public and thus policy makers have to take into account requests and demands of citizens. Moreover, Anderson (1984: 63) reveals that the political future of the policy makers might be short if the request and needs of the citizens are not taken into consideration in the process of public policy formulation. Policies made by the policy makers in order to provide solutions to social needs and problems might lose its effectiveness over time. At this point, necessary regulations are passed on by making changes in the policies.

The implementation stage of the public policies takes place after the completion of legitimation process. As stated by Fitz et al. (1994) policy goals are transformed into actions in the implementation stage. The achievement of the policy objectives highly depends on the effective implementation (Ripley and Franklin, 1986). In this context, if the policies are not implemented coherently and efficiently, it is not feasible to reach the set goals even the policies are well-formulated (Edwards, 1980: 1). On the other hand, social, economic, technological and political conditions significantly influence the implementation stage of public policies (Howlett and Ramesh, 1995: 155). The fact that public practitioners have sufficient knowledge and experience about the policy area, increase the possibility of successful implementation of the policy (Peters, 1996: 107). Public support is also crucial for the smooth public policy implementation (Ringquist, 1993; Peters, 1996; Gosling, 2004; Anderson, 2014). Moreover, there are some
other factors that have an impact on the implementation process such as clearly written and easy-to-understand policy law text (Matland, 1995; Spillane et al., 2002; Birkland, 2005; Dye, 2008). Since the street-level bureaucrats are close to the problems, able to observe the practices on the spot and have discretion authorities; it is easier for them to understand the needs and expectations of the citizens. Thus the decisions and the behaviours of the street-level bureaucrats can have an essential effect on the outputs of policy implementation (Lipsky, 1980: 4-12).

Evaluation is the last stage of the stages model. In this stage, the results and the outputs of the implemented policies are attempted to put forth and assessed (Dunn, 1981: 339; Peters, 1996: 171). Additionally, it is mainly examined whether the policies and programs reach the determined goals and objectives (Jones, 1977: 186-187; Kraft and Furlong, 2004: 89). In other words, the overall success of the policies in meeting the aims and targets of the national program is measured in the evaluation stage/process (Peters, 1996: 171-172; Dye, 2008: 332). In evaluation stage, the effort spent in the public policy making and implementation process is tackled and scrutinised by using organisational methods based on performance, effectiveness, and productivity (Howlett and Ramesh, 1995; Peters, 1996). Moreover, the conscious or unconscious effects of the policies on the society are examined in detail (Dye, 2008: 55). In many public policy analyses (especially in evaluation stage), various numerical models and techniques are applied (Jones, 1977: 174), and empirical studies related to the sector that is affected by the policy are conducted. In empirical studies, surveys and/or interviews are the most common and convenient tools/methods in order to aggregate information from individuals about the implemented policies. Furthermore, the attitudes of the individuals toward policies can be measured by using these methods. Thanks to this, the weaknesses and the strengths of the policies are identified and the feedbacks are given. At the end of the evaluation stage, the policy cycle might be reversed and the process can be initiated from the first stage of public policy analysis (Howlett and Ramesh, 1995: 168; Jann and Wegrich, 2007: 53-54).

**Main Advantages of the Stages Model**

Public policy analysis characterised as a social and political activity (Bardach, 2005: xiii) is quite fundamental for the elaboration of policy outputs and their effects in detail. The desire of policy actors to play a role in the policy process with social, economic and geographical effects makes public policy process somewhat complicated (Weible, 2014: 3). Thus stages model offers a more systematic analysis by dividing policy into different stages in order to have a better understanding of public policy process (Laswell, 1971; Rose, 1973; Anderson, 1982: x;
DiGiammirano and Trudeau, 2008). The stages such as agenda setting, formulation, legitimation, implementation, evaluation, and even termination cannot be regarded as independent from each other. Each stage has an impact on the others and this highly facilitates to figure out the whole policy process. In this fashion, using stages model provides public policy analysts and other researchers with the opportunity to have broader perspectives on various public policies. As stated by Anderson (1982: ix-x) stages model provides researchers with a dynamic and developmental view of policy. Additionally, by applying stages model it is possible to make a comparison between different countries in case of each stage. On the other hand, various research methods and techniques can be adapted to stages model. In this context, stages model should not be regarded as a theory only for the USA; it also can be definitely used in various countries public policies (Anderson, 1982: x).

In stages model, official, unofficial and international actor’s roles and effects on the policies are intensely considered. In each stage, various actors have different impacts and contributions. Especially think tanks play a key part by influencing policy makers (Howlett and Ramesh, 1995: 58; Yılmaz and Kulaç, 2016: 83) in both developed and developing countries in diversified policy areas (Özgür and Kulaç, 2015: 74). Therefore it is crucial to focus on the attitudes of the policy actors in order to conceive the overall applied policy. Furthermore to stick to the relations between policy actors is overwhelmingly functional so as to grasp the essential traces of the policies.

The results and the outputs of public policies are worthwhile for policy analysts and researchers. Hence considering these factors give an opportunity to policy makers to revise the policies. In stages model, particularly in the evaluation stage, the results and the outputs of the policies are assessed and compared with the goals set in the formulation stage. In this context, policy makers make a decision whether the policy should be redesigned or not. When compared to other public policy analysis models, in stages model every detail of the policy is more scrutinised. In other analysis models/approaches and frameworks such as elite, punctuated equilibrium, institutional and multiple streams some specific factors and mostly relations are addressed. Thus it might be not possible to have a comprehensive analysis as it is in the stages model. On the other hand, as stated by Cairney (2013; 2015); Schlager and Weible (2013: 295); Shanahan et al. (2013: 455); Weible (2014: 13), different and more than one public policy analysis models should be used and benefited in order to have a better understanding of public policy process. In this way, by combining other analysis models with stages model or using/applying them together, public policies might be analysed in detail and the background of the policies might be easily revealed and put forth. For example in agenda setting stage; punctuated
equilibrium model, multiple streams approach window of opportunity can be used to comprehend and explore the reasons, triggers and the secret agendas of the public policies. In this manner, although there are many new approaches, models, and even frameworks to be applied for public policy analyses, stages model still presents one of the most easily applicable, comprehensive, efficient and attractive frameworks especially for pioneering studies in different policy areas.

Application and Cases of the Stages Model

As stated in previous sections, stages model is applied in many public policy analyses. Even though some criticisms made by Sabatier (1999; 2007); Nakamura (1987); Sabatier and Jenkins-Smith (1993) stages model was used or taken as a framework involves various public policies areas. Several researchers from the most developed countries utilized either entire stages of the model (Brewer and DeLeon, 1983), most of the stages (a combination of two complimentary books by Ripley and Franklin, 1984; 1986) or most frequently a single stage like Kingdon’s (1984; 2003) agenda setting. Unquestionable policy classics before 1999 utilizing the policy process/stages model are listed stage by stage by DeLeon (1999: 21-22). Although public policy literature is mostly developed by the scholars from Canada, some European countries, the USA and UK, it is feasible to claim that there are many studies produced by scholars/academician and researchers even from different underdeveloped and developing countries. In the study conducted by Haddad (1995), stages model/framework was applied to the education policies of Peru, Jordan, Thailand and Burkina Faso. In all cases, Haddad attempted to pose the questions such as “Were all policy options to deal with these issues identified? Were the implications of such options properly derived? Were these implementations fully evaluated in terms of their desirability, affordability, and implementability? Was the impact of the policy properly assessed in order to determine whether to continue the policy, modify it, or go on to a new policy cycle?” By these questions, Haddad (1995) achieved to have an extensive analysis of the policies implemented in Peru, Jordan, Thailand and Burkina Faso. In these public policy analyses made by Haddad (1995), the education planning activities of the mentioned countries were highly emphasised and main assumptions of the stage model were adequately used.

In the research paper authored by Cheng and Cheung (1998), the education policy of Hong Kong was analysed by benefiting from stages model. In Hong Kong after the establishment of Education Commission in 1984 assorted education policies were developed in order to have a well-educated and efficient workforce. Cheng and Cheung (1998) managed to analyse the education policies by focusing on the stages of policy. In this
manner; the identification, formulation, implementation and the evaluation of the education policies are scrutinised in detail.

In some of the research papers and other academic studies based in recent years (after 2003) on various policies implemented in Turkey, stages model was taken as the main framework so as to analyse the relevant policies. In the research paper authored by Kayıkçı (2003), the tobacco policy of the Turkey after 1980 was examined by using stages model. In this analysis; identification of the problem, agenda setting, enactment, implementation of the policy were stressed. Moreover, the actors of the tobacco policy are put forth in order to have a better understanding of the policy. Semiz (2009) also utilised stages model so as to analyse the intellectual property policy of Turkey. Especially by 2004, significant regulations are formulated about intellectual property policy in Turkey. In this context, Turkish government aimed to struggle against piracy. In the research paper written by Semiz (2009) the agenda setting, trigger, and the problem identification of the intellectual property policy were put forth. Furthermore, enactment and the implementation of the policy were dealt systematically. The outputs of the intellectual property policy were evaluated and the success of the policy was assessed accordingly. Thus it is obviously possible to state that stages model was functionally applied to intellectual property policy of Turkey by Semiz (2009). Domestic violence and violence to the woman are debatable occurrences in Turkey for ages. Çağlı (2012) put an emphasis on the mentioned topic and intensely benefit from the stages model. In this paper, five main stages of the stages model were used and in each stage the policy for the prevention of violence against women was concerned and tackled. Acar and Okçu (2015) analysed the postal service policy of Turkey after 2000. In their analysis, the transformation and the development of the postal services in Turkey were evaluated. In this fashion, stages framework was taken as a basis and the suggestions were provided in order to have more efficient and effective postal services in Turkey. Thus, this valuable effort and attempt were overwhelmingly crucial so as to have better policies in postal services. Regional development agencies which have started to be established and developed in Turkey by 2006 are highly significant in order to moderate development differences between regions (Torlak and Kulaç, 2016: 81-83). In the research paper authored by Tahtaloğlu and Özgür (2016), development agencies policy of Turkey was analysed. In this analysis, the stages model was used in an efficient way and all stages of the policy were put forth systematically. Moreover, suggestions were given in accordance with the results of the study. In the study conducted by (Kulaç, 2016), abroad postgraduate scholarship policy of Turkey was analysed and scrutinised. In this context, various public policy analysis and decision making model were applied within the framework of
stages model. In addition to this, the analysis was supported by the findings obtained from survey research; functional and essential policy suggestions were intensely presented in order to make a contribution to abroad postgraduate scholarship policy of Turkey.

Conclusion

Public policies emerge as a result of social needs or problem. Government bodies mostly attempt to sort out the problems that occur in the society and affect the citizens. Hence, countless of public policies in various areas are put into force so as to provide citizens with better life standards. Evaluating public policies is overwhelmingly significant for the revision of the policies. In this context, public policy analysis holds a key for the government to identify the weaknesses and deficiencies of the implemented policies. In public policy analyses, various models and/or frameworks are used by the researchers and the policy analysts. In each model and framework, it is feasible to find out the main focal points. In some cases in order to have a comprehensive analysis more than one model might be needed or even mandatory. Stages model, which is also called as textbook (Nakamura, 1987; Sabatier, 1999; Sabatier and Jenkins-Smith, 1993), heuristics (Sabatier, 1999), process (Hill, 1997), sequential (Eger III and Marlowe, 2006) and stagist model (Dorey, 2005; Jenkins, 1978), is one of the most applied policy analysis models in the public policy studies. The number and the name of the stages were re-paraphrased in the last seven decades. Even the number of the stages was determined as seven by Laswell (1956); many scholars reduced the number of the stages in their research papers and books.

Due to high number and variety policy actors and the external effects, public policy has a complex structure. Thus, especially in the developing countries, understanding the policy process is quite difficult and time-consuming. At this point, applying stages model or using the framework highly eases the process of the public policy analysis. Moreover, as stated by Anderson (1982), it provides researchers and policy analysts with the opportunity to make comparisons between countries in identical policies. In this fashion, especially underdeveloped and developing countries might benefit from the successful examples of other countries. In this way, public policies of the underdeveloped and developing countries might be revised and developed. Even though stages model has numerous fundamental advantages for public policy analysis; it was criticised extensively by scholars such as Sabatier (1999; 2007); Nakamura (1987); Sabatier and Jenkins-Smith (1993). However, stages model is still one of the most common and well-known applied models in many countries.
Even the stages model was introduced and advanced in developed countries; it is possible to point out that stages model has spread to many underdeveloped and developing countries especially in the last two decades. For example, as it was presented in the previous section of this paper, in Peru, Jordan, Thailand, Burkina Faso and Hong Kong the education policies was analysed within the framework of stages model. In addition to this, as discussed and given in the previous section, in many policy areas whether in micro, mezzo or macro level such as regional development agencies policy, abroad postgraduate scholarship policy, postal services policy, intellectual property policy and tobacco policy of Turkey, stages model/framework was successfully utilised. Therefore, it is possible to claim that stages model is one of the most efficient, comprehensive, systematic, practical, functional, and beneficial model/framework in public policy analysis.
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Abstract
Nearly 40% of children in the U.S. are overweight or obese and there has been a need to determine what factors contribute to these obesity rates among children. The authors examined over 600 children in Ohio, grades K-8, in two urban and four suburban school districts regarding their behavioral patterns in relation to childhood obesity, exercise and academic habits. A questionnaire was administered to each student by a school counseling intern. The authors interviewed children and asked questions related to their eating habits, exercise, family dynamics, use of technology and study habits. From their results, the authors propose a number of interventions that they believe can be helpful for these children.
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Introduction
Obesity rates are increasing at alarming rates in the United States with over 27% of all children and adolescents identified as obese with nearly an additional 10% of children considered overweight. The purpose of our study was to interview approximately 600 children in both urban and suburban schools in Ohio in order to examine behavioral patterns related to exercise, food consumption, technology use, and academic study.

Literature Review:
The dominance of obesity among children, adolescents and young adults has reached epidemic proportions globally. The Centers for Disease Control and Prevention define overweight in two to nineteen year old children as a body-mass index (BMI) at or above the 85th percentile for
children of the same age and sex, and obesity as a BMI at or above the 95th percentile (Lee et al., 2012). Lee and colleagues (2012) found that approximately 1 in 10 infants/toddlers continue to be at or above the 95th percentile on weight-by-height growth charts, and 1 in 6 older children or adolescent is obese. In 2008, obesity prevalence was approximately 21% among Hispanic children, 15% among Caucasian children, and 20% among African-American children (Lee et al., 2012). Furthermore, 1 in 7 low-income children younger than 5 years of age is obese.

As stated, the issue of overweight and obese youth is a global issue. It is estimated that there are currently 18,000,000 overweight children worldwide (Ebbelung, Pawlak, & Ludwig, 2002). The following table displays percentages of overweight and obese children according to their age group and their residing nation.

<table>
<thead>
<tr>
<th>Nation</th>
<th>Age</th>
<th>Percentage of overweight/obese children</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hungary</td>
<td>11-14</td>
<td>6</td>
</tr>
<tr>
<td>Poland</td>
<td>11-14</td>
<td>18</td>
</tr>
<tr>
<td>Australia</td>
<td>6-13</td>
<td>30</td>
</tr>
<tr>
<td>New Zealand</td>
<td>6-13</td>
<td>30</td>
</tr>
<tr>
<td>United States of America</td>
<td>6-13</td>
<td>25.5</td>
</tr>
<tr>
<td>Israel</td>
<td>6-13</td>
<td>13.9</td>
</tr>
<tr>
<td>Ireland</td>
<td>6-13</td>
<td>24.7</td>
</tr>
<tr>
<td>France</td>
<td>6-13</td>
<td>11.4</td>
</tr>
<tr>
<td>Greece</td>
<td>6-13</td>
<td>28.7</td>
</tr>
</tbody>
</table>

(Lobstein & Frelut, 2003; McCarthy, 2004; WHO 2005)

**Contributing Factors**

There are various factors that contribute to a child being overweight or obese. Behaviors that increase obesity potential are often acquired through role modeling. Children often mimic their primary caregivers’ behaviors. Thus, if the parent or guardian of a child over eats, it is likely that the child will also over eat. Broedsgaard (2006) found that children with one or two obese parents are respectively either 40% or 80% more likely to develop obesity.

Exercise is also an important factor because it helps a child maintain an appropriate metabolic rate, improves the overall psychological outlook, and it may be an aid in controlling one’s appetite (Roberts, 2000). When a child repeatedly consumes more calories than recommended, and does not engage in any type of physical activity, weight gain will likely occur. McMurray, Hurrell, & Deng (2000) found that video games, cell phones, computers, and other technology devices were debilitating to the physical health of the youth population.

Many studies concur that the largest contributing factor to a child being overweight is their caloric intake. The youth population in the U.S.
often consumes lunch that has been prepared by the school. Madden and his associates (2013) reported that school lunches contain high levels of saturated fats. In addition, school lunches rarely incorporate fresh fruits and vegetables into meals. Schools are known to classify food items like ketchup and tomato puree found on pizza as vegetables. The Food Research and Action Center (2010) reported that there are 29 million children in more than 98,347 schools and residential childcare institutions in the United States. 19.6 million children are involved in the school lunch program, and receive free and reduced lunches. Thus, more than half of the children that attend a school or institution in the United States consume school lunches on a daily basis.

Method

School counseling interns interviewed 600 children (340 urban, 260 suburban) in grades K-8 in two urban and four suburban school districts in Ohio from the years 2012-2015. A standard questionnaire was used for all questions and items were explained if there was any confusion on the part of the student or there were language difficulties. Percentages of response per question were determined and compared between urban and suburban students.

Results Summary

<table>
<thead>
<tr>
<th>Family Household</th>
<th>Urban %</th>
<th>Suburban %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students who only had a mother in their family household</td>
<td>82</td>
<td>11</td>
</tr>
<tr>
<td>Students who had a mother and father in their family household</td>
<td>18</td>
<td>83</td>
</tr>
<tr>
<td>Students who were in good health</td>
<td>35</td>
<td>85</td>
</tr>
<tr>
<td>Students who were in fair/poor health</td>
<td>57</td>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ethnic Background</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>African-American students</td>
<td>83</td>
<td>3</td>
</tr>
<tr>
<td>Caucasian students</td>
<td>4</td>
<td>89</td>
</tr>
<tr>
<td>Latino students</td>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Family System Nutrition</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Student who were part of the school lunch program</td>
<td>100</td>
<td>23</td>
</tr>
<tr>
<td>Students who had a parent/guardian that smoked tobacco</td>
<td>53</td>
<td>17</td>
</tr>
<tr>
<td>Students who had a parent/guardian that cooked meals</td>
<td>86</td>
<td>92</td>
</tr>
<tr>
<td>Students who had a parent/guardian that worked outside of home</td>
<td>82</td>
<td>87</td>
</tr>
<tr>
<td>Students who did not have a parent/guardian that worked outside the home</td>
<td>17</td>
<td>13</td>
</tr>
<tr>
<td>Students who had a parent/guardian that was a high school graduate</td>
<td>55</td>
<td>83</td>
</tr>
<tr>
<td>Students who had a parent/guardian that took them to the dentist once a year</td>
<td>72</td>
<td>87</td>
</tr>
<tr>
<td>Students who had a parent/guardian that took them to the doctor once a year</td>
<td>79</td>
<td>93</td>
</tr>
<tr>
<td>Students who had a parent/guardian that complained about not having enough money for food</td>
<td>48</td>
<td>13</td>
</tr>
</tbody>
</table>

| Student's Nutritional System |  |
|-----------------------------|---|---|
| Students who were hungry most of the time | 35 | 13 |
| Students who missed a meal | 67 | 32 |
| Students who ate school meals | 71 | 55 |
| Students who liked school meals | 20 | 65 |
| Students who thought they were overweight | 35 | 32 |
| Students who did not think they were overweight | 60 | 69 |
| Students who did not like how their body looked | 49 | 78 |
| Students who got teased or bullied about their weight | 10 | 13 |
| Students who get teased or bullied about how they looked | 28 | 21 |
| Students who ate fruit every day | 64 | 68 |
| Students who ate vegetables every day | 39 | 63 |
| Students who ate cookies, chips, crackers, candy (junk food) every day | 57 | 53 |
| Students who had been on a diet | 42 | 18 |
| Students who thought they were sick more than their friends | 17 | 5 |
| Students who missed many days of school | 32 | 17 |

| Family Reading/TV/Computer use |  |
|-------------------------------|---|---|
| Students who did liked to read | 35 | 53 |
| Students who studied at home each day | 21 | 65 |
| Students who liked math | 46 | 86 |
| Students who did not have a parent/guardian that helped with homework | 21 | 85 |
| Students who played a sport | 54 | 72 |
| Students who exercised each day for 30 minutes | 46 | 63 |
| Students who had a regularly scheduled bedtime | 35 | 82 |
| Students who watched TV every day | 53 | 77 |
| Students who played video games every day | 28 | 33 |
| Students who used a computer at home | 38 | 70 |
| Student who had their own personal computer | 40 | 62 |
| Student who had their own personal cell phone | 32 | 53 |
| Student who used Facebook or Twitter | 55 | 81 |
| Students who had a family member that read a newspaper | 34 | 68 |
| Students who helped cook meals | 55 | 71 |
| Students who helped with grocery shopping | 35 | 73 |
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Abstract
The aim of this paper is to analyze the digital age characteristics of the classical music album covers at the turning point of the new millennium based on the six main principles of graphic design, which are unity/harmony, balance, hierarchy, scale/proportion, dominance/emphasis, and similarity/contrast visually. The word classic, which based on classes or classifying can define three different aspects of something: the best as quality, the whole as characteristics, and the absolute as and above everything. Music as a mean of artistic expression formed by sound and silence during a time period, according to its components like pitch, rhythm, dynamics, and sonic qualities like timbre and texture. Although European classical art music last its period between 1750 and 1820, the phrase classical music, which first used in 19th century today represents the period between composers Bach (1685-1750) and Beethoven (1770-1827). Since the recording technologies occurred in late 1980’s, another field of design already born developed as a multi complementary discipline. Album cover design is a special department of graphic design, which is the pre-production process of a printed and formatted two-dimensional surface. Album cover design based on six main graphic design principle, which combined to the content, components and the characteristics of the recorded music.

Keywords: Album cover design, classical music, graphic design

Introduction
Graphic design, as a design discipline is the decision process before production of two dimensional surfaces by printing, painting or reflecting on digital screens. Music industry is one of the countless fields, which graphic design serves. Since music recorded on a medium and these mediums became wide, labelling made by graphic design. Recorded mediums placed in packages for protecting purposes. Package design as whole is one of the many working areas of both graphic design and industrial design. The type of the material, the package made of and the production technique and
process of a package belongs to the area of industrial design. Industrial design is the process of design applied to products that are to be manufactured through techniques of mass production. Mass production is the production of large amounts of the standardized products, including and especially on assembly lines. The industrial design’s key characteristic is that design is separated from manufacture: the creative act of determining and defining a product’s form and features takes place in advance of the physical act of making a product, which consists purely of repeated, often automated, replication. On the other hand, printing industry works for producing packages made by different materials like any kind of paper, fabric, wood and plastics. The visual characteristics of all the two-dimensional surfaces of a package as one by one and as a total belong to the area of graphic design. The better the two design disciplines corporate, the better the final package produces. (Batchelor, 1994; DuPuis & Silva, 2011; Gronow & Saunio, 1999; Groth, 2006; Hauffe, 1998)

An effective graphic design is a design, which formally and contextually consistent. A consistent design can be made by organizing the design elements according to the design principles. Like the general principles of design every design field has its own elements and principles. These elements and principles are formed by the design area, production techniques and materials. In between of many the main six principles of graphic design are unity/harmony, balance, hierarchy, scale/proportion, dominance/emphasis, and similarity/contrast. (Dabner, Calvert & Casey, 2010; Wong, 1993)

It can be observed that there is a remarkable change on album covers of classical western art music. The aim of this paper is to analyze the classical music album covers’ digital age characteristics by comparing the usage of the main six graphic design principles before and after 2000s, at the turning point of the new millennium.

Music as a mean of artistic expression formed by sound and silence for a defined duration and has components like pitch, rhythm, dynamics, and sonic qualities timbre and texture (Berry, 1987; Goodall, 2013). Although European classical art music last its period between 1750 and 1820, the phrase classical music, which first used in 19th century today represents the period between composers Johann Sebastian Bach (1685-1750) and Ludwig van Beethoven (1770-1827). The classical period begins with Baroque / Classical Transition, continues with 1750-1775, 1775-1790, and ends with 1790-1820 periods. (Griffiths, 2006; Taruskin, 2009)

The word classic, which based on classes or classifying can define three different aspects of something: the best as quality, the whole as characteristics, and the absolute as and above everything. In the middle of 18th century in Europe a new style born in architecture, literature and in the
arts called Neoclassicism. Classicism phrased and as a conclusion Neoclassicism imitated the classical antiquity, which is the classical era of ancient Greek and Roman imperial period. Natural philosophy, which describes the practice of studying nature lays under this as a strong base. Systematic study of nature and the taste for structural clarity began to affect music like the other art branches. (Bietoletti, 2005; Janson & Janson, 2003)

Baroque music was a dense, complex polyphonic music. Multiple independent melody lines performed simultaneously in choral and instrumental works. Tonality, writing music in a particular key – a group of pitches, was created in Baroque era. More elaborate musical ornamentation, improvisation the performers made, changed the musical notation and new instrumental playing techniques developed. (Buelow, 2004; Davison & Apel, 1950; Taruskin, 2009)

The layered polyphony of the Baroque left over and music moved towards homophonic style. A fine piece of music, the melody is played over a subordinate harmony, which is the combination of simultaneously sounded musical notes to produce chords and chord progressions, any harmonic set of usually three or more notes. (Rushton, 1986; Samson, 2002)

One of the many aims of this paper is to determine the reflections of digitalization on classical music album covers after 2000s. Digital age, today the world live in is a conclusion of the third revolution in human history. Digital industry creates a knowledge based society with the help of computer miniaturization. This evolution of technology in daily life and social organization has reflections on every aspect of life. Among many, only Bach and Beethoven’s compositions performed albums have chosen randomly 8 before 2000s, 50 after 2000s and analyzed. (Charlesworth, 2009; Merritt, 2016)

The Analysis

On randomly chosen classic music album covers of the Bach and Beethoven compositions, before 2000s, at first sight 13 different themes seen. These themes are the composer, maestro, performer, musical instruments, sheet music, typography, painting, sculpture, architecture, landscapes, flowers, curves, and cross, on which the Jesus Christ crucified.

On randomly chosen classic music album covers of the Bach and Beethoven compositions’ after 2000s, it is seen that some themes continuing and some new themes occurred. These new themes are the landscape architecture, minimalist art, fine art photography, geometric shape, organic shape, texture, pattern, and digitalization, which are 8.
Pre-2000s themes are related to the concrete and abstract characteristics of music. Concrete characteristics are the one which can interpret visually as they seen. Bach and Beethoven’s real life documentary portraits both as drawing and sculpture are used as they are on the covers before 2000s. After 2000s these portraits re-interpret by the contemporary artists in different art forms like silkscreen printing, digital art, and contemporary sculpture techniques. These contemporary artworks used on the covers for a contemporary look to take attention of the new audience of the digital age. Similar approach can be seen on the covers themed as performer, maestro, and musical instrument. Performer and maestro’s colored real life photographs left their place unusual scenes, new photographing techniques, digital photography and digital effect technology.
A digital fine arts artist can add new characteristic to a regular photograph by using special software. Musical instruments also re-photographed with a new point of view, re-sized, cropped and interpreted by new possibilities of the digital technology. The output is more abstract and more symbolic. The audience can see the perfection of the details of a huge organ or can combine the physical characteristic of a piano in his/her daily outdoor life.

Another concrete theme before 2000s is sheet music. The pages of staves with the notes on them photographed with a new point of view, blurred, re-scaled and combined with other abstract elements like regular geometric shapes. For a new look their color can change and new characteristics can add like texture.
Typographic elements are letters, numbers, punctuation marks and other sign and symbols used for writing and calculation or formulating. Another solution for covering can be made by using only typographic elements without any visual. Before 2000s, two or three type characters placed in front of a pale ground. In a closed composition the words centrally aligned. Only features which take the attention is the brush script used and curved form of the line combined with a seal under. This typographic setting left its place after 2000s to a new approach. Instead of a plain ground, a divided dynamic figure-ground, which interacts with used. Unexpected colors like lilac and bright greens are the ones never used on classical music stages, instruments and costumes. Organizing the surface in an unequal asymmetrical way is another digital age characteristic. Leaving an empty half is a new approach, which calms the eye while the other half tired. Size contrasts between the element groups are helpful to emphasizing and building a hierarchy among them. Using artworks for the classic music covers makes a resemblance between the beauty of fine arts and classical music. An abstract characteristic became concrete with the help of these fine artworks. Before 2000s placing a beautifully harmonious painting, sculpture or a classical piece of architecture in the middle of a cover was enough to visualize the art music. The typographic elements squeezed around as a must have and do. But after 2000s to a better visualization the scope of this artworks changed as theme, context and style. Even the subject figures are the same, the mood they are in or the color scheme used give them a different role. The creation techniques of these artworks have changed decades ago.

![Figure 7 Painting Themed Covers, 1st Before, 2nd and 3rd After Author’s Collection](image)

![Figure 8 Sculpture Themed Covers, 1st Before, 2nd and 3rd After Author’s Collection](image)
Bach and Beethoven have religious themed compositions like St. John Passion. These works have covers with special scenes, signs and figures. Before 2000s paintings with special themes like crucifixion of the Jesus Christ used. But in time the scene simplified and turned into the major sign on Christianity, the Holy Cross. Besides the happy message of the red colored heart – cross combination, there are also fragmented colorless sad messages. After 2000s finally the typographic elements playing leading or supporting roles in these plain atmospheres.

Nature with its beauty is another visual source for the classical music covers. Emulating nature by painting, drawing and photographing always was the goal of fine arts. In digital age art works with new techniques gained endless visual creation possibilities. Before 2000s manual photographs used to cover music albums. Digital photography in a combination with digital effects made by computers are astonishing. Now a photograph can have different levels of reality with its physical features. While pure yellow sun set creates an extra sadness, blueish rocks with ultra-white clouds changed the world we live in like another world.
The first new theme occurred after 2000s is landscape architecture. Beautiful gardens made by masters belong to the classical buildings. These beautiful gardens shaped by the artistic principles on the base of their own beauty. If it is painted the beauty of it will be triplex like the classical music, which can be accepted a first class. If the garden is a multi-pieced unity the typographic elements contribute it with their plainness. White sans serif typography is the basic form the letters can be. If the garden has a minimalistic view, then the typographic elements curving a little to add some grace. It is obvious that in nature there is a harmony, harmony of the contrasts. Like another kind of beauty in minimalistic gardens, minimalistic artworks have also a calm beauty, which give peace to hearts. Minimal
number of dots, lines, shapes and colors supported by types in small sizes in order not to increase the number of the elements.

Besides many fields of photography, fine art photography differentiate with its artistic purpose, elements and principles. After 2000s as a mean of artistic expression photographs began to use on the covers of classical music albums. Because of small sizes of the album covers these photographs covers the surface for maximum effect on the audience. To be united, typographic elements works with the figures of the photographs; colored, sized, grouped and placed to increase the emotion, which will be created by.

And finally, in this last group of classical music album covers some basic design elements occurred as main themes as a part of post-modern graphic design. When graphic design and design elements formed, both the designer and first samples of graphic design were all post-modern. There
wasn’t any one unified graphic style, the movement was an expressive and playful time for search for more and more. Geometric shapes, organic shapes, texture, pattern are some of the basic graphic design elements. The covers with the geometric and organic shapes, textures, and patterns on them are neutral as color schemes, and asymmetrically balanced with the positioning, size and colors of the typographic elements. Sizes are small as they can, colors contrasting with the ground and types are modern sans serif characters.

Figure 17 Geometric Shape Themed Covers, All After Author’s Collection

Figure 18 Organic Shape Themed Covers, All After Author’s Collection

Figure 19 Texture Themed Covers, All After Author’s Collection
Digitalization is the final theme group of the classical music covers after 2000s. Digital age’s technological improvements and devices have their own special and newly developed display unit and screen indicators, signs, and symbols. After a while with the increasing number of user these indicator, signs and symbols gained direct resemblance with the digitalization. Besides these, another strong relation among musical instruments’ metallic parts and digitalization formed. Highly fragmented bright or metallic colored parts seen on the covers of last three albums.

Conclusion
Before 2000s there were ‘13’ themes, and these themes continuing. After 2000s ‘8’ new themes occurred. Pre-2000s themes are related to the concrete and abstract characteristics of music. Pre-2000s compositions are generally symmetrically balanced. Pre-2000s all visuals are realistic. Post-2000s themes are related to only the abstract characteristics of music. Both these concrete and abstract characteristics belongs to the same musical style. After 2000s even concrete characteristics interpreted as abstracts. After 2000s only modern serifed and sans serif typography used. Both before and after 2000s neutral colors used sometimes with a bright color in small amounts.
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Abstract  
This article explores the development of academic identity in community schools. It highlights examples of program and services in different school districts in the United States. It also describes different components of effective community schools and how the community is integrated in the life of the school. It uses a case study approach of John Spry Community School in Chicago. Community schools provide on-going learning for all members of the school community. They provide an alignment of systems that foster a productive, collaborative and culturally responsive culture with high academic growth for all learners. All educational stakeholders including parents and community members accept and follow-up with shared accountability standards. This article substantiates effective practices which promote the full participation of the school community in programs and activities.
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Introduction  
Academic Identity is developed by how students perceive their school and the connection they feel to their education. Higher student achievement requires strong academic identities and strong academic skills. It connects to the way students perceive themselves as learners. Therefore, it is critical factor in school achievement, motivation and success. Academic identities are also constructed by social interactions and schools are the primary source for social interactions. Frequently the lack of attainment in academics can be attributed to the difficulty of attempting to develop a positive academic identity when students are inundated with messages about their own labeling.

Academic identity is also influenced by cognitive and non-cognitive factors. These non-cognitive factors include persistence, drive, curiosity, self-control, resilience and self worth. It is also influenced by a strong
understanding of cultural heritage. Students receive significant comfort and support from others who share similar experiences. There are also social variables that affect academic identities. Parents, peers, teachers, community members and other individuals influence students’ academic development.

I.

Community schools attend to the engagement of students regarding their performance so all members of the school community need to understand how best to help students become effective learners. Perseverance and academic behaviors reflect the level of student engagement doing challenging work and completing tasks. Students develop mindsets that in turn influence the degree to which students engage in learning strategies and academic behaviors. Developing students’ academic mindsets and teaching them learning strategies improve academic identities. Students’ sense of belonging, motivation and self-efficacy will be shaped by the experiences they encounter in their community school. Their interactions in the school community driven by a strong belief about what they can accomplish can have a positive impact in their academic identities. Students’ ability and effort will be guided by a growth mindset based on learning opportunities and messages from the school community. Community schools create contexts to support academic success and develop the attitudes necessary. They can also sustain positive impacts in student learning across different contexts as they move from the school to their homes and other community settings.

School culture and environment play a key role in students’ performance. Community schools can transform schools from just testable academic skills into the full development of students as learners. The major strength of a community school has to do with collective impact, which begins with the quality of the classroom and extends itself to the community. Community schools change the way community challenges are defined and how resources and assets are integrated to support students. The complimentary skills of community partnerships enhance the critical work of educators in the community schools. The integration of school, family and community fosters the development of student leaders and builds social capital in communities. Community schools can create bonds of reciprocal accountability and grow social capital. They also expand boundaries beyond the school walls to strengthen neighborhoods.

By expanding their boundaries, schools become stronger and engage parents and the community (Chadwick, 2003). Schools have the power to become the focus of the community, connected to daily lives and experiences and thus can share the educational responsibilities with other partners. When the school sees itself as the hub of its community – and perhaps the most
important institution – it sets itself up as a node in a complex web of critical relationships within a community; it also acknowledges its power and uses that power to mobilize groups, provide services, and educate citizens (Dryfoos & Maguire, 2002). The list of attributes is nearly endless, but here are a few specific things comprehensive community schools do to serve their neighborhoods:

• **Extended School Days.** When designed in meaningful ways, an extended school day can help at-risk children capitalize on their strengths so they grow up to be competent, caring and responsible. Opportunities can include a variety of academic, social, and recreational activities to accommodate different learning needs and styles.

• **Parent Education.** With a seamless connection between what classroom teachers do during traditional school hours and what happens after school, family engagement can occur through English language courses, parenting courses, voter drives, high school equivalency tutoring, and so forth. Schools can also offer childcare services, and they can tie such classes into extended day activities so that all members of a family can be at school at once. In many cases, schools assume that junior colleges can take care of such needs; however, many parents do not see it as feasible to drive across town or to pay large fees for tuition or childcare. When schools provide these resources, they do so with stronger understandings of local needs.

• **Clinical Partnerships.** Partnerships with health agencies allow schools to offer health fairs, conferences, and physician or dental services to families. By offering space to a physician or dentist, schools can help shape unique healthcare options for their neighborhoods with special attention to the local landscape of insurance, regulations, and costs.

• **Community-building Support.** Family support can be provided through counseling sessions and initiatives on financial education, neighborhood improvement, community safety and immigration rights.

• **Immigration Support.** Especially in neighborhoods populated by immigrants, community schools serve a special function in welcoming diverse cultures and unique talents to our society. In too many communities, as well as the schools within them, new immigrants arrive to the United States only to face an uphill battle in achieving the American dream. Due to current economic pressures, immigration remains in the public eye – and the other schools prefer to hire people who lived in their communities as teachers or staff. Community schools take this sentiment one step further: they are intentional about serving their communities and making their communities desirable places to live. Local residents assist in the hiring of teachers; classes are offered to parents to meet their unique needs; and banks can be brought in to discuss money management.
Unlike schools that are managed from district offices in distant neighborhoods or Education Management Organizations half-way across the country, comprehensive community schools are familiar with the economic climate of their neighborhoods and work to enhance their overall economic vitality. Elementary schools in the Parliament Unified School District in the South Central Los Angeles region provide community-based English tutoring to non-native English speaking parents and other community members; however, instead of teaching English the standard way, teachers – some of whom are also local parents – seek to build parenting and job skills. In one lesson, a group of parents will likely learn tips for checking their children’s homework, as well as strategies for obtaining a job in a tough economic climate. The result, along with many other school-city partnerships, has been a community that is comparatively safe and increasingly attractive for families in the south Los Angeles area.

- Community Empowerment. Community schools want to see local residents effectively involved in the life of city and state politics. They don’t just encourage voting; they work to create leadership within and beyond their own neighborhoods. They do not expect their communities to provide them with resources; instead, they work in partnership with families, business, local officials, and agencies to collectively make decisions about the role of the school within the community. Ultimately, they want to give residents in their neighborhoods a voice so that they are full participants in local policies and local institutions. For instance, Community Organizing and Family Issues (COFI), a community-based organization in Chicago which partners with several schools, empowers families to participate in developing policies to enhance educational opportunities for students such as effective and fair discipline programs and student recess. Another example is the Mikva Challenge: Students who participate in this program in Chicago learn about local and national politics by participating in multiple political campaigns and becoming aware of the needs of residents and communities. Several high schools in Chicago develop partnerships with the Mikva Challenge program in order to provide political empowerment strategies for its students and families.

- Well-rounded Education: All publicly-funded schools must adhere to state (and now possibly national) academic standards; they must all work to achieve stringent benchmarks. This does not mean, however, that schools should not listen to the educational needs of their neighborhoods. By seeking to understand – and the implement – the essential aspects of local community life within the school’s curriculum, community schools deliberately seek community reinforcement for the academic agenda of the school. Community schools aim to build trust within their neighborhoods so that they can get a better handle on attendance concerns, post secondary culture,
and safety. They do not consider themselves as coming into the curriculum from outside to “save” or “fix” their children or neighborhoods; instead, they seek to be as much a part of the inside of the community as possible. The Tulsa Area Community Schools Initiative (TACSI) operates multiple community schools with comprehensive programs for students, parents and community members. Results demonstrate advances in achievement scores as well as other measures in participating schools. As another example, Schools Uniting Neighborhoods (SUN) in Multinomah County, Oregon, developed community learning centers to support youth and increased achievement scores and other positive results such as attendance and discipline.

With much attention paid to successful community-based projects, it is easy for most schools to think that the only way to develop powerful community wrap-around services is through external funding. Community schools, however, know that to sit around and wait for substantial sums of money is both unwise and disempowering. They believe, instead, that genuine partnerships with local businesses, social services, and politicians is ultimately more empowering to residents and families. And they also realize that doing so may be an essential missing piece in the puzzle on student achievement.

A Case Study of a Progressive School Model

John Spry/Community Links High School is a Pre-K-12 community school in Chicago’s Little Village neighborhood serving a majority of immigrant families (Axelroth, 2009; Azcoitia, 2006). Students have flourished with excellent attendance, above average achievement growth and aiming for 100% graduation rate and post-secondary enrollment. It is a school that is open six days a week with a year-round schedule and longer school day. It is a school where families learn together to improve the quality of life in their communities, city, and country.

The school developed with some very unique practices to better accommodate children and families from the local community. Classes begin later in the day for high school students, as they have tended to respond better to a shift in the school schedule. Students participate in a junior ROTC/physical education program that promotes teamwork and self-discipline and fosters respect and leadership.

In traditional high schools, if students are caught in syndromes of failure, summer school is often used to make up failed classes. The Spry/Community Links model allows students to attend school year-round and complete college entrance requirements in three years and three summers of rigorous work.
Partnerships with post-secondary institutions committed to social justice and high expectations for all students provide dual enrollment classes for advanced college credit. A partnership with Chicago's National-Louis University, as well as other colleges and universities, exemplifies this effort. All students are also expected to complete virtual high school classes. A healthy lifestyle for families is promoted with Alivio Medical Center with a clinic located inside the school.

Spry's students are advocates of issues they regard as vital concerns and become involved in planning what they will be doing. Whenever they are involved with applying ideals such as fairness, equity, and justice to their world, their engagement is more powerful. Therefore, service learning opportunities enrich the curriculum and provide leadership development in order to address community needs. For instance, all high school students serve as tutors in the primary grades. They participate in workshops to enhance their skills as reading buddies and increase their knowledge in the teaching of reading. This experience also conveys the message that they are role models within the community. Internships in agencies surrounding the school expand their experiences to serve other members of the community. And their involvement in other local institutions has included advocacy for a neighborhood public library, a play-lot for preschool children, and peace marches. The students realize that their engagement makes a difference, and they are connected to others through mutual work on common goals.

Conclusion

A community school is not just an additional program. It is a way of thinking, acting, and working together so that students can achieve and families and communities are strengthened for the common good. Spry's particular model is influencing the practices of other schools as they launch efforts to create four additional Pre-K through secondary community schools.

A neighborly community which is inclusive and practices self-determination, localization and integration of delivery services makes all people, institutions and organizations co-determinants of learning and achievement. Academic growth integrated with social and emotional development can be the pillars of a productive life as adults.

As Elizabeth Harrison, a foremost organizer of the American kindergarten movement and the founder of National-Louis University, claimed, “True democracy that will give to every person life, liberty and the pursuit of happiness can be attained when the rights of childhood have been established and the guardians of childhood are consecrated to their work.”
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Abstract
If individuals choose the correct profession for them they will be motivated too much, they will get a better carrier and will obtain more qualified and efficient job. The chosen profession should provide salary and in addition to this the individuals can be satisfied with their profession, so it is important for the students to choose the correct profession. The purpose of this research is to analyze the reasons of occupational health and safety training students’ profession choice at Pamukkale University-Honaz Vocational School. 5 Likert Scale is used in the research and the data are analyzed by SPSS. In this research in the first part, the profession definition and the factors that influence profession choice are given, in the second part the importance of choosing the correct profession, in the third part method, methodology and findings are given.
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Introduction
Today, organizations are in need of qualified staff and for this reason, it is important for every individual to make the choice of the correct profession from the beginning of their school life. Individuals are successful in their professional lives and become qualified workers only when they choose suitable professions matching their skills. Especially when the higher education institutions provide right guidance for young individuals towards their areas of interest, they become workers with higher qualifications and motivation. Choosing the correct profession makes individuals more motivated and they enjoy their jobs.
The Concept of Profession and Factors Affecting the Choice of Profession

The profession is a socially defined set of activities that an individual performs in order to gain their life, based on knowledge and skills acquired through a certain amount of education. Psycho-social factors are important for having a good profession and a job because the individual has endowments, potentials and potential powers. It is important for the individual to reveal, use and develop these. Professional fields are the channels that allow the use and development of such skills. Profession provides fulfillment for the individual through making use of their skills and powers. By having a profession, individuals attribute themselves some value and significance because of doing a job and being productive. Therefore, their self-esteem and self-confidence increase. Then working meets multi-dimensional psycho-social needs of the individual. The profession is the most significant tool for meeting the physiological, psychological and social needs of the individual and it should be chosen with the correct decision, fulfills such needs at a higher level (http://acipayameml.meb.k12.tr/tema/icerikler/mesleki-reheberlik_570621.html).

It is important for the individuals to choose the right profession because their profession affects their entire lives. There are numerous factors that are influential on the choice of profession. For example, as noted by Borchert (2002: 75), the choice of profession should begin with primary targets and continue with open targets. For students, pre-university education is a turning point for taking the big decisions for the future. Choosing a profession is a process that includes experience, decision-making and assessment.

Also, choice of profession can be influenced by gender, personality, area of interest, skills and qualifications, culture, social and economic conditions and future goals from childhood (http://www.onlinecollege.org/2011/05/17/what-influences-your-career-choice/).

According to the study by Mugonzibwa et.al. (2000:423), in the process for choosing professions, good experience sharing by professionals as well as attributing reputation to a specific profession are influential. Also, the characteristics of a profession have secondary importance affecting the choosers whereas the third-ranking influence is by the courses’ features and geographical location. After these comes the influence of direct gains by a profession and the advice from important people.

In addition to this, as described by Khare (2015), in choosing a profession, contemporaries, graduates, role models, location, economic status and period of time are also influential (https://www.linkedin.com/pulse/factors-affecting-career-choices-among-
students-dr-anil).

According to the research by Dinc (2008:90), the anticipation for high income and taking responsibility, anticipation for a career, for professional knowledge and skills, for professional experience and social status are the 5 factors that influence the choice of profession.

According to the results of the research by Ozsoy et.al., (2010:910), undergraduate teachers have noted that they chose to become teachers because the profession of teaching is a blessing (54,6%), they have the adequate skills for becoming a teacher (53,4%), they consider it the most suitable job for themselves (47,3%), they love children (46,9%) and becoming a teacher is their ideal (46,9%). As can be inferred from the research, a variety factor may influence the choice of profession.

The Importance of Choosing the Correct Profession

According to Tezel and Arslan (2002), mostly, the choice of profession takes place in the changes and adaptation process during adolescence, during the individual’s crisis of finding their identity. Young people are supposed to make, during high school years, decisions that will affect their future and may often undergo instability. Today, choice of profession can be random during university exams. Therefore, the individual may be exposed to the clash between the expectations of their families and their own wishes. It is important for the individual to take up the area which that individual believes to be the most fulfilling and the most achievable (Sirin et.al, 2008:70-71).

In order for the professional education to be successful, it is important to guide the students according to their personal skills, from pre-school education until the end of high school, as it is practiced in the developed world. As the students are guided towards the fields where they are most skilled, the school, the family and the student should cooperate. The most significant resource of Turkey, willing to become a developed country, is the human resource with a young and dynamic demography (Binici and Ari, 2004:384). Investing in human resource and directing people towards the right professions makes a great contribution to national economies. Thus, with the right choice of profession, individuals are able to make more effective use of their potential.

According to Sezgin (1989:1), the primary aim of the professional and technical education is to make the individual gain the basic knowledge, skills and attitude required for getting a job and advancing in that job. To this end, there are many institutions in lower and higher education and these institutions raise up professionals for various levels of the business world (Kazu and Ozdemir, 2004:1).
Method, Methodology and Findings

17 item occupational preference scale developed by Dinc (2008); Sarıkaya and Khorshid (2009) was used in the research. All of the questions on the scale consist of the five-member Likert response component on the scale of "distinctly disagree" and "strongly agree".

Aim of the Research

The aim of the research is to examine the factors of work security specialists’ profession choices who have education in Occupational Health and Safety Department of Honaz Vocational School of Pamukkale University. This research also examined the demographic factors related to profession choices of Occupational Health and Safety students. The results of the research may be valid for the students of OSH program in other Vocational High Schools and / or Vocational Schools.

Working Group

There are 203 students in OSH program at Honaz Vocational School. 157 of these people have been reached. 6 surveys were considered invalid and the remaining 151 surveys were conducted.

Analysis and Method of the Research

After the normality and reliability tests of the research, descriptive and predictive analyzes and hypothesis tests were performed. Descriptive tests used frequencies and mean methods, whereas Mann-Whitney U test was used for predictive analyzes. Mann-Whitney U test was used to determine whether there was a significant difference between the measurements.

Research Hypotheses

Hypotheses were developed to test whether the demographic components and OSH students' profession choices differed in the study. The hypotheses created in this context are as follows:

$H_1$: There is a significant difference between gender and reasons for choosing professions of OSH students.

$H_2$: There is a significant difference between the reasons for choosing the professions and the age of OSH students.

$H_3$: There is a significant difference between the class of education and the reasons for choosing professions of OSH students.
H4: There is a significant difference between types of education (formal and evening education)\(^1\) and the reasons for choosing the professions of OSH students.

**Reliability and Normality Tests**

The Cronbach's index coefficient is calculated by the answers to the questions that are outside the demographic components and which determine the profession choices of the students. Cronbach's Alpha coefficient used for reliability measurement was found to be 0.794. Cronbach's Alpha coefficient is considered "reliable" in the range of 0.60-0.80 (Alpar, 2011). Since Cronbach's Alpha coefficient is within the given range, statistical analyzes can be applied to the data obtained from the questionnaire. While determining the statistical techniques which will be used in the research the basic criterion is making a decision whether parametric tests or nonparametric tests should be used in the analysis.

In order to be able to use parametric tests, some assumptions must be tested. One of these assumptions is the assumption of normality distribution. For the parametric tests to be applied, the H\(_0\) hypothesis, which is established as "the data are normally dispersed", must be accepted. If the hypothesis is not accepted, non-parametric tests should be applied instead of parametric tests.

In this study, the single sample Kolmogorov-Smirnov test was applied to the responses obtained from the questionnaires and to the average to determine whether the data were normally distributed. The hypothesis H\(_0\) was not accepted because the p values for the test statistic were 0.000 for 17 questions (item) and 0.016 for the mean because p values were lower than the significance level of 0.05. The H\(_0\) hypothesis implies the application of nonparametric tests.

**Descriptive Findings**

**The Reasons Why Students in the Study Group Prefer OSH Program**

The reasons why students in the study group prefer OSH program are given in Table 1 below.

---

\(^1\) Formal education is given during the daytime at the universities in Turkey. Evening education; the education which begins at (15:00, 17:00) and continues until the evening (22:00) at the universities in Turkey. There is no difference in academic terms, so the content is the same with the formal education. The same teaching elements are applied to the evening education as the formal education.
Table 1: Reasons for Preference for Occupational Profession of OSH Students

<table>
<thead>
<tr>
<th>Q. N.</th>
<th>Preference Reason</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>It's a profession that I think it will keep valid in the future.</td>
<td>% 80,8</td>
</tr>
<tr>
<td>2</td>
<td>I chose it because it was a profession that was always needed.</td>
<td>% 77,4</td>
</tr>
<tr>
<td>3</td>
<td>It's easy to find a job after graduation.</td>
<td>% 75,4</td>
</tr>
<tr>
<td>4</td>
<td>I like the job.</td>
<td>% 58,9</td>
</tr>
<tr>
<td>5</td>
<td>I chose it because it is a business that requires disciplined and regular work.</td>
<td>% 58,2</td>
</tr>
<tr>
<td>6</td>
<td>I chose it because it is a business based on trust.</td>
<td>% 57</td>
</tr>
<tr>
<td>7</td>
<td>I chose it because I can gain high salary.</td>
<td>% 56,9</td>
</tr>
<tr>
<td>8</td>
<td>I chose this profession to realize my ideals.</td>
<td>% 56,9</td>
</tr>
<tr>
<td>9</td>
<td>I chose it because it is a business that needs to take responsibility.</td>
<td>% 53,6</td>
</tr>
<tr>
<td>10</td>
<td>I chose it because it is an appropriate profession for lifestyle.</td>
<td>% 43,7</td>
</tr>
<tr>
<td>11</td>
<td>I chose it because it was a dynamic and dynamic business.</td>
<td>% 43</td>
</tr>
<tr>
<td>12</td>
<td>I chose this job because I think that it would gain the knowledge and skill to make it easier to enter other professions.</td>
<td>% 42,3</td>
</tr>
<tr>
<td>13</td>
<td>I chose it because it is a business that emphasizes my creativity.</td>
<td>% 39</td>
</tr>
<tr>
<td>14</td>
<td>I chose it because it was my talent.</td>
<td>% 34,5</td>
</tr>
<tr>
<td>15</td>
<td>I chose it because of the environment/family/friend influence</td>
<td>% 27,8</td>
</tr>
<tr>
<td>16</td>
<td>I chose the training because it was simple and easy.</td>
<td>% 21,9</td>
</tr>
<tr>
<td>17</td>
<td>I chose to finish a university.</td>
<td>% 21,8</td>
</tr>
</tbody>
</table>

Source: Based on data collected by the authors.

According to Table 1, students' preference for OSH specialization profession can be listed as future guarantee/job security, easy employment, interest in the profession, high profits, compatibility with their ideals and lifestyle, and environmental impact.

**Hypothesis Testing**

The test statistics and the results of the hypotheses formed within the research are explained below.

**H₁:** There is a significant difference between gender and reasons for choosing professions of OSH students.

The hypothesis test for the gender and OSH students' reasons for choosing the profession was done by Mann-Whitney U test. The results obtained with this test statistic are shown in Table 2 below.

Table 2: Gender and Professional Preference Relation

<table>
<thead>
<tr>
<th>N</th>
<th>Rank Average</th>
<th>Total Rank</th>
<th>Mann-Whitney U</th>
<th>Wilcoxon W</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Man</td>
<td>95</td>
<td>79,15</td>
<td>7519,5</td>
<td>2360,5</td>
<td>-</td>
<td>0,248</td>
</tr>
<tr>
<td>Woman</td>
<td>56</td>
<td>70,65</td>
<td>3956,5</td>
<td>3956,5</td>
<td>1,154</td>
<td>0,248</td>
</tr>
</tbody>
</table>

Source: Based on data collected by the authors.

When the results of the table are examined, the average order of male students is lower than the average of female students. However, the difference between the averages was not statistically significant (p=0,248>0,05). The H₁ hypothesis proposed for this reason is rejected.
Accordingly, it can be said that both female and male students who prefer OSH programs prefer this program with similar thoughts and expectations. Because, in today's conditions, the participation of women workers in the labor market is also increasing.

**H2:** There is a significant difference between the reasons for choosing the professions and the age of OSH students.

The hypothesis test for H2 hypothesis was conducted by Mann-Whitney U. The results obtained with this test statistic are shown in Table 3 below.

<table>
<thead>
<tr>
<th>Age Group</th>
<th>N</th>
<th>Rank Average</th>
<th>Total Rank</th>
<th>Mann-Whitney U</th>
<th>Wilcoxon W</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 and below</td>
<td>129</td>
<td>78.3</td>
<td>10101</td>
<td>1122</td>
<td>1375</td>
<td>-1.567</td>
<td>0.117</td>
</tr>
<tr>
<td>21-30</td>
<td>22</td>
<td>62.5</td>
<td>1375</td>
<td>-</td>
<td>1.567</td>
<td>0.117</td>
<td></td>
</tr>
</tbody>
</table>

*Source:* Based on data collected by the authors.

According to the table, the rank average about the profession choice of OSH students at below the age of 20 is higher than the average age of 21 and over. However, this difference between the averages is not statistically significant (p=0.117>0.05). Accordingly, the H2 hypothesis was rejected. In this case, the age of the students may be close to each other.

**H3:** There is a significant difference between the class of education and the reasons for choosing professions of OSH students.

The hypothesis test was conducted by Mann-Whitney U test to determine whether there is any difference between the class of education and the reasons of profession choice of OSH students. The results obtained with this test statistic are shown in Table 4 below.

<table>
<thead>
<tr>
<th>Class</th>
<th>N</th>
<th>Rank Average</th>
<th>Total Rank</th>
<th>Mann-Whitney U</th>
<th>Wilcoxon W</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Class</td>
<td>96</td>
<td>69.40</td>
<td>6662.5</td>
<td>2006.5</td>
<td>6662.5</td>
<td>2.451</td>
<td>0.014</td>
</tr>
<tr>
<td>Second Class</td>
<td>55</td>
<td>87.52</td>
<td>4813.5</td>
<td>-</td>
<td>2.451</td>
<td>0.014</td>
<td></td>
</tr>
</tbody>
</table>

*Source:* Based on data collected by the authors.

According to the results of the table, the rank order of the second-grade students is higher than the average rank order of the first-grade students. This difference was statistically significant (p=0.014<0.05). Accordingly, the H3 hypothesis was accepted.

**H4:** There is a significant difference between types of education (formal and evening education) and the reasons for choosing the professions of OSH students.

The hypothesis test was conducted with the Mann-Whitney U test to determine whether there was a difference between the type of education and the reasons for profession choice of OSH students. The results obtained with this test statistic are shown in Table 5 below.
Table 5: Relationship Between Type of Education and Profession Choice

<table>
<thead>
<tr>
<th>Type of Education</th>
<th>N</th>
<th>Rank Average</th>
<th>Total Rank</th>
<th>Mann-Whitney U</th>
<th>Wilcoxon W</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formal education</td>
<td>69</td>
<td>72,88</td>
<td>5029</td>
<td>2614</td>
<td>5029</td>
<td>-</td>
<td>0,804 0,422</td>
</tr>
<tr>
<td>Evening education</td>
<td>82</td>
<td>78,62</td>
<td>6447</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Based on data collected by the authors.

When the results of the table are examined, the order average of formal education students is lower than the average of evening education students. However, the difference between the averages was not statistically significant (p=0,422>0,05). For this reason, the H₄ hypothesis proposed is rejected. According to this, it can be said that formal and evening education students who prefer OSH programs preferred this program with similar thoughts and expectations.

Conclusion

Today, organizations need qualified staffs and because of that reason, it is important for every individual to make the choice of the right profession from the beginning of their school life. Individuals are successful in their professional lives and become qualified workers if they choose suitable professions matching their skills. Higher education individuals should provide correct guidance for young individuals towards their areas of interest. If the young individuals choose the correct profession for them, they can determine their goals and aims. Choosing the correct profession makes individuals more motivated and enjoy their jobs. Students will also be happy in the business environment if they are progressing towards their will in their profession.

According to the results; students generally prefer this department because it is a profession that will keep its validity in the future and it is a profession that will always be needed. It is also a big influence that it is easy to find a job after graduation. Because students are often concentrated on jobs where they can find work on the job market. The reason why they choose a promising career is their desire for stability in career maps. They are aware that when they are specializing in a particular field, they will make their future professional positions clear. One of the factors in this situation is the improvement of research and development abilities due to the rapid spread of information, as well as the effective use of communication technologies of today's students.

The students also want to ensure their future as they know that it is difficult to find jobs in today's job market. For this reason, they want to work in a more preferred profession. The desire not to suffer difficulties in the future also plays a role in this. On the other hand, the profession which is
suitable for their lifestyles and dynamism isn’t very important for them. Also, they are also more concerned about the future.

It is the second plan to achieve the ideal. Because of this reason they prefer to act according to the labor market conditions in the country. It is not enough for them to have just graduated from a university. Also today the number of universities has increased, so the students are aware that if they want to go another department at a different university, they can go there easily.

However, it can be said that evening education students prefer this program with a higher consciousness and higher expectation than formal education students. Because they prefer to use OSH program while they will be able to settle in other programs without paying tuition with lower scores (for students who do not work anywhere). So students may have to force some conditions more.

Also according to the results, the rank order of the second-grade students is higher than the average rank order of the first-grade students. This difference was statistically significant. According to this; after the completion of the first year of tertiary education in the OSH department the reasons of the higher grade of the second-year students may be the program's career, wage, employment, self-actualization advantages and so on. It may be thought that the expectations of the students will be met more advanced than the expectations of the students.

Before choosing the OSH program, the perceptions that the students receive from the external environment and the individual studies are important for students' choice. When the student who chooses the OSH program with the information obtained reaches class 2, he or she may have reached a higher certainty of the validity of the choice. This indicates that the OSH program students internalize the program and also the program's employment opportunities, wage advantages and status can be successfully demonstrated to the students by the program instructors.

As a result, we can say that for students choosing the correct profession is very important for their career. Students must correctly identify their goals and choose their profession accordingly. If they choose the right profession they will be able to use their potential at the highest level. Young people who are particularly oriented towards the jobs can find jobs on the job market and are more conscious.

The purpose of education should be to direct individuals to areas where they can succeed starting from the early phases of life. If individuals are directed towards areas where they can succeed, they will become more qualified. If the individuals are guided towards areas where they can better express and improve themselves, they will be more productive, more creative
and have analyzing skills and strong communication skills and also they can solve problems effectively.
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Abstract

Insomnia is a sleep disorder highly prevalent among university students which can increase the risk for developing anxiety and depression. Vulnerability to dysfunctional sleep beliefs, and cognitive arousal (perceived stress) have been shown to be predisposing factors for insomnia. Although insomnia in university students is associated with deleterious effects, limited research has focused on this at-risk population. The aim of the current study was to further delineate the relationships between insomnia, perceived stress, dysfunctional sleep beliefs, anxiety and depression among a sample of 195 Australian university students (33 males; 162 females; $M_{age} = 22.37$, $SD = 7.02$). Mediation and regression analyses were conducted to test findings. Results suggested the prevalence of insomnia among Australian university students was 16.9% respectively. Regression analyses indicated that anxiety, depression and insomnia all predicted outcomes in each other, indicative of a bidirectional relationship between these variables. Dysfunctional sleep beliefs partially mediated the predictive relationships between perceived stress, anxiety, depression, and insomnia. These findings may have implications for incorporating belief-targeted insomnia treatment into cognitive behavioural therapy for anxiety and depressive disorders.
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Introduction

As sleep is recognised as playing an important role in many areas of health and psychological well-being, sleep disorders have become a serious public health concern. Insomnia, the most common sleep disorder, is associated with long-term physical and mental exhaustion, decreased concentration, and cognitive deficits (Morin, LeBlanc, Daley, Gregoire, & Merette, 2006). Emerging research has indicated the academic and social...
pressures which accompany university life may lead to a greater prevalence of insomnia among university students (18.5%) than in the general population (7.4%) (Jiang et al., 2015). There is limited empirical information about the prevalence of insomnia among Australian university students. Furthermore, insomnia has been causally linked to a host of specific mental health issues, including anxiety and depression (Wright et al., 2011). Limited evidence suggests insomnia is bi-directionally related to anxiety and depression among the general population, however, no research has been conducted among university students (Jansson-Fröjmark & Lindblom, 2008). While depression and anxiety seem to be important predictors of insomnia, further studies suggest cognitive arousal (perceived stress) and dysfunctional sleep cognitions can lead to the development of the disorder (Harvey, 2002).

The aims of this study were to examine the prevalence of insomnia in a sample of Australian university students and to investigate the bidirectional relationship between anxiety, depression, and insomnia, and the mediating role of dysfunctional sleep beliefs in the relationships between perceived stress, anxiety, depression, and insomnia among Australian university students.

**Insomnia, Depression, and Anxiety**

Insomnia is defined as difficulties in initiating and maintaining sleep, frequent early morning awakenings, and sleep dissatisfaction (Morin, 1996). Among university students, insomnia has detrimental effects on academic performance (Kelly, Kelly, & Clanton, 2001); is associated with decreased concentration (Maquet, 2001); and increased depression and anxiety (Garlow et al., 2008). Specifically, Gaultney (2010) found that of students at risk of failing university classes, 22% presented with symptoms of insomnia.

Anxiety and depression are the most common comorbid conditions associated with insomnia (Ford & Kamerow 1989). According to Wolfson and Armitage (2009), approximately 90% of young adults with depression suffer from concomitant insomnia. Furthermore, Moo Estrella, Perez-Benitez, and Arankowsky-Sandoval (2005) demonstrated depression was significantly related to delayed sleep onset, and disturbed sleep among students. For the most part, sleep studies investigating the relationship between depression and insomnia have almost exclusively utilised insomnia as a predictor of depressed outcomes (i.e., Ohanyon & Roth, 2003) and few studies have predicted insomnia outcomes from depression. The following study will therefore assess the association between depression and insomnia, by utilising depression as a predictor variable.

There is also a strongly defined relationship between anxiety and insomnia (Palagini et al., 2016). Monti and Monti (2004) purported anxiety is more integral in the development of insomnia than depression among
students because it is more prevalent in this population. Shamsuddin et al. (2013) found the prevalence of anxiety was significantly higher than the prevalence of depression among Malaysian university students, 34% versus 27.5% respectively. Additionally, Alfano, Pina, and Zerr (2010) suggested anxiety forms one of the most robust associations between primary emotional disturbance and insomnia. Despite this, few studies have investigated if anxiety predicts insomnia outcomes, particularly among university students. This paucity in the literature was addressed by utilising anxiety as a predictor variable in the current study.

Recent empirical shifts in the literature to investigate the possible bidirectional relationship between depression, anxiety, and insomnia have been observed (Johnson, Roth, & Breslau, 2006). Findings by Jansson-Fröjmark and Lindblom (2008) suggest the relationship between depression, anxiety, and insomnia among adults was bidirectional when longitudinally investigated. The current study aims to develop the work of Jansson-Fröjmark and Lindblom (2008) by utilising a cross-sectional design, whereby results cannot be compromised by attrition.

**Perceived Stress (Cognitive Arousal)**

In addition to anxiety and depression, cognitive arousal or perceived stress is a predictive factor associated with the development of insomnia (Bastien, Vallieres, Morin, 2001). Perceived stress is one of the most common predictors of insomnia, precipitating acute insomnia episodes, and perpetuating chronic forms of the disorder (Bastien et al., 2001). Morin and Espie (2012) suggested cognitive arousal is associated with a basal threshold; whereby individuals are more likely to experience insomnia when cognitive arousal exceeds this threshold. Presumably, individuals prone to worry operate at higher levels of cognitive arousal, which subsequently predisposes them to insomnia. The basic premise of this concept is higher levels of perceived stress (cognitive arousal) lead to greater emotional reactivity and subsequent insomnia (Adrien, 2002; Morin & Espie, 2012; Van Reeth et al., 2000).

Jarrin, Chen, Ivers, and Morin (2014) examined the relationship between perceived stress, and insomnia in a sample of adults ($N = 1449$) and found individuals who experienced a temporarily stressful condition were more likely to experience situational and subsequent insomnia than participants who did not perceive the situation as stressful. While this study established an association between perceived stress and insomnia in an adult population. Further research is warranted to examine the factors that may influence the relationship between perceived stress and insomnia. Therefore, the current study aimed to examine the predictive relationship between
perceived stress, dysfunctional sleep beliefs, and insomnia among university students.

**Dysfunctional Sleep Beliefs**

Cognitive and social theories have suggested negative rumination prior to sleeping, and high levels of perceived stress, may further contribute to symptoms of insomnia (Calkins, Hearon, Capozzoli, & Otto, 2013). Harvey (2002) proposed a cognitive model that suggests insomnia occurs in association with worry and excessive rumination (Calkins et al., 2013). Empirical evidence supports that cognitive processes represent a core element contributing to and perpetuating symptoms of insomnia (Morin & Epsie, 2012). Dysfunctional sleep beliefs, pre-sleep worry, and attentional bias towards sleep initiation significantly interfere with the circadian process (Espie, 2002). Harvey (2002) argues individuals with sleep difficulties engage in persistent, uncontrolled negative rumination prior to sleeping. Additionally, Van Egeren, Haynes, Franzen, and Hamilton (1983) found in comparison to good sleepers, insomniacs engaged in significantly more negative thinking prior to nocturnal sleep initiation.

Dysfunctional sleep beliefs are defined as negatively toned beliefs, which represent an individual’s erroneous cognitive attempt to avoid the feared consequences associated with severe sleep loss (Harvey, 2002; Morin, 1996). Theadom and Cropley (2008) investigated the relationship between perceived stress and insomnia, in relation to dysfunctional sleep beliefs, among individuals with fibromyalgia (n = 83) and healthy controls (n = 83). Results indicated relative to healthy controls, fibromyalgia patients had significantly higher levels of perceived stress, endorsed higher levels of dysfunctional sleep beliefs, and had greater disturbed sleep. Findings support the notion that dysfunctional sleep beliefs may further contribute to the development of possible insomnia.

Clinical trials have also demonstrated that dysfunctional sleep beliefs are responsive to treatment, suggesting these may serve as a mediator in reducing insomnia, as well as improving sleep dysfunction (Morin, Blais, & Savard, 2002). To further investigate the mediating effects of dysfunctional sleep beliefs, the following study examined the mediating relationship between perceived stress, dysfunctional sleep beliefs, and insomnia among a non-clinical sample of university students.

**Current Study**

The aims of the current study were to determine the prevalence of insomnia among university students, as well as examining both the bidirectional relationship between anxiety, depression, and insomnia and the mediating role of dysfunctional sleep beliefs in the predictive relationships
between perceived stress, anxiety, depression, and insomnia among Australian university students. Based on aforementioned insomnia research, it was predicted that: (1) the prevalence of insomnia for the current sample would be similar to that of 18.5%, as reported in previous university samples; (2) the prevalence of anxiety would be higher than the prevalence of depression in the current sample (e.g., Shamsuddin et al., 2013); (3) a bidirectional relationship would exist between anxiety, depression, and insomnia; (4) dysfunctional sleep beliefs would significantly mediate the relationships between anxiety and insomnia, (5) depression and insomnia, and (6) perceived stress and insomnia.

**Method**

**Participants**

A convenience sample consisting of 195 University students aged between 18 and 57 years ($M_{age} = 22.37, SD = 7.02$) comprised the sample. There were 33 males (16.9%); and 162 females (83.1%). Participants were recruited at Bond University. All participants were required to be at least 18 years of age.

**Materials**

**Insomnia Severity Index (ISI; Morin, 1996).** The ISI is a 7-item self-report measure that assesses the nature, impact, and severity of insomnia; Bastien et al., 2001). A total score (i.e., 0 to 28) is calculated by summing item responses, and are categorised into severity ranges: non-clinical insomnia (0-7); subthreshold insomnia (8-14); clinical insomnia – moderate (15-21); and clinical insomnia- severe (22-28). The internal consistency of the ISI is adequate in both clinical and non-clinical populations ($\alpha = .91$; Morin, Belleville, Bélanger, & Ivers, 2011), and in the current sample ($\alpha = .84$).

**Depression Anxiety and Stress Scale- 21 (DASS-21; Lovibond & Lovibond, 1995).** The DASS-21 is a 21-item self-report measure assessing the presence (i.e., over the past week) of primary emotional disturbances across three subscales: depression, anxiety, and stress. While the depression and anxiety subscales have been widely validated, the operationalisation of the stress construct has been contended (e.g., Clara, Cox, & Enns, 2001). Therefore, the current study utilised the Perceived Stress Scale-Short Form (PSS-10; Cohen, Kamarck, & Mermelstein, 1983) as a specific measure of cognitive arousal (perceived stress). Total scores are calculated by summing subscale responses. The internal consistency of the DASS-21 has been deemed adequate in previous literature ($\alpha = .97$; Sinclair et al., 2012), and in the current sample (e.g., anxiety, $\alpha = .85$, and depression, $\alpha = .90$).

**Perceived Stress Scale-Short Form (PSS-10; Cohen et al., 1983).**
The PSS-10 is a 10-item self-report measure designed to assess the degree to which persons perceive life events as stressful relative to their ability to cope. Items are designed to assess respondent’s feelings and cognitions in the past month towards a stressful situation. A total score (ranging from 0 to 40) is calculated by summating all ten items, whereby higher scores are related to higher levels of perceived stress. The PSS-10 has demonstrated excellent internal consistency both in previous literature ($\alpha = .90$; Karam et al., 2012) and in the current study ($\alpha = .83$).

**Dysfunctional Beliefs and Attitudes about Sleep Questionnaire (DBAS-16; Morin, Vallieres, & Ivers, 2007).** The DBAS-16 is a 16-item self-report measure which assesses cognitive distortions related to insomnia (e.g., unrealistic sleep beliefs and expectations). A total score is calculated by summating all 16 items then dividing the total by 16. Total scores above four are reflective of unrealistic sleep expectations. The internal consistency of the measure has been deemed as adequate in both community ($\alpha = .79$; Fu, Ou, & Lu, 2014), and clinical samples ($\alpha = .77$), as well as in the current sample, ($\alpha = .89$).

**Procedure**

Prior to participant recruitment, approval for data collection was obtained through the Bond University Human Research Ethics Committee (BUHREC). Prior to survey completion, participants were required to provide their electronic informed consent as consistent with the explanatory statement by clicking “next”. Completion took approximately 35 minutes.

**Results**

**Descriptive Statistics**

The prevalence rates of clinical levels of insomnia, depression, and anxiety can be seen in Table 1. A single sample $t$-test indicated anxiety was significantly higher ($t(32) = 5.81$, $p < .001$) than depression ($t(32) = 4.28$, $p < .001$) in students with insomnia, supporting hypothesis one and two.

**Table 1. Insomnia, Anxiety, and Depression Prevalence Statistics (N = 195).**

| Variable | Depression | | Anxiety | | Total |
|----------|------------| |----------| |----------|
| Insomnia | 6.2% 12 | | 8.7% 17 | | 16.9% 33 |

**Preliminary Analyses**

To determine whether predictor variables and criterion variables were related prior to entry in the regression equation, simple bivariate correlations were performed on all variables. Table 2 presents uncentered means, standard deviations, and intercorrelations among variables. Perceived stress, anxiety, depression, and dysfunctional sleep beliefs were significantly positively correlated with insomnia, such that higher scores on the predictor
measures (PSS-10, DASS-21 and DBAS-16) were related to higher scores on the criterion measure (e.g., ISI; Morin, 1996). Correlations were also performed on demographic variable age, and a one-way ANOVA was conducted on categorical variable gender to assess for the presence of covariates. While age did not co-vary with any variables, gender was found to significantly co-vary with perceived stress, $F(1, 194) = 4.97, p = .027$. Thus, to control for this covariate, gender was entered in the subsequent mediation analysis that utilised perceived stress as a predictor variable.

### Table 2

Summary of Intercorrelations, Uncentered Means, and Standard Deviations for PS, Anxiety, Depression, DSB, and Insomnia (N = 195).

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) PS</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17.35</td>
<td>6.38</td>
</tr>
<tr>
<td>2) Anxiety</td>
<td>.51***</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td>2.98</td>
<td>3.57</td>
</tr>
<tr>
<td>3) Depression</td>
<td>.60***</td>
<td>.62***</td>
<td>---</td>
<td></td>
<td></td>
<td>3.60</td>
<td>4.04</td>
</tr>
<tr>
<td>4) DSB</td>
<td>.38***</td>
<td>.36***</td>
<td>.40***</td>
<td>---</td>
<td></td>
<td>68.14</td>
<td>28.00</td>
</tr>
<tr>
<td>5) Insomnia</td>
<td>.43***</td>
<td>.38***</td>
<td>.41***</td>
<td>.41***</td>
<td>---</td>
<td>9.37</td>
<td>5.27</td>
</tr>
</tbody>
</table>

Note: ***$p < .001$; PS = Perceived Stress; DSB = Dysfunctional Sleep Beliefs.

### Bidirectional Analyses

Four simple regressions were conducted to examine the bidirectional relationship between anxiety, depression, and insomnia. Results indicated that anxiety significantly predicted insomnia, $F(1, 194) = 44.02, p < .001$, with higher levels of anxiety relating to higher levels of insomnia, $\beta = 0.10, p < .001$. Additionally, insomnia also significantly predicted anxiety, $F(1, 194) = 44.02, p < .001$, with higher levels of insomnia relating to higher levels of anxiety, $\beta = 0.04, p < .001$, indicative of a bidirectional relationship between these variables. Furthermore, depression significantly predicted insomnia, $F(1, 194) = 36.92, p < .001$, with higher levels of depression relating to higher levels of insomnia, $\beta = 0.09, p < .001$. Similarly, insomnia significantly predicted depression, $F(1, 194) = 36.99, p < .001$, with higher levels of insomnia relating to higher levels of depression, $\beta = 0.40, p < .001$, further indicating a bidirectional relationship between these variables.

### Mediation Analyses

**Anxiety.** To test hypothesis four, a mediation analysis following Baron and Kenny’s (1986) steps was conducted to establish if the relationship between anxiety and insomnia was mediated by dysfunctional sleep beliefs. A standard multiple regression predicting dysfunctional sleep beliefs from anxiety was conducted to test pathway $a$. Results indicated the model was significant, $F(1, 194) = 29.69, p < .001$, whereby anxiety significantly accounted for 13.3% of the variance in dysfunctional sleep beliefs, $R^2_{change} = .13, p < .001$. Thus, anxiety was a significant positive predictor of dysfunctional sleep beliefs, whereby higher levels of anxiety
were related to higher levels of dysfunctional sleep beliefs, \( \beta = .37, p < .001 \).

To examine pathways \( c, b, \) and, \( c' \), a hierarchical multiple regression analysis was conducted. Anxiety was entered at Step 1 and dysfunctional sleep beliefs was entered at Step 2 of the regression model. Results revealed at Step 1, the model was significant, \( F(1, 194) = 44.01, p < .001 \), whereby anxiety significantly accounted for 18.6% of the variance in insomnia, \( R^2_{\text{change}} = .19, p < .001 \). Therefore, higher levels of anxiety were related to higher levels of insomnia severity, \( \beta = .43, p < .001 \). At Step 2, the model remained significant, \( F(2, 194) = 32.66, p < .001 \), whereby dysfunctional sleep beliefs significantly accounted for 6.8% of the variance in insomnia, \( R^2_{\text{change}} = .07, F_{\text{change}}(1, 192) = 17.53, p < .001 \). Higher levels of dysfunctional sleep beliefs were related to higher levels of insomnia, \( \beta = .28, p < .001 \). Although the introduction of dysfunctional sleep beliefs decreased the contribution of anxiety in the prediction of insomnia, the \( \beta \) coefficient remained significant, indicative of partial mediation. A Sobel Test (Sobel, 1982) indicated the decrease in the \( \beta \) coefficient was statistically significant, \( z = 5.41, p < .001 \), further supporting partial mediation occurred. Figure 1 displays the direct and mediated pathways of the aforementioned model.

\[
\begin{align*}
\text{a) Direct Path} & \quad c = .43^{***} \\
\text{b) Mediated Path} & \quad a = .37^{***} \quad \text{Dysfunctional Sleep Beliefs} \quad b = .28^{**} \quad c' = .33^{***} \\
\text{Anxiety} & \quad \text{Insomnia} & \quad \text{Insomnia}
\end{align*}
\]

*Figure 1. Direct and indirect pathways between anxiety, dysfunctional sleep beliefs, and insomnia. Note: \( ** p < .001 \).*

### Depression

To test hypothesis five, a mediation analysis following Baron and Kenny’s (1986) steps was conducted to establish if the relationship between depression and insomnia was mediated by dysfunctional sleep beliefs. A standard multiple regression analysis predicting dysfunctional sleep beliefs from depression was conducted to test pathway \( a \). Results indicated the model was significant, \( F(1, 194) = 28.70, \quad p < .001 \), whereby depression significantly accounted for 12.9% of the variance in dysfunctional sleep beliefs, \( R^2_{\text{change}} = .13, p < .001 \). Thus, depression was a significant positive
predictor of dysfunctional sleep beliefs, whereby higher levels of depression were related to higher levels of dysfunctional sleep beliefs, $\beta = .36$, $p < .001$.

To examine pathways $c$, $b$, and, $c'$, a hierarchical multiple regression analysis was conducted. Depression was entered at Step 1, and dysfunctional sleep beliefs at Step 2. Results revealed at Step 1, the model was significant, $F(1, 194) = 36.99$, $p < .001$, whereby depression significantly accounted for 16.1% of the variance in insomnia, $R^2_{change} = .16$, $p < .001$. Therefore, higher levels of depression were related to higher levels of insomnia severity, $\beta = .40$, $p < .001$. At Step 2, the model remained significant, $F(2, 194) = 29.68$, $p < .001$, whereby dysfunctional sleep beliefs significantly accounted for 7.5% of the variance in insomnia, $R^2_{change} = .08$, $F_{change}(1, 192) = 18.93$, $p < .001$. Therefore, higher levels of dysfunctional sleep beliefs were related to higher levels of insomnia, $\beta = .29$, $p < .001$. Although the introduction of dysfunctional sleep beliefs decreased the contribution of anxiety in the prediction of insomnia the $\beta$ coefficient remained significant, indicative of partial mediation. A Sobel Test (Sobel, 1982) indicated the decrease in the $\beta$ coefficient was statistically significant, $z = 3.32$, $p < .001$, further supporting the occurrence of partial mediation. Figure 2 displays the direct and mediated pathways of the aforementioned model.

a) Direct Path

b) Mediated Path

<table>
<thead>
<tr>
<th>Depression</th>
<th>Dysfunctional Sleep Beliefs</th>
<th>Insomnia</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c = .40$***</td>
<td>$b = .29$***</td>
<td>$c' = .30$***</td>
</tr>
</tbody>
</table>

Figure 2. Direct and indirect pathways between depression, dysfunctional sleep beliefs, and insomnia. Note: ***$p < .001$.

**Perceived Stress**

To test hypothesis six, a mediation analysis following Baron and Kenny’s (1986) steps was conducted to determine if the relationship between perceived stress and insomnia could be mediated by dysfunctional sleep beliefs. A standard multiple regression analysis predicting dysfunctional sleep beliefs from perceived stress and gender was conducted to test pathway $a$. Gender was entered with perceived stress at Step 1 of the regression to control for its effects. Results indicated the model was significant, $F(2, 194) = 17.06$, $p < .001$, whereby gender and perceived stress together accounted for 15.1% of the variance in dysfunctional sleep beliefs, $R^2_{change} = .15$, $p < .001$.  
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Thus, perceived stress was a significant positive predictor of dysfunctional sleep beliefs such that higher levels of perceived stress were related to higher levels of dysfunctional sleep beliefs, $\beta = .38, p < .001$.

To examine pathways $c$, $b$, and $c'$, a hierarchical multiple regression analysis was conducted. Both gender and perceived stress were entered at Step 1, and dysfunctional sleep beliefs was entered at Step 2. Results revealed at Step 1 the model was significant, $F(2, 194) = 22.34, p < .001$, whereby gender and perceived stress conjointly contributed 18.9% of the variance in insomnia $R^2_{change} = .19, p < .001$. Therefore, higher levels of perceived stress were related to higher levels of insomnia severity, $\beta = .43, p < .001$. At Step 2 the model remained significant, $F(3, 194) = 21.45, p < .001$, whereby dysfunctional sleep beliefs significantly accounted for 6.3% of the variance in insomnia, $R^2_{change} = .06, F_{change}(1, 191) = 16.16, p < .001$. Therefore, higher levels of dysfunctional sleep beliefs were related to higher levels of insomnia, $\beta = .27, p < .001$. Although the introduction of dysfunctional sleep beliefs decreased the contribution of perceived stress in the prediction of insomnia, the $\beta$ coefficient remained significant, indicative of partial mediation. A Sobel Test (Sobel, 1982) revealed the decrease in the $\beta$ coefficient was statistically significant, $z = 3.22, p < .001$, further supporting partial mediation occurred. Figure 3 displays the direct and mediated pathways of the aforementioned model.

**Figure 3.** Direct and indirect pathways between perceived stress, dysfunctional sleep beliefs, and insomnia. Note: ***$p < .001$.

**Discussion and conclusion**

The present study aimed to establish the prevalence of insomnia, and the prevalence of anxiety and depression in individuals with insomnia, in an Australian university student population. Additionally, the bidirectional relationship between anxiety, depression, and insomnia, and the mediating role of dysfunctional sleep beliefs in the predictive relationships between perceived stress, anxiety, depression, and insomnia among students was examined.
Support was provided for hypothesis one, as the prevalence rate of insomnia among students sampled was 16.9%, similar to previous literature stating insomnia in university students is typically higher than the general population (Jiang et al., 2015). Support was also provided for hypothesis two, as the prevalence for anxiety was higher than for depression among students, 6.2% versus 8.7% respectively. Findings are consistent with previous literature suggesting that rates of anxiety are typically higher than rates of depression among university students (Shamsuddin et al., 2013). Results also support the notion that anxiety may play a more integral role in the development of insomnia than depression (Monti & Monti, 2004), and that the most robust associations between emotional functioning and insomnia involve anxiety (Alfano et al., 2010).

The third hypothesis predicting a bidirectional relationship between depression, anxiety, and insomnia was supported, as significant intercorrelations existed between variables. Results are consistent with previous longitudinal research that established a bidirectional association between anxiety, depression, and insomnia over a year (Jansson-Fröjmark & Lindblom, 2008). The clinical implications of this finding are significant, as treatment of mood disorders may mitigate students risk of future insomnia and vice versa (Ohanyon & Roth, 2003).

The final three hypotheses were partially supported, as all results yielded partial mediations. The amount of variance accounted for by dysfunctional sleep beliefs in the predictive relationships between depression, anxiety, perceived stress and insomnia was not enough to reduce the statistical contribution of the predictor variables to non-significance. Therefore, aspects of the relationship between perceived stress, anxiety, depression, and insomnia were not accounted for by dysfunctional sleep beliefs. As such, a cognitive model utilising dysfunctional sleep beliefs cannot be considered in isolation as a mediating variable for these relationships. Biological theories of insomnia postulate that neuroendocrine dysfunction (hypothalamic-pituitary-adrenal axis abnormality) and functional decreases in serotonergic neurotransmission influence the development of stress, depression, anxiety, and insomnia (Adrien, 2002; Van Reeth et al., 2000). Therefore, the partial mediations obtained in the current study may reflect a widespread and complex relationship between focal variables.

The findings of the current study should be interpreted with consideration of some limitations. Given the correlational nature of the design, causal inferences cannot be made about the predictive and mediating factors of insomnia investigated in this research (Espie, 2002). In future research, an experimental design should be employed to enhance both the causal nature and reliability of the results. The utilisation of an objective
sleep measure (i.e., polysomnography) may also enhance the reliability of the results by decreasing error associated with retrospective accounts of sleep disturbance (Jansson-Fröjmark & Lindblom, 2008). Future studies may also benefit from utilising a prospective design to enhance the reliability of accurate responding (Ohanyon & Roth, 2003).

The current study investigated some of the potential psychological mechanisms that influence the development of insomnia. The high prevalence of insomnia, depression, and anxiety in the current sample suggest university students are a particularly susceptible population. This research demonstrates that insomnia and comorbid conditions have a bidirectional effect. In addition, dysfunctional sleep beliefs significantly mediated all three relationships between perceived stress, anxiety, depression, and insomnia. Both findings have implications for treatment courses and outcomes. Specifically, the current study provides support for incorporating belief-targeted insomnia treatment into cognitive behavioural therapy for anxiety and depressive disorders.

Given the negative ramifications of insomnia on university students, implementing evidence based education and treatment programs targeted at reducing perceived stress, depression, and anxiety, as well as decreasing negative rumination prior to sleeping, would be beneficial to students (Harvey, 2002). Furthermore, given the societal costs associated with poor academic performance often related to symptoms of insomnia, such programs may assist students in achieving their optimal academic success, while decreasing the risk of developing potential comorbid psychiatric conditions in later adulthood (Ohanyon & Roth, 2003).
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Abstract
Artists have portrayed the beauty and glory of nature since Antiquity. Renaissance and Baroque painters depicted religious episodes in impressive landscapes. The aim of this paper is to examine the sceneries which picturise the journey of a biblical figure or a saint.
There are many stories in the bible which involve voyage either on the earth or from the earth towards the heaven. Noah built an ark for himself, his family and the animals and they rode safely in the flood. Abraham sent Hagar and their son Ishmael into the wilderness of Beersheba. Lot, his wife and two daughters left the wicked city of Sodom. Jacob dreamed a ladder set up on the earth toward reached the heaven. The Book of Exodus tells the journeys of Moses. He was put in a basket and left in Nile when he was a baby and later in his adult life he passed through the Red Sea with the children of Israel.
Gospels describe several journeys. Three wise men made a trip to see the newborn Jesus. An angel appeared to Joseph and warned him to flee into Egypt with the Infant Jesus. Jesus walked on the Sea of Galilee, when his disciples were waiting on the boat. Jesus was led away to be crucified in the pictures called The Road to Calvary. Jesus walked with two of his disciples on the road to the village of Emmaus. The Ascension of Jesus is his departure from earth into the presence of God. Mary’s soul leaves her body in the scenes called Assumption of Mary. Saint Christopher is painted wading through the water with the Infant Christ on his soilders.

Keywords: Journey, Religious Painting, Landscape, Renaissance, Baroque

Introduction
Landscape painting marks the stages in people’s perception of natural world. Its rise and development since the middle ages is part of a cycle in which the human spirit attempted to create a harmony with its environment (Clark, 1976, 1).
The western landscape painting has had a short and fitful story. In the greatest ages of European art, the age of the Parthenon and the age of Chartres Cathedral, landscape did not and could not exist; to Giotto and Michelangelo it was an impertinence. It is only in the 17th century that great artists take up landscape painting for its own sake. They tried to systemise the rules. Only in the 19th century does it become the dominant art and create a new aesthetic of its own. In course of this development the concept of landscape changes from things to impressions. Man first shows his consciousness of nature when his art is still symbolic. Flowers, leaves, individual trees are all things which can be thought of in isolation. The fusion of these elements into a total impression is achieved through the perception of light (Clark, 1976, 229).

Certain events in the bible have subjects that depend on a landscape setting. Since medieval times episodes such as Adam and Eve in the Garden of Eden, the Baptism of Christ in the waters of the Jordan or the Rest on the Flight into Egypt have been depicted in religious paintings in settings that evoke the beauties of nature. The natural world may also be seen as God’s creation, suggesting his presence in less obvious ways. In Protestant lands, especially during the 17th and 19th centuries, depictions of the observed world were often intended to denote the presence of the divine (Sturgis, 2000, 168).

The Old Testament

The Old Testament, the first section of the Christian Bible, tells various stories that include journeys of holy personages. Noah, Hagar, Ishmael, Lot, Jacob and Moses are among the biblical figures who made noteworthy trips.

The story of Noah’s journey is told in the Bible’s Genesis flood narrative. Observing the wickedness of mankind, God regrets creating them and decides to destroy the entire human race and all the animals. The only person he wishes to save is Noah. He orders him to build a great ark and take his wife, his sons, their wives and pairs of animals. He plans to make it rain on earth for forty days and forty nights. The waters cover the land for a hundred and fifty days. Then God, remembering Noah, causes the wind and rain to abate. Gradually the waters sunside and the ark alights on the summit of Mount Ararat. (Capoa, 2003, 54-58). Even the features of the ark is specified in the narrative.3

The Italian High Renaissance painter Jacopo Bassano (1515-1592) depicted Noah’s Ark and the gathering of animals several times. His mastery

---

3 So make yourself an ark of cypress wood; make rooms in it and coat it with pitch inside and out. This is how you are to build it: The ark is to be three hundred cubits long, fifty cubits wide and thirty cubits high (Genesis 6: 14-15).
in presenting different kinds of animals in a landscape can be seen in the painting dated 1570’s (Figure 1).

The flood is one of those events which stress the fact that men and animals share the same world and the same fate. Bassano and his family have been underrated because they concentrated so much on animal painting. Seen in longer perspective, however, it is clear that they were among the first outstanding landscape painters (Clark, 1977, 66).

Figure 1: Jacopo Bassano, *The Animals Entering Noah’s Ark*, 1570’s, oil on canvas, 207 x 275 cm, Museo del Prado, Madrid.

The story of Lot and his daughters comes from the nineteenth chapter of the Book of Genesis. Lot first appears in the Bible as Abraham’s nephew. When the sins of Sodom and Gomorrah “Cities of the Plain”, so angered God, he decided to destroy them, Abraham asked Lot and his family to be spared. The angels who came to warn, forbade anyone to look back as they fled. Lot’s wife did so and she was turned into a pillar of salt. Lot and his two daughters took refuge in the hills close to the small city of Zoar (Murray & Murray, 2013, 322).

German Renaissance artist Albrecht Dürer (1471-1528), depicted the fleeing of Lot and his family circa 1498 (Figure 2). This scene, painted on the reverse side of Dürer’s *Madonna and Child*, was important for the moral lesson it taught. Like the story of Noah and the flood, that of Lot and the desolation of Sodom and Gomorrah was an allegory demonstrating the power of God to save the righteous. Since the combination of the story of Lot with the depiction of the Virgin and Child is extremely unusual, the exact relation of the two images remains unclear. However, they could be understood as two examples of the value of a just life (www.nga.gov).

4 With the coming of dawn, the angels urged Lot, saying, “Hurry! Take your wife and your two daughters who are here, or you will be swept away when the city is punished.” When he hesitated, the men grasped his hand and the hands of his wife and of his two daughters and led them safely out of the city, for the Lord was merciful to them. As soon as they had brought them out, one of them said, “Flee for your lives! Don’t look back, and don’t stop anywhere in the plain! Flee to the mountains or you will be swept away!” (Genesis 19: 15-16).
Hagar, the Egyptian maidservant whom Sarah gave to Abraham as his concubine, is another traveling biblical person in the Book of Genesis. Hagar bore Ishmael who became the progenitor of Ishmaelites. When Sarah gave birth to Isaac, she felt that her son’s position is threatened by Ishmael. She urged Abraham to expel Hagar and Ishmael. They were sent away the desert with some water and bread (Achtemeier, 1996, 396). The book tells where and in what circumstances she wandered.\(^5\)

French Baroque era painter Claude Lorrain’s (1604-1682) painting entitled *The Expulsion of Hagar* is dated 1668 (Figure 3). Lorrain created a pair of landscapes in the same year: the *Expulsion of Hagar* and the *Landscape with Hagar and the Angel*. These are further examples of Lorrain’s often repeated theme of the morning and evening scenes. The figures play a tiny part in the whole of the picture (www.wga.hu).

\(^5\) Early the next morning Abraham took some food and a skin of water and gave them to Hagar. He set them on her shoulders and then sent her off with the boy. She went on her way and wandered in the Desert of Beersheba (Genesis 21: 14).
Jacob, on the road to Haran, stops one night to sleep. In his dream, he sees a flight of steps that leads from earth to heaven with two companies of angels climbing and descending. At the top of the ladder is the Lord, who speaks to Jacob. Several meanings have been attributed to the ladder. Above all, it alludes to God’s favor for the entire people of Israel. The presence of angels represents contact between the human and divine spheres (Capoa, 2003, 116-117).

Italian Baroque era painter Domenico Fetti (1589-1623) depicted Jacob’s dream in 1613 (Figure 4). Jacob is lying on the ground in a wild landscape, dreaming a ladder which opens a shining path through the lurid sky.

![Figure 4: Domenico Fetti, Jacob’s Dream, 1613, oil on wood panel, 43 x 60.5 cm, Detroit Institute of Arts, Michigan.](image)

The Book of Exodus narrates two journeys of the Hebrew prophet and lawgiver Moses: one when he was a baby, the latter in his adulthood.

---

6 Jacob left Beersheba and set out for Harran. When he reached a certain place, he stopped for the night because the sun had set. Taking one of the stones there, he put it under his head and lay down to sleep. He had a dream in which he saw a stairway resting on the earth, with its top reaching to heaven, and the angels of God were ascending and descending on it. There above it stood the Lord, and he said: “I am the Lord, the God of your father Abraham and the God of Isaac. I will give you and your descendants the land on which you are lying (Genesis 28: 10-13).

7 Now a man of the tribe of Levi married a Levite woman, and she became pregnant and gave birth to a son. When she saw that he was a fine child, she hid him for three months. But when she could hide him no longer, she got a papyrus basket for him and coated it with tar and pitch. Then she placed the child in it and put it among the reeds along the bank of the Nile. His sister stood at a distance to see what would happen to him (Exodus 2: 1-4).

8 Then the Lord said to Moses, “Why are you crying out to me? Tell the Israelites to move on. Raise your staff and stretch out your hand over the sea to divide the water so that the
French Baroque era painter Nicolas Poussin (1594-1665), depicted the trip of the newborn in his painting entitled *The Exposition of Moses* (1654) (**Figure 5**). When Pharaoh ordered all new-born Hebrew sons to be killed, Moses's mother put him in an ark of bulrushes in the Nile. His sister stayed to watch while Pharaoh's daughter came to the river with her maidens and found the child. The painting is striking for its emotional intensity, with the focus on Moses's suffering parents. The joyful scene of the finding of Moses was a popular one, whereas this subject is far less common. Poussin treated it earlier in 1627. It was greatly admired by contemporaries for the artist's treatment of the subject, his skill in painting reflections and the beauty of the landscape. Pharaoh's city is based on Pirro Ligorio's reconstruction of some of the most famous buildings of ancient Rome. A sphinx accompanied by a river-god and cornucopia identifies the Nile (www.ashmolean.org).

**Figure 5:** Nicolas Poussin, *The Exposition of Moses*, 1654, oil on canvas, 149,5 x 204,5 cm, Ashmolean Museum, Oxford.

Pharaoh permitted the people of Israel to leave Egypt. But he did not let them go freely and he gathered together his warriors and chariots to pursue them. The people of Israel were very afraid when they saw Egyptian army on the shores of the Red Sea. Moses stretched out his hand over the sea and waters were divided. (Ferguson, 1989, 59). Italian Early Renaissance artist Cosimo Rosselli (1439-1507), created *Crossing of the Red Sea* (**Figure 6**), a majestic painting presenting the victorious Israelites and the defeated Egyptian army in 1481. The impressive sky of the vast landscape is a dramatic reflection of the great event.

---

Israelites can go through the sea on dry ground. I will harden the hearts of the Egyptians so that they will go in after them. And I will gain glory through Pharaoh and all his army, through his chariots and his horsemen (Exodus 14: 15-17).
The New Testament

The New Testament, the second part of the Christian Bible, narrates the life of Virgin Mary and Jesus and discusses the miracles and teachings of Christ. Some of the episodes involve voyages either actual or spiritual.

The wise men described in the Gospel of Matthew\(^9\) as the first gentiles to believe in Christ were venerated as saints in the middle ages. They traditionally numbered three, called Casper, Balthasar and Melchior. In their rich iconography, they are sometimes depicted as one old man, one middle-aged and one youthful. They were naturally regarded as the patron of travellers before Saint Christopher became more popular (Farmer, 321-22). Pictures portraying the rich caravan of the three wise men, journeying toward Bethlehem are commonly entitled *Journey of the Magi*. When they reached to their destination, they worshiped the Infant Jesus and presented him with gifts (Ferguson, 1989, 77). Dutch Baroque era painter Leonaert Bramer (1596-1674) depicted the journey of the three magi to Bethlehem in 1638-1640 (*Figure 7*). Angels are leading the three magi with their torches in the dark landscape.

---

\(^9\) After Jesus was born in Bethlehem in Judea, during the time of King Herod, Magi from the east came to Jerusalem and asked, “Where is the one who has been born king of the Jews? We saw his star when it rose and have come to worship him (Matthew 2: 1-2). Then Herod called the Magi secretly and found out from them the exact time the star had appeared. He sent them to Bethlehem and said, “Go and search carefully for the child. As soon as you find him, report to me, so that I too may go and worship him.” After they had heard the king, they went on their way, and the star they had seen when it rose went ahead of them until it stopped over the place where the child was. \(^{10}\) When they saw the star, they were overjoyed (Matthew 2: 7-10).
After the Magi had worshipped the Infant Jesus, an angel appeared to Joseph in a dream and told him to take Jesus and his mother and flee to Egypt and stay there until the death of King Herod (Murray and Murray, 2013, 170). The Gospel of Matthew narrates the Egyptian journey of the holy family. Italian Early Renaissance artist Fra Angelico (1400-1455) depicted the flight into Egypt in 1451-1452 (Figure 8).

When they had gone, an angel of the Lord appeared to Joseph in a dream. “Get up,” he said, “take the child and his mother and escape to Egypt. Stay there until I tell you, for Herod is going to search for the child to kill him.” Herod. And so was fulfilled what the Lord had said through the prophet: “Out of Egypt I called my son” (Matthew 2: 13-15).
“Christ walking upon the water” is one of the miracles of Jesus that is narrated by the Gospels of Matthew, Mark and John.\textsuperscript{11} One evening, Christ ordered his disciples to cross over the sea of Galilee before him. A great wind arose that threatened the boat. Jesus went unto them, walking on the sea. (Ferguson, 1989, 84). Flemish Baroque era painter Paul Bril (1554-1626) created a stormy seascape in *Jesus Walking on the Sea of Galilee* (1590’s) (Figure 9).

![Figure 9: Paul Bril, Jesus Walking on the Sea of Galilee, 1590’s, 73.5 x 101 cm, Museum of John Paul II Collection, Warsaw.](image)

The Evangelists Matthew, Mark and Luke relate as Christ was led away to be crucified, a man called Simon from Cyrene carried his cross. It is the only evangelist John\textsuperscript{12} who says that Christ was compelled to bear his own cross (Ferguson, 1989, 87).

German court painter Christoph Schwarz (1545-1592) in his painting *Christ on the Way to Calvary* dated 1580 (Figure 10) depicted a crowded scene with the people and soldiers following Jesus on the way to Golgotha. He even added Saint Veronica who wiped the face of Christ with compassion and had the image of his face on her veil.

\textsuperscript{11} After he had dismissed them, he went up on a mountainside by himself to pray. Later that night, he was there alone, and the boat was already a considerable distance from land, buffeted by the waves because the wind was against it. Shortly before dawn Jesus went out to them, walking on the lake When the disciples saw him walking on the lake, they were terrified. “It’s a ghost,” they said, and cried out in fear. But Jesus immediately said to them: “Take courage! It is I. Don’t be afraid.” (Matthew 14: 23-27).

\textsuperscript{12} Carrying his own cross, he went out to the place of the Skull (which in Aramaic is called Golgotha) (John 19: 17).
One of the occasions on which Christ appeared to the disciples after his Resurrection is a prologue to a much more frequently depicted scene *Supper at Emmaus*. Luke, alone, describes how two disciples, on their way home from Jerusalem to the neighbouring village of Emmaus met Christ and walked with him.\(^{13}\) Christ is dressed as a pilgrim with a wallet and staff (Hall, 1974, 178).

Flemish Baroque era painter Jan Wildens (1586-1653) depicted a tranquil and beautiful landscape with a road in the center of the picture leading to Emmaus in *Christ on the Road to Emmaus* dated 1640’s (Figure 11). The figure of Christ who is dressed like the two disciples can be recognised by his halo.

The Ascension of Christ is the last appearance of Christ on earth after his Resurrection and his departure to Heaven. This dramatic event central to

\(^{13}\) Now that same day two of them were going to a village called Emmaus, about seven miles[\(^{11}\)] from Jerusalem. They were talking with each other about everything that had happened. As they talked and discussed these things with each other, Jesus himself came up and walked along with them; but they were kept from recognizing him (Luke 24: 13-16).
whole Gospel story is treated differently by the four Evangelists. Matthew and John do not mention it and Mark says merely. Only Luke\textsuperscript{14} gives a full account divided between the last chapter of his Gospel and the first chapter of the Acts (Murray and Murray, 2013, 34).

Italian Early Renaissance painter Pietro Perugino (1445-1523) created \textit{Ascension of Christ (Figure 12)} at the request of the Benedictine monks of the city of Perugia in 1495. The twelve apostles and Saint Paul stand at each side of the Virgin Mary. Above them, Christ can be seen inside a mandorla. Between heaven and earth, angels play music or pray to God (www.mba-lyon.fr).

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{ascension_of_christ}
\caption{Pietro Perugino, \textit{Ascension of Christ}, 1495-1498, 265 x 325 cm, Musée des Beaux-Arts de Lyon, Lyon.}
\end{figure}

The term assumption comes from the Latin “adsumere” meaning to take up. The belief that the body and soul of Virgin Mary were taken up to heaven after her death is first found in late fourth century apocryphal writings (Ross, 1996, 26). The scene of the assumption is set in in the Valley of Josaphat, the cemetery where the apostles took Mary’s body and placed it in a tomb. At the moment of assumption, Jesus appears with a group of angels. The archangel Michael uncovered the tomb, Mary’s soul was united with her body and the angels carried her up to heaven (Zuffi, 2003, 366). Flemish Baroque era painter Peter Paul Rubens (1577-1640), created a lively and eloquent scene in \textit{The Assumption of the Virgin Mary} dated 1616-18 (Figure 13).

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{assumption_of_virgin_mary}
\caption{Peter Paul Rubens, \textit{The Assumption of the Virgin Mary}, 1616-18, 260 x 400 cm, Studiolo di Francesco I, Palazzo Pitti, Florence.}
\end{figure}

\textsuperscript{14} When he had led them out to the vicinity of Bethany, he lifted up his hands and blessed them. While he was blessing them, he left them and was taken up into heaven. Then they worshiped him and returned to Jerusalem with great joy. And they stayed continually at the temple, praising God (Luke 24: 50-53). After he said this, he was taken up before their very eyes, and a cloud hid him from their sight (Acts 1: 9).
Saints

Saints have been regarded as protectors of certain countries, cities, arts and professions. Saints Bridget, Christopher, Michael, Julian and Roch are seen as patrons of travellers (Giorgi, 2003, 381). Saint Christopher is the most popular and frequently depicted saint related to journeys.

Saint Christopher was originally named Reprobus, a huge man from Canaan in third century who wished to serve the most powerful being on earth. He served a king for a long time. Then he met a hermit who speak to him of the power of Christ. The holy man advised him to stay near a river and ferry poor travellers across, since serving the humble was a way of serving Christ. One day, a child asked to be ferried across. During the trip, the child became very heavy; Reprobus thought he was carrying the weight of the entire world. The child then revealed himself to be Christ. He converted to Christianity and his name changed into Christopher, meaning Christ-bearer (Giorgi, 2003, 89).

Flemish Northern Renaissance artist Joachim Patinir (1485-1524), depicted Saint Christopher in 1515 (Figure 14). Described by Albrecht Dürer at the outset of the Renaissance as “the good painter of landscapes”, Patinir was considered the first modern painter to specialise in this genre. Among the reasons for the spectacular rise of this genre the geographical context was important. Antwerp was the leading art market of Europe and in contrast to other major cities in Europe, the range of works produced there was enormous and was controlled by the artists themselves rather than by the Church (www.museodelprado.es).
Conclusion

There are numerous Biblical episodes that include journey either actual or spiritual. The voyages of Noah, Lot and Moses are survival. These holy personages had to leave their home and go to a distant land to protect themselves and their families or the whole nation. Jacob dreamed a ladder that goes into heaven and enabled the up and down trip of angels. Virgin Mary and Jesus made spiritual journeys towards heaven in the eyes of their beloved ones. All these holy trips narrated in the Old and New Testament inspired Renaissance and Baroque landscape painters. Artists depicted figures walking, riding or ascending in majestic views of the natural world.

Greek and Roman mythologies which had been another great source of subjects for the European artists of 15th, 16th and 17th centuries, embrace journeys of divine characters. Helius, the god of sun, crosses the sky in a golden chariot drawn by four horses. His sister Eos, the goddess of dawn, drives across the sky in a chariot pulled by two fine horses. Jason, the legendary Greek hero and leader of the Argonauts, made a tiresome voyage to acquire the Golden Fleece. Odysseus, the Greek hero and king of Ithaca, made the most popular journey in mythology. The Odyssey, Homer’s great epic poem, focuses on the ten year trip home of Odysseus after the fall of Troy. These narratives have also inspired pleasing and exciting seascapes, landscapes and skyscapes.
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Abstract

Decision making has always been difficult for enterprises in an extremely competitive environment. It is one of the toughest decisions to select heating source. It is difficult to take into consideration factors such as quality of energy source, pollution degree of environment, attainability, sustainability. Due to this hardship, Multi criteria decision making method is beneficial for solving such kind of problems. Grey relational analysis and fuzzy AHP are efficient methods of multiple criteria decision making. In this paper, the best heating source source selection has been carried out by fuzzy AHP integrated grey relational analysis. In the phase of determining criteria weights is used by fuzzy AHP, while determining ranking of alternatives, grey relational analysis is used. The criteria used in this study are ecofriendly level, cost, attainability, calorific value and process ability. The alternatives used in this study are coal, natural gas, diesel and electricity. Out comes show that Grey Relational Analysis can be used successfully in the process of solving heating source selection problems

Keywords: Fuzzy AHP, Grey Relational Analysis, Heating Source

Introduction

Heating source takes the lead both in domestic and international domains as a strategic agenda item. Heating source firms have reached the most valuable and turnover. It is one of the most important priorities to supply nonstop, reliable and cheap heating sources in globalizing world. It has become one of the most important decisions for firms operating in foreign-dependent countries in terms of underground sources to select the most proper source in the production process. Managers should take into consideration many criteria such as the cost of heating source, availability, quality and pollution degree of heating source while deciding which alternative is better than any other.
Decision making has become of utmost importance for firms in an extremely competitive environment. The solutions of decision-making problems have been seek for scientific ways not for intuitive ways as a result of development in science and technology. Decision-making is very tough when demanded aim is determined by many parameters and there are unique advantages for each alternative. Within this framework, there are many methods to overcome these hurdles (Kaya et al. 2008: 8).

Decision-making involves criteria and alternatives to choose. The criteria usually have different importance and the alternatives in turn differ in our preference for them on each criterion. To make such tradeoffs and choices we need a way to measure. Measuring needs a good understanding of methods of measurement and different scales of measurement (Saaty, 2004: 1). Decision analysis can be depicted as a way to propose mathematical, statistical and numerical methods to solve problems faced by the enterprises. Decision analysis techniques can be applied to many fields in enterprises such as human source management, operation management, financial management, material purchase (Organ, 2013: 252).

Multiple criteria decision-making is one of the most widely-used branch of decision analysis. At the same time, multiple criteria decision-making contains methods to help evaluate many criteria, classify and ranking of alternatives. Multiple criteria decision-making is divided into two as multi objective and multi attribute decision-making. Within this division, AHP, ELECTRE, PROMETHEE, TOPSIS, COPRAS and grey relational analysis can be set as example to multi attribute decision-making (Atıcı and Ulucan, 2009:164).

The choice of heating source is very critical for business. There are lots of criteria and alternatives when deciding to use a heating source for enterprises. That’s why managers go through a rough period while deciding which alternative is more preferable. This study aims to solve this difficult decision by fuzzy AHP integrated grey relational analysis out of multiple criteria decision-making methods.

Methodology
AHP and Fuzzy AHP

Analytic hierarchy process (AHP) is a decision-making model that aids in making decisions in our complex world. It is a three part process which includes identifying and organizing decision objectives, criteria, constraints and alternatives into a hierarchy; evaluating pairwise comparisons between the relevant elements at each level of the hierarchy; and the synthesis using the solution algorithm of the results of the pairwise comparisons over all the levels. Further the algorithm result gives the relative importance of alternative courses of action (Saaty, 1988: 110).
Analytic hierarchy process (AHP) has been widely used as a useful multiple criteria decision-making (MCDM) tool or a weight estimation technique in many areas such as selection, evaluation, planning and development, decision-making, forecasting, and so on. The traditional AHP requires crisp judgments. However, due to the complexity and uncertainty involved in real world decision problems, a decision maker (DM) may sometimes feel more confident to provide fuzzy judgments than crisp comparisons (Wang et al., 2008: 735).

There has been serious criticism about AHP method although it is a common method. Firstly AHP method doesn’t pay attention to available ambiguity with regard to decision and criteria. This influences the result substantially. There may be some changes in the ranking of alternatives when a worse alternative is added up to problem in AHP method. This case reveals that the results obtained by AHP method don’t guarantee true result every time. Triangular fuzzy numbers are used to fuzzify piecewise comparison matrix in fuzzy AHP. Triangular fuzzy numbers are used to determine the judgments of decision makers. After obtaining fuzzy performance, the aim is to get ultimate results (Organ and Kenger, 2012: 122).

Fuzzy AHP method can be considered as an advanced analytical technique introduced by Saaty’s AHP method to model unconstructed problems in various fields. Traditional AHP methods evaluate the judgments of decision maker, fuzziness, ambiguity despite its consistency with regard to handling both qualitative and quantitative criteria. Although the aim of AHP method is to reveal expert opinion traditional AHP methods still don’t reflect human thought style. Since the basis of priorities in AHP is perceptional judgments of decision maker, fuzzy AHP acquires better solution. That’s why many researchers are interested in fuzzy extension of AHP method, introduced by Saaty (Özdağoğlu, 2008: 17).

In our study, we applied to fuzzy AHP while determining weights. The steps of fuzzy AHP method are as follows (Hsieh et al., 2004: 576-577).

**Step 1.** Construct pairwise comparison matrices among all the criteria according to decision makers’ opinion.

\[
\tilde{A} = \begin{bmatrix}
1 & \tilde{a}_{12} & \ldots & \tilde{a}_{1n} \\
\tilde{a}_{21} & 1 & \ldots & \tilde{a}_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{a}_{n1} & \tilde{a}_{n2} & \ldots & 1
\end{bmatrix} = \begin{bmatrix}
1 & \tilde{a}_{12} & \ldots & \tilde{a}_{1n} \\
1/\tilde{a}_{12} & 1 & \ldots & \tilde{a}_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
1/\tilde{a}_{n1} & 1/\tilde{a}_{n2} & \ldots & 1
\end{bmatrix}
\]
Decision maker used five scaled fuzzy comparison table while evaluating criteria. As it can be seen in Table 1.

Table 1: The Linguistic Assessment Variables and its Corresponding Scale in Terms of Triangular Fuzzy Numbers

<table>
<thead>
<tr>
<th>Linguistic Variable</th>
<th>Triangular Fuzzy Scale</th>
<th>Triangular Fuzzy Reciprocal Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>(1,1,1)</td>
<td>(1/1, 1/1, 1/1)</td>
</tr>
<tr>
<td>Moderate</td>
<td>(2,3,4)</td>
<td>(1/4, 1/3, 1/2)</td>
</tr>
<tr>
<td>Strong</td>
<td>(4,5,6)</td>
<td>(1/6, 1/5, 1/4)</td>
</tr>
<tr>
<td>Very Strong</td>
<td>(6,7,8)</td>
<td>(1/8, 1/7, 1/6)</td>
</tr>
<tr>
<td>Extremely Preferred</td>
<td>(8,9,9)</td>
<td>(1/9, 1/9, 1/8)</td>
</tr>
</tbody>
</table>

Step 2. Fuzzy geometric mean and fuzzy weights of each criterion are calculated using Equation (1) and (2).

\[
\tilde{r}_i = (\tilde{a}_{i1} \otimes ... \otimes \tilde{a}_{ij} \otimes \ldots \tilde{a}_{in})^{1/n} \\
\tilde{w}_i = \tilde{r}_i \oplus [\tilde{r}_1 \oplus \ldots \tilde{r}_i \oplus \ldots \oplus \tilde{r}_n]^{-1}
\] (1)

Step 3. In the last step, Center of Area (COA) method is used to calculate Best Nonfuzzy Performance value (BNP).

\[
\text{BNP}_{wi} = \frac{(U_{wi} - L_{wi}) \oplus (M_{wi} - L_{wi})}{3} \oplus L_i ; i=1,2,\ldots,n
\] (3)

L_{wi}, M_{wi}, U_{wi} values are triangular fuzzy numbers and respectively represent the lower, middle and upper values.

Grey Relational Analysis

Grey system theory was used by Deng (1982). The grey system is defined as a system of partial definition. The grey system theory is applied to solve partial information problems such as decision-making, weather prediction and military affairs (Liang et al, 2014: 9).

The fundamental definition of “greyness” is information being incomplete or unknown, thus an element from an incomplete message is
considered to be of grey element. Grey relation means the measurements of changing relations between two systems or between two elements that occur in a system over time. The analysis method, which measures the relation among elements based on the degree of similarity or difference of development trends among these elements, is called “grey relation analysis” (Feng and Wang, 2000:136).

In grey relational analysis, black means that we have no information on the other hand white means that we have information. A grey system has a level of information between black and white (Sreenivasulu and Rao, 2012: 71). Some information is known and some information is unknown. GRA is used to convert multi-response optimization into a single response grey relational analysis (Jegan et al, 2012: 4008).

Grey relational analysis has become more and more important recently. There are lots of studies about this method recently. Some of these studies are as follows:


The phases of GRA are as follows (Mehregan et al, 2012: 404-405, Zhai et all, 2009: 7072-7079, Ecer, 2013:176-177):

**Step 1. Construction of Decision Matrix**
As in all multi-criteria decision-making problems, firstly decision matrix is constructed.

**Step 2. Normalization of Decision Matrix**
If the target value of original sequence is expected to be maximum, then the original sequence is normalized as follows:

\[ x_i^*(j) = \frac{x_i(j) - \min_j x_i(j)}{\max_j (x_i(j) - \min_j x_i(j))} \]  

(4)

If the expectancy is that smaller values are better, the original sequence should be normalized as follows:

\[ x_i^*(j) = \frac{\max_j x_i(j) - x_i(j)}{\max_j x_i(j) - \min_j x_i(j)} \]  

(5)
Step 3. Construction of Absolute Value Table

The absolute value between $x_0^*$ and $x_i^*$ is calculated as follows:

$$
\Delta_{0i} = \left| x_0^*(j) - x_i^*(j) \right| \quad i=1,2,\ldots,m \quad (6)
$$

$$
\Delta_{0i} = \sum_{j=1}^{m} \left| x_0^*(j) - x_i^*(j) \right| \quad i=1,2,\ldots,m
$$

Step 4. Calculation of Grey Relational Coefficient

Grey relational coefficient is calculated to express the relationship between the ideal and actual normalized results and can be calculated as follows:

$$
\gamma_{0i}(j) = \frac{\Delta_{\text{min}} + \xi \Delta_{\text{max}}}{\Delta_{0i}(j) + \xi \Delta_{\text{max}}} \quad (7)
$$

$$
\Delta_{\text{max}} = \max_j \Delta_{0i}(j) \quad (8)
$$

$$
\Delta_{\text{min}} = \min_j \Delta_{0i}(j) \quad (9)
$$

$\xi$ is distinguishing or identification coefficient. $\xi$ is generally used as 0.5.

Step 5. Calculation of Grey Relational Grade

After getting grey relational coefficient, we take the average of grey relational coefficient as the grey relational grade if all the criteria have equal importance. The grey relational grade is calculated as follows:

$$
\Gamma_{0i} = \frac{1}{n} \sum_{j=1}^{n} \gamma_{0i}(j) \quad i=1,2,\ldots,m \quad (10)
$$

However in real world, there can be different weights for the criteria. In this case, the grey relational grade is calculated as follows:

$$
\Gamma_{0i} = \sum_{j=1}^{n} [w_j(j) \gamma_{0i}(j)] \quad (11)
$$

where $w_j$ represents the normalized value of attribute $j$. Therefore, if a comparability sequence for an alternative gets the highest grey relational grade with the reference sequence, it means that a particular comparability sequence is more important than the other comparability sequences to the reference sequence it is the best alternative to be chosen (Mehregan et al, 2012: 404-405).
Application
An Integrated Approach Based On Fuzzy AHP And Grey Relational Analysis For Heating Source Selection

The aim of this study is to determine the most suitable heating source for a textile firm. As a heating source, this textile company has 4 different alternatives. These include Coal, Natural Gas, Diesel, and electricity. The criteria to be taken into account when choosing these alternatives are Cost, Attainability, Ecofriendly, Calorific Value and Processability. In this study, the best heating source selection for an enterprise is carried out with AHP integrated Grey Relational Analysis. The linguistic variables used to evaluate alternatives are given in Table 2.

Table 2. The Linguistic Variables Used to Evaluate Alternatives

<table>
<thead>
<tr>
<th>Linguistic Variables</th>
<th>Reciprocal Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Weak</td>
<td>1</td>
</tr>
<tr>
<td>Weak</td>
<td>3</td>
</tr>
<tr>
<td>Fair</td>
<td>5</td>
</tr>
<tr>
<td>Good</td>
<td>7</td>
</tr>
<tr>
<td>Very Good</td>
<td>9</td>
</tr>
<tr>
<td>Interval Values</td>
<td>2,4,6,8</td>
</tr>
</tbody>
</table>

Data set prepared according to expert opinion is given in Table 3.

Table 3. Data Set Prepared According to Expert Opinion

<table>
<thead>
<tr>
<th>Ecofriendly level</th>
<th>Cost</th>
<th>Attainability</th>
<th>Calorific Value</th>
<th>Processability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>1</td>
<td>9</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>Natural gas</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Diesel</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Electricity</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>3</td>
</tr>
</tbody>
</table>

Normalization is carried out by Equations (4) and (5). Normalized decision matrix is given in Table 4.

Table 4. Normalized Decision Matrix

<table>
<thead>
<tr>
<th>Ecofriendly level</th>
<th>Cost</th>
<th>Attainability</th>
<th>Calorific Value</th>
<th>Processability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>0,75</td>
<td>0,16667</td>
<td>0,6667</td>
<td>0,5</td>
</tr>
<tr>
<td>Natural gas</td>
<td>1</td>
<td>0</td>
<td>0,75</td>
<td>0,75</td>
</tr>
<tr>
<td>Diesel</td>
<td>0,25</td>
<td>1</td>
<td>0,75</td>
<td>0,75</td>
</tr>
<tr>
<td>Electricity</td>
<td>1</td>
<td>0,3333</td>
<td>0,3333</td>
<td>0</td>
</tr>
</tbody>
</table>

After normalization, absolute value table is constructed by Equation (6). Absolute value table is given in Table 5.
Table 5. Absolute Value Table

<table>
<thead>
<tr>
<th>Eco-friendly level</th>
<th>Cost</th>
<th>Attainability</th>
<th>Calorific Value</th>
<th>Processability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>Natural gas</td>
<td>0.25</td>
<td>0.8333</td>
<td>0.3333</td>
<td>0.5</td>
</tr>
<tr>
<td>Diesel</td>
<td>0.75</td>
<td>0</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>Electricity</td>
<td>0</td>
<td>0.6667</td>
<td>0.6667</td>
<td>1</td>
</tr>
</tbody>
</table>

Then $\Delta_{\text{max}}$ and $\Delta_{\text{min}}$ are obtained as 1 and 0 respectively. $\zeta$ is regarded as 0.5 as generally used. Grey relational coefficient is calculated by Equation (7). Grey relational coefficient for each alternative is given in Table 6.

Table 6. Grey Relational Coefficient

<table>
<thead>
<tr>
<th>Eco-friendly level</th>
<th>Cost</th>
<th>Attainability</th>
<th>Calorific Value</th>
<th>Processability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>0.3333</td>
<td>0.3333</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>Natural gas</td>
<td>0.6667</td>
<td>0.375</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Diesel</td>
<td>0.4</td>
<td>0.3333</td>
<td>0.6667</td>
<td>0.6667</td>
</tr>
<tr>
<td>Electricity</td>
<td>1</td>
<td>0.4285</td>
<td>0.4285</td>
<td>0.3333</td>
</tr>
</tbody>
</table>

In the next step grey relational grade is calculated by using weights obtained by fuzzy AHP. (The weights used at this stage have also been used in (Organ and Yalçın 2016:51-61)³.

Therefore weighting steps of fuzzy AHP are given as follows:
The fuzzy pairwise comparison matrix we get after expert evaluation is given in Table 7.

Table 7. The Fuzzy Pairwise Comparison

<table>
<thead>
<tr>
<th>Ecofriendly level</th>
<th>Cost</th>
<th>Attainability</th>
<th>Calorific Value</th>
<th>Processability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ecofriendly level</td>
<td>1.00</td>
<td>0.11 0.11</td>
<td>0.125 0.142</td>
<td>0.16 0.20</td>
</tr>
<tr>
<td>Cost</td>
<td>1.00</td>
<td>0.125</td>
<td>0.166</td>
<td>0.25</td>
</tr>
<tr>
<td>8.00 9.00</td>
<td>1.00</td>
<td>1.00 1.00</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00</td>
</tr>
<tr>
<td>9.00 1.00</td>
<td>1.00</td>
<td>1.00 1.00</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00</td>
</tr>
<tr>
<td>Attainability</td>
<td>6.00 7.00</td>
<td>1.00 1.00</td>
<td>1.00 1.00 1.00</td>
<td>4.00 5.00 1.00</td>
</tr>
<tr>
<td>8.00 1.00</td>
<td>1.00</td>
<td>1.00 1.00</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00</td>
</tr>
<tr>
<td>Calorific Value</td>
<td>4.00 5.00</td>
<td>1.00 1.00</td>
<td>0.16 0.20 0.25</td>
<td>1.00 1.00 0.25</td>
</tr>
<tr>
<td>6.00 1.00</td>
<td>1.00</td>
<td>1.00 1.00</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00</td>
</tr>
<tr>
<td>Processability</td>
<td>6.00 7.00</td>
<td>8.00 9.00</td>
<td>1.00 1.00 1.00</td>
<td>2.00 3.00 1.00</td>
</tr>
<tr>
<td>8.00 9.00</td>
<td>1.00</td>
<td>1.00 1.00</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00</td>
</tr>
</tbody>
</table>

Fuzzy weights are obtained for each criteria using Equation (1).

\[\tilde{r}_1 = (0.1940, 0.2135, 0.2437)\]
\[\tilde{r}_2 = (0.974, 0.997, 1.015)\]
\[\tilde{r}_3 = (1.888, 2.036, 2.168)\]
\[\tilde{r}_4 = (0.693, 0.801, 0.944)\]
\[\tilde{r}_5 = (2.491, 2.852, 3.103)\]

Criteria weights are calculated by using Equation (2).

\[\tilde{W}_1 = (0.0259, 0.0309, 0.0390)\]
\[\tilde{W}_2 = (0.1303, 0.1446, 0.1627)\]
\[\tilde{W}_3 = (0.2525, 0.2950, 0.3475)\]
\[\tilde{W}_4 = (0.0927, 0.1160, 0.1512)\]
\[\tilde{W}_5 = (0.3326, 0.4133, 0.4972)\]

Best non-fuzzy performance values are obtained from defuzzifying fuzzy criteria weights with Center of Area (COA) method by using Equation (3).

\[\text{BNP}_{w1} = 0.0320\]
\[\text{BNP}_{w2} = 0.1459\]
\[\text{BNP}_{w3} = 0.2984\]
\[\text{BNP}_{w4} = 0.1200\]
\[\text{BNP}_{w5} = 0.4146\]

In the next step grey relational grade is calculated by using weights obtained by fuzzy AHP. Grey relational grade is obtained by Equation (10) and grey relational grade and ranking of alternatives are given in Table 8.

<table>
<thead>
<tr>
<th>Eco-friendly level</th>
<th>Cost</th>
<th>Attainability</th>
<th>Calorific Value</th>
<th>Processability</th>
<th>(\Gamma)</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>0.010661</td>
<td>0.048632</td>
<td>0.2983623</td>
<td>0.1200168</td>
<td>0.2073146</td>
<td>0.6849862</td>
</tr>
<tr>
<td>Natural gas</td>
<td>0.021322</td>
<td>0.054711</td>
<td>0.1790174</td>
<td>0.0600084</td>
<td>0.4146292</td>
<td>0.7296872</td>
</tr>
<tr>
<td>Diesel</td>
<td>0.012793</td>
<td>0.145895</td>
<td>0.0994541</td>
<td>0.0800112</td>
<td>0.2764195</td>
<td>0.614573</td>
</tr>
<tr>
<td>Electricity</td>
<td>0.031982</td>
<td>0.062527</td>
<td>0.1278695</td>
<td>0.0400056</td>
<td>0.1382097</td>
<td>0.4005937</td>
</tr>
</tbody>
</table>

According to ranking of alternatives, it is obtained that natural gas is first alternative, coal is the second, diesel is the third alternative, electricity is the last alternative.
Conclusion

Grey relational analysis has become more and more popular recently. Grey relational analysis reveals better results compared with other statistical methods. It also seems more proper compared with other multiple criteria decision-making methods as it is easy to use.

According to results of the study, natural gas is the best alternative for enterprise to use. Its eco-friendly level, affordability, attainability and processability enable it to take the lead. After natural gas, coal seems to be second suitable heating source for this enterprise. When we glimpse at the features of coal, it can be preferable due to being very affordable and attainable despite its low eco-friendly level. Diesel is the third alternative the enterprise can select. Diesel doesn’t seem wise for enterprise as it is costly and low eco-friendly. Electricity takes the last rank among alternatives. Despite its high eco-friendly level, it doesn’t seem logical to use due to its low calorific value and processability.
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Abstract
Systematic errors can significantly affect the results of research. Interviewer errors and respondents (participants) errors constitute a large portion of systematic error sources. The purpose of this study is to show whether there is a difference between the results of the questionnaire marked by the respondent and the results of the questionnaire marked by the interviewer. For this purpose, the responses of 150 participants to the questionnaire were compared and analyzed. The findings of the analyze reveal that there is a difference between the results of the questionnaire marked by the interviewer and the results of the questionnaire marked by the respondent. Another result is that the reliability of the questionnaire data marked by the interviewer is lower than other group. This study is part of a research carried out with the support of The Scientific and Technological Research Council of Turkey (TUBITAK – 115K155) and the results provide preliminary information.
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Introduction
Data collection by survey method is a widely used method especially in social sciences. As with many methods, the survey method is also open to some research errors. The interviewer and the respondent errors constitute a significant part of these error sources. An important issue that leads to errors during the implementation of the survey is the mode of application of the survey. Survey mode effect can have a key role in changing the rates of
interviewer and respondent errors. In this study, it was aimed to compare the questionnaires marked by the respondent (Self-administered questionnaire - SAQ) and the questionnaires marked by the interviewer (Interviewer-administered questionnaire – IAQ).

**Literature Review**

Non-sampling error is caused by various reasons and interviewing method is one of these reasons (Malhotra and Birks, 2007). Interviewer and respondent errors in attitude and behavior measurement may damage the accuracy of the obtained data. Exemplary, the measurement error associated with the self-reported behavior of the responder may appear in many different ways (Catania et al., 1990: 341): a) answering a question may be rejected, b) the behaviors performed can be declared as never performed, c) the behavior can be considered to be performed but the frequency can be neglected and d) behaviors that are never performed can be declared as if they were done. These mistakes consist of a combination of response and non-response errors. However, although they are both different types of error, they are both influenced by the presence, attitude and behavior of the interviewer. For this reason, it is important to examine self-administered questionnaire and interviewer-administered questionnaire modes.

In the interviewer-administered questionnaire (IAQ), the interviewer reads the questions aloud and respondent answer questions (Gribble et al., 1999: 17). The presence or participation of the interviewer may affect the responses, the presence or participation of the interviewer may activate or suppress some of the respondent's response tendencies (Moum, 1998: 282). The presence of an interviewer, especially when personal sensitive questions are asked, can distort the response of the respondent (Knapp and Kirk, 2003: 118). Direct measurement of the effect of the interviewer is difficult, since it is not known what the repeatability will be if there is no interview (Back et al., 1955: 444). It is not possible for any two interviewers to express the question in the same way while the questions are being asked, and especially unrecognized and repeated questions. In such a case, different responders have different stimuli that are likely to produce a variation in the responses (Boyd and Westfall, 1955: 316).

On the other hand, in the self-administered questionnaire (SAQ) mode, questionnaire paper is given to people either by hand or by mail or computer-assisted systems (Bowling, 2005: 282). SAQs are limited to participants' level of education and reading ability (Catania et al., 1990: 341).

According to Presser et al. (2004), one of the consequences of increasing data collection modes is to recognize that the answers to the questionnaires can be influenced by the mode the questions are asked. For this reason analyzes should take into account different methods and the
possible effects on the measurement error should not be overlooked. Both IAQ and SAQ have superior and weaker sides in terms of errors (see table 1).

**Table 1.** Comparison of IAQ with SAQ according to potential biases

<table>
<thead>
<tr>
<th></th>
<th>IAQ (Face to face)</th>
<th>SAQ (paper and pencil)</th>
</tr>
</thead>
<tbody>
<tr>
<td>More complete population coverage for sampling</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Cognitive burden</td>
<td>Low</td>
<td>Great</td>
</tr>
<tr>
<td>Survey response</td>
<td>High</td>
<td>Medium – low</td>
</tr>
<tr>
<td>Item response/completion of questionnaire</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Question order effects</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Response-choice order effects</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>Recall bias</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Social desirability bias</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>‘Yes-saying’ bias</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Interviewer bias</td>
<td>High</td>
<td>-</td>
</tr>
<tr>
<td>Length of verbal response / amount of information</td>
<td>High</td>
<td>-</td>
</tr>
<tr>
<td>Willingness to disclose sensitive information</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Respondents’ preferences for mode of administration</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

Source: (Bowling, 2005: 284)

The effect of the survey mode was investigated in many areas, primarily in the field of health. Aquilino (1998) has found that there is no difference between face-to-face and telephone survey results in his research with depression scale, but the results of self-administered questionnaires produce high scores according to both methods. Kraus and Augustin (2001) have found that drinking and alcohol problems in their work are reported more easily in self-administered surveys than in telephone interviews. In another health survey, Bergmann et al. (2004) concluded that self-administered questionnaires did not produce the same information as personal interviews in a few specific contexts.

On the other hand, Kaplan et al. (1997) compared the self-administered questionnaire with interviewer-administered questionnaire in terms of scale availability (The Quality of Well-Being Scale). According to the results of this study, there was no difference between the two methods. Similarly, Knapp and Kirk (2003) compared three different survey methods (pencil and paper mail, Internet research or automated touch-tone telephone response system) and found no significant difference between the results.

The tendency to answer in the direction of social desirability is also a sensitive issue to be considered in the selection of the survey method. SAQ and IAQ are compared in terms of social desirability, and there are studies showing that the tendency to respond to social desirability is higher in interviewer-administered surveys (eg, Moun, 1998; Okamoto et al., 2002).
Methodology
Measurement Instrument, Sample and Data Collection

In this study, self-administered questionnaire and interviewer-administered questionnaire modes were used. Both modes included the same questions. The research instrument items were adapted from the Satisfaction With Life Scale – SWLS (Pavot and Diener, 1993). Likert type scale was used for measurement (5-point, strongly disagree to strongly agree). Data were collected from 150 individuals aged between 18 and 50 years. Half of the respondents answered the self-administered questionnaire and the other half answered the interviewer-administered questionnaire.

Data Analysis and Results

The normality test (Kolmogorov-Smirnov) and the homogeneity test (Levene) of variances were applied for the collected data by both modes. The results of the analysis showed that the data were normally distributed and the variances were homogeneous. Then, reliability analysis was performed with the collected data by both modes. Findings related to the reliability of the questionnaires are shown in table 2.

<table>
<thead>
<tr>
<th>Table 2. Comparison of reliability analysis results in terms of modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAQ</td>
</tr>
<tr>
<td>Cronbach’s Alpha</td>
</tr>
</tbody>
</table>

When the reliability analysis results are examined, it is seen that the internal consistency coefficient of the data obtained by SAQ mode is higher than IAQ mode. Factor analysis followed the reliability analysis. As a result of factor analysis, a one-factor structure emerged in both modes. The variances explained by the factors are shown in table 3.

<table>
<thead>
<tr>
<th>Table 3. Comparison of methods according to the variances explained by the factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAQ</td>
</tr>
<tr>
<td>Variances explained %</td>
</tr>
</tbody>
</table>

When the explained variance values are examined, it is seen that the SAQ mode has a higher value than the IAQ mode. Then t-test was performed to compare the means of the data obtained by both modes. The findings obtained from the t-test results are shown in table 4.

<table>
<thead>
<tr>
<th>Table 4. Comparison of modes according to group statistics and t test results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group Statistics</td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>Scale</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Q1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
According to the results of t-test, a significant difference was found between the scale means of the data obtained from the two modes. From this result, it can be said that the respondents in the SAQ method give higher scores for the Satisfaction with Life Scale. When the means of the items were compared, a significant difference was found for three out of five items. For the three question items, the SAQ means higher than the IAQ.

**Conclusion**

In this study, it was researched whether there is a difference between the results of the questionnaire marked by the respondent (Self-administered questionnaire - SAQ) and the results of the questionnaire marked by the interviewer (Interviewer-administered questionnaire – IAQ).

The findings show that there is a difference between the data obtained with SAQ and IAQ modes. In addition, the results indicate that the SAQ scores are higher than the IAQ scores. When the reliability analysis and the explained variance are compared, it is concluded that the SAQ method is a better method. However, it should be taken into account that the results in this study may have emerged from the scale used (Satisfaction with Life Scale- SWLS). Because difference and especially which method produces higher or lower scores may vary depending on the measured subject or measuring instrument.
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Abstract
Although there are many elements that shape cities, universities have been first among these elements in recent years. The main purpose of the universities, which are central to the societal progress, is to conduct scientific research, generate knowledge, combine cultures and provide necessary professional skills. In addition to these objectives, it is expected that the universities in Turkey would also contribute to their host cities in many ways. Today, each Anatolian city has at least one university. This study aims to question the role and responsibilities of the universities in the transformation of Anatolian cities in Turkey. Therefore, the demographical, economical, geographical, industrial, societal and cultural effects of universities on their cities will be discussed in the framework of Turkey. As the results of the study: i) Universities are expected to play a substantial role as an urban development agent especially in terms of demography and economy, ii) The effects of the universities in the cities are felt more in the undeveloped cities than in the developed ones, iii) Universities also affect their cities in terms of the employment structure, housing, health facilities, physical infrastructure, quality of life, societal and cultural structure.

Keywords: University, Turkey, Anatolian City

Introduction
Universities, in addition to educational functions, contribute directly and indirectly to the provinces in many areas, primarily social, political, economic and cultural. Today, there is at least one university in every city in Turkey, with the thought that they might contribute to the reduction of the developmental differences between regions and cities. In the period after 1950, because of the rapid migration towards the western part of the country, new universities were established in the provinces which have the potential to become centers. For the last two decades, the majority of universities have

15 The present study is supported by Pamukkale University Scientific Research Projects Coordination Unit in the framework of Researcher Support with the nr. 2017KRM002-010
been established by the state in medium-sized provinces in Anatolia. As of February 2017 (yok.gov.tr), there are 6,689,185 university students in total in 81 cities of Turkey including 2,759,708 formal education students, 777,079 evening education students, 74,619 distance learning students, and 3,077,779 open education students. There are 18316 higher education institutions in total: 112 of them are public, 65 are private, 6 are private vocational schools. The purposes of their establishment are to reduce developmental differences between regions, to set the ground for economic development in cities, especially in trade, and to distribute within the country the economic return provided by the university for the region it was established in. It is also expected that universities will contribute to accumulation of social capital, development of community, and institutional capacity of the region. All these functions provide an entrepreneurial university definition. Universities directly and indirectly affect the city in which they were established - firstly its demographic structure, then, in time, its economy, spatial settlement, social and cultural structure, social and professional improvement, sports and physical activity areas, and industry. In a sense, as expressed by Ransom (2015), the future of cities is related to the future of universities.

Establishing universities out of economic concerns contradict the reasons for the existence of universities. A process based on scientific data is required while establishing a university. The reasons specified as motives in the establishment of universities (Arap, 2010:18), such as the facts that the city is economically underdeveloped, that it has cultural potential, that its young population should be directed towards professionalism, and that the university revitalizes the city cannot be evaluated as scientific. However, due to such and similar reasons, as well as the effects of political people, the establishment of universities has been accelerated.

New universities lack of facilities such as building, equipment, library, laboratory and so on. However, the fact that peoples of all cities want more universities, departments, and students overshadows these problems, and this desire has coincided with the state policy with regards to aiming at economic revival (Arslan, 2016: 1105-1106). In the study, we will discuss the changing role of universities in terms of Turkey, the effects of universities on changes of Anatolian provinces, and the obligations for the development of the province.

---

16 When 14 Police Academies, 5 Military Academies and Gülhane Military Medical Academy (GATA), and 5 Public Vocational Schools (Sergeant, Gendarmerie) are added to this number, the total number of higher education institutions is 207.
Changing Roles of Universities

In short, the functions of universities in Turkey are culture generation/transfer, professional education, scientific research and training new scientists. The primary function of a university is to generate/transfer culture.\(^{17}\) While doing so, universities are affected by the socio-economic and political order (Gasset, 1998: 39, 43). Since 1980, the higher education system in Turkey has been restructured in a new liberal understanding in which the state is minimized and withdraws from the public services, and in which the market share is increased. In this period, the decisiveness of the post-1980 military government, as well as the followed EU process and market-focused economic model, in other words, opening education to the private sector and civil society, were effective. With the "Higher Education Law" no. 2547 enforced in 1981, the universities began to be restructured with the economic-based Anglo-Saxon model. Within this framework, the budgets of universities were limited, and the endeavors to increase privatization and the number of universities accelerated (Sallan Gül and Gül, 2014: 56). Even though the president of the Council of Higher Education at the time, Doğramacı (1989) defines the aim of this law as to “improve the quality of teaching, research and community service in Turkish institutions of higher education without bringing them under any ministerial control”, with the effect of new liberal waves, the universities became a community of organizations that undertake the functions of teaching, researching, and public-serving, with the target of complying with the demands of the external world and the market. This new formation is called “multiverse”, in other words, “entrepreneur university” (Tekeli, 2003: 132). Higher education started to be commercialized, and the requirements of university components were overshadowed by the financial objectives of the university administrations. The concept of “serving the public” seen on the definitions remained a secondary objective, and the functions of the university started to be discussed through the entrepreneur university model (Arap, 2014: 107). The last generation universities established in Turkey also comply with this model.

The Responsibilities of Universities in the Transformation of Anatolian Cities and the Expectations of Cities

What the cities expect from the universities is very extensive, especially in terms of economic effects. With the idea that a university

\(^{17}\) The values produced by the universities in the UK are listed as (Kelly, McNicoll, 2011) Educational value; cultural value; intrinsic value; option value; heritage value; economic value; public value; social value; financial value; blended value; instrumental value (and so on and so forth.)
should be established in undeveloped areas, so that the economic and social level of the city will rise together with the newcomers and thus the more universities will be established.

The economic, cultural, social or political roles of universities are interconnected (Brennan et al., 2004). Based on their UK and USA experiences, Goddard and Vallance (2011: 5) list the obligations and roles of universities for cities as follows: i) The universities must become integrated with the cities they are established in, ii) cooperate with the other universities or educational institutions in the city, iii) create opportunities for the society they exist in (individual learners, businesses, public institutions), iv) be administered in a way that ensures broad participation with the city and region they are established in, v) use their location to form their identity but operate on a global scale. While these are definitions specific to entrepreneur universities, the issues that the universities may be responsible for with regards to the transformation of cities are: To provide the manpower needed by the society, and to direct social improvement. The expectations of cities from the universities or the responsibilities universities are expected to bear with regards to the transformation of cities are discussed below:

**Economical Roles and Expectations**

Turkey's economy is based more on consumption than on production. In terms of production-based industries, the service industry is at the forefront. The fact that especially the economies of small- and medium-scale cities are based on consumption and focused on the service industry resulted in an increasing importance placed on the universities in the cities and the number of students in those universities (Esgin and Arslan, 2012: 384). While the contribution of the spending of university students on the city's economy varies according to years, cities, and universities, the students are very important to the city's economy.

The effects of universities on the local economy can be evaluated under employment, income, and spending items (Çayın and Özer, 2015:132; Atik, 1999:99). Their economic contributions to the city are the employment of academic and administrative personnel, the payments made (salary, additional course fee, travel allowance, working capital, etc.), the payments made to people, institutions and organizations other than its personnel, and the spending made by the university students. The increase in employment resulting from the development of manufacturing industries that provide goods and services for universities and student spending is an indirect employment contribution (Çayın and Özer, 2015:132, Görkemli, 2009:176, Erkekoğlu, 2000:214). The economic effects of universities on their cities are those whose results are fastest-observed as their calculability is high. When the number of students and academic-administrative personnel is considered,
the direct and indirect contribution of universities to the city's economy is very big. Another element that may be considered among the indirect contributions of universities to the city's economy is the research, symposium or planning works conducted by the universities for the development of the region (Çınar and Emsen, 2001:97).

Following the establishment of universities, a big and young population changes all consumption patterns of the city and results in a significant difference in the service industry in the city (Işık, 2008:162). As an extension of the public policies outlined in order to support the small-scale cities, public universities have recently been established more in smaller, economically weak and emigrant cities. All 15 universities established in Turkey in 2006 are located in cities with a population between 50.000 and 120.000 (Bayraktar, 2011:110; Sargın, 2006:29-30). Increasing population results in an increase in the demand for housing and employment, the need for transportation, and the demand for social equipment and cultural activities. Moreover, together with the graduates, the labor force supply is increased by those who stay in the city.

Roles and Expectations in Transformation of Urban Space

The universities trigger transformation with regards to urban space in the cities they are established in. While campus areas are centers of attraction, housing and service industries develop quickly, starting from the campus surroundings. Following the establishment of universities in small- and medium-scale cities, important structural changes in the urban space usage such as the growth of city area, diversification of urban function, formation of new areas of employment, revival of housing industry, inclusion of residences like dormitories and hostels in the urban living spaces, and formation of new settlements are observed and expected (Akengin and Kaykı, 2013:523-524; Işık, 2008:128; Gürkaynak and Kasimoğlu, 2004:156-157).

Following the establishment of the universities, the city expects to open new cultural, sporting and recreational venues, while the local residents expect the universities to contribute to the socio-cultural development of the city through relations with the staff and students from various cultures (Gürkaynak and Kasimoğlu, 2004:156-157; Gültekin et. al., 2008:264).

Roles and Expectations in University-Industry Collaboration

Common keywords for universities and cities are technology, innovation, and entrepreneurship. Moreover, these terms are at the point where industry and universities intersect. Universities have the capacity to support the industry sector in the cities they are established in, thanks to their
different departments, research centers, techno-cities, inventory studies, and the internship done by the students (Savaş Yavuzçehre, 2016: 241)

University-industry collaboration is significant for the city's development. Manufacturers, universities and public benefit greatly from this collaboration. Manufacturers benefit from it with regards to obtaining advanced and appropriate technologies, eliminating the lack of scientific personnel and equipment, decreasing the resource wastage, solving the cost and quality issues, and increasing productivity, competitiveness, and profit. University can enhance its financial resources and the quality of education, improve the environment of scientific research, and fulfill an important duty and responsibility. Society benefits from the collaboration with regards to the increase of technological knowledge, decrease of external technological dependence, increase in international competitiveness, as well as industrialization and economic development. The countries that are industrialized and are at the level of information society and those which are about to reach the same level are those in which the industry-university collaboration is managed the best (Dura, 1994:115).

Roles and Expectations with Regards to Social Development and Increasing the Quality of Life

Universities established in Anatolian cities function as condensed social transformation agents, and give acceleration to the change the cities may only experience in several years (Vural Yılmaz and Yılmaz, 2013:205-206). It is expected that universities will change their city’s social and cultural structure with their libraries, sports facilities, social services, research centers, joint projects with NGOs or local governments, public education, academic conferences, workshops, congresses and student clubs organizations, their radio or TV channels. Students from different cultures go to the Anatolian cities by means of university student exchange programs. These are elements that color the urban culture (Savaş Yavuzçehre, 2016:242).

Universities contribute significantly to the social change and development, in terms of both quality and quantity. The expectations of the city from the universities include the creation of equal opportunities, training qualified workforce, training leaders of future, developing entrepreneur class, improving technology, affecting the propensity to save and the income distribution, and ensuring national unity (Akengin and Kaykı, 2013:503). While these contributions are not easily determined, they are responsibilities that are significant for a society to improve.

Self-transformation of universities is in relation with social transformation (Brenner et al., 2004). Unfortunately, as Anatolian cities focus on their transformation, they invest inadequately in students
improvement. For instance, when cultural investments such as culture center, bookstore, library, etc. are compared to cafes, stores, restaurants, etc., one can see that the cultural investments are of secondary importance (Arap, 2014: 114; Ergun, 2014: 230).

Conclusion

Universities are important actors of the city with regards to the local economy, as they employ a range of personnel, purchase local goods and services, and participate in the cultural life and structured environment of the city. Today, there is at least one university in every city in Turkey. Universities are expected to play a role as development agents in the Anatolian cities. The effect of universities on the cities is felt more in small cities rather than big ones. Universities, whose demographic and economic effects are firstly observed in the city, affect in time the employment structure, housing and health facilities, physical infrastructure, and social-cultural structure of the cities they are established in, and have an indirect effect on the life quality in those cities. Even though it is asserted in the developmental plans or national education councils that the developmental differences will decrease with the establishment of universities, this has not been the case yet. However, to increase the contribution of universities to a city, universities should be established in the cities which have completed most of their infrastructure. The effect of a university to the city is reduced due to the decreased education quality in higher education and the inadequacies of the physical, economic and social/cultural structure of the city. Anatolian cities that do not have the identity of 'university city' will not be preferred by the students in the near future.

For Anatolian cities to be better university cities, city administrators and universities should collaborate while the future of the city is planned; the economic effects of the universities should not be brought to the forefront and it should not be forgotten that the establishment purpose of universities is to generate science. As a result of the excess young population in Turkey, university supply has not yet met the demand. However, in terms of the establishment of universities; country realities, rationalism and science should be prioritized instead of populist policies. Universities should be turned into democratic and autonomous corporate structures that can place all its elements in the education, training, research and service-providing stages. Along with quantitative increase, so as to meet the increasing demand for higher education in Turkey, policies towards providing a qualitative and qualified higher education should be followed.
References:
Public Relations in Service Sector and Corporate Image Management: A Research in Transportation Sector

Ünal Çimçek, Selin
Lecturer, Pamukkale University, Honaz Vocational School

Abstract
Because of the services having the features of being human-centered, consumed when they are produced and not able to be stocked; the institutions should give more importance to the works of public relations, use the media communication intensively; maintain and improve their image they should do this permanently. The image of an institution that the companies and organizations reflect out, has a vital importance in its relations with the public. Public relations give reputation to the image of an institution. Public relations have the major responsibility in creation, protection, and consolidation of an institution's image. Under the scope of our work, it is discussed how the public relations studies; that we think it is not used intensively, affect the corporate image and especially on the necessity of public relations methods and techniques to be used by the enterprises to create a corporate image operating in service sectors. As a field research, the in-depth interview was made with the Marketing Manager of Pamukkale Tourism in the transportation sector, which is one of the leading on road public transportation companies, on to what extent they use the advantage of public relations activities on creating a corporate image. As a result of research, we reached the conclusion that Pamukkale Tourism take the advantage of social media with public relations studies, especially considering the investments they made on social media, they used the public relations methods about customer satisfaction and providing a service quality and all of these studies affect the corporate image in positive frame.
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Introduction
In today's increasingly competitive environment, institutions often must strengthen their corporate image in order to create demand by differentiating from other enterprises. With the formation of the internal and external image of the institution, its products and services are demanded
more, more qualified employees are in demand of working in that workplace, both financial institutions, public institutions as well as the suppliers confide that institution and sustain long-term relations. In particular, since there aren't any concrete products presented in the service sector, the image of the institution is of great importance. At this point, it becomes a must to focus on public relations studies in order to build the corporate image and to ensure services are being demanded. Configuring intra-institutional and non-institutional communications, public relation studies are among the cornerstones providing the corporate image and protecting this image in the service sector.

In this study, one of the qualitative research techniques, in-depth interview technique, is applied in order to determine the contribution public relations activities made to the firms in the service sector. Operating in service sector as one of the leading firms in road transportation sector, Pamukkale Tourism Transportation Trade and Ltd. Co., which has carried an average of 300 million passengers by having traveled an average of 3.8 trillion km for 53 years with its fleet reaching up to 400 vehicles and 3,600 employees in 500 different points, is determined as the subject of the research. In this research, it has been tried to find out what public relations activities Pamukkale Tourism Transportation Trade and Ltd. Co. benefited to preserve and develop its corporate image, and what these activities have earned to the enterprise. In this context, the in-depth interview was conducted with the company's senior official. In the last part of the research, some suggestions were made on providing more effective public relations services in service sector enterprises.

The Service Sector

It is a known fact that the service sector has increasingly become more important in all the world's economies, especially in recent years. When people's desire to spare more time to themselves is also added to developing technology and complicated work life, the service sector has become a growing sector. While people were performing many services on their own before, there are many experienced, expert and professional individuals and organizations to offer that service today (Baydaş, Gökdeniz and Erdal, 2008: 1).

Services are spread across so many different areas. It ranges from the services provided in institutions related to physical development and physical health to the services provided by financial institutions. Services also include a wide variety of heterogeneous activities. For instance, it may emerge in a thought, entertainment, information, food, security, transportation or in many aspects like these. Therefore, service has become a term which is extremely complex, dispersed and difficult to define.
According to İçöz (2005), a current service definition is as follows: "Service can be defined as an abstract activity or benefit offered to one party by another and it does not result in possession of anything. Service production can be linked to or independent of physical production" (p.9).

A Service requires face to face relation and closeness between the producing and the consuming parties of the service. For this reason, the existence of a human being is inevitable in the service sector. In labor-intensive and service-intensive featured service, quality and performance are also human depended. Since services are produced and consumed simultaneously, customers are often present in the environment where the service is offered and they communicate with the operating personnel (Öztürk, 2010: 25).

Service quality also affects the customer's purchasing behavior and contributes positively to the financial results of the enterprise by attracting the customer to the enterprise (Zeithaml et al. 1996 transformed by Barutçu, 2008: 109).

Enterprises should provide services that meet customer expectations and should communicate, inform, listen to and sometimes even surprise customers. Particularly in service enterprises, these activities should be planned and regularly carried out by the public relations units, expectations of the internal and external customers should be investigated, and communication plans aimed at them should be carried out with appropriate communication tools.

Public Relations Activities in the Service Sector

The satisfaction and fulfillment of the needs and desires of individuals depend on the mutual involvement of individuals, companies, institutions, and organizations. Public relations in this regard has an important role in establishing and managing the relations between people and organizations (Tengilimoğlu and Öztürk, 2011: 21).

As in the modern business administration understanding, all organizations have to internalize public relations as one of the indispensable components of the management process, which has an aim of giving information and account to public about the services they perform, learning the wishes and thoughts of the public and making use of them, and thus providing the highest rate of adaptation between themselves and the public (Sezgin, 2007: 3).

No matter how qualified is the service an enterprise produces and offers, there will be some service disruptions that occur from time to time. In order to eliminate these disruptions, the enterprise will have to change its image in public opinion. One of the methods it will be used for this purpose is public relations. However, it is also known that public relations studies
which have been done for many years for a positive image can be lost in a short time, in the case of a small issue (İslamoğlu, Candan et al. 2006: 255).

Today, when the competition is so intense, enterprises have begun to use non-price competition tools to differentiate from their competitors. Service enterprises also use their public relations departments to communicate with customers, listen to them, surprise them when it is necessary, and show them reassuring behaviors. Customers are able to communicate all kinds of their requests and complaints to these units and get quick returns. At this point, the customer who trusts to the enterprise might well remain faithful for many years. Those enterprises which prepare their loyalty programs, creating customer cards, and databases for it and question the customer satisfaction constantly through questionnaires, face-to-face and phone interviews are able to survive long years and build a good corporate image.

The establishment of good mutual relations and communication between the customer and the transactor in the service process can be formed by a qualified service delivery environment in the enterprise. Therefore, no matter how developed is the technology of the service, the human factor is deeply important in giving a service in the best possible way (İçöz, 2005: 35). Business firms acting with the philosophy; "our most important customers are our employees, always win". Applying the public relations projects firstly to the employees in the institution, taking their support and interpretation will bring benefit in the long-term. Not only the commitment of the employees to the company will increase but also the work quality of them within the organization can be tested.

It is known that the efforts of the companies that are endeavoring for the satisfaction of their employees are turned into the satisfaction of the customers and the profit increase in the enterprise after all. If the service personnel are not content with their job, they reflect that to the customer, and the customer is not satisfied with the service. In particular, the quality of services in the marketing of professional services is closely associated with the person providing the service. Customers do not only mind if the technology of the service is good, but they also give great value to the quality of the service (Karahan, 2006: 98)

As a result of the long-term public relations studies performed by the business firms, the image of the institution is created, the goods and services of the business firms with a high corporate image are demanded more, the crisis situations are overcome more easily, and more qualified job applications is received. There are many factors constituting the corporate image. The experience in product and service, the stance of the management, corporate citizenship, communication studies, employee behaviors and attitudes, organizational structure, physical environment and financial
performance are some of these. The most important one among these factors is the communication studies of the institution which have an importance for the reflection of the business firm in the external environment. If we are to define the corporate image as the perceived image of the institution (Peltekoğlu, 2009: 570), then it is appropriate to direct the public relations studies to the way the institution is wanted to be perceived in the external environment (such as customers, suppliers, financial institutions, public institutions).

When the constantly changing expectations and needs of the targeted market are also added to many of the mentioned features of the service sector before, like being abstract, having the production and consumption simultaneously, the necessity of the public relation studies arises. In order to increase the corporate image, service companies have to take public relations studies into their priorities in their external marketing efforts. Public relations activities lie on the basis of the healthy communication established both with the internal and with the external target group.

The Field Research

As a result of the high number of firms operating in the transportation sector, and airline services being frequently preferred by consumers in terms of both low price and appropriate quality, the competition rises. Being aware of the necessity of differentiating from their competitors to be able to increase their market shares, road transport operators also use public relations methods and techniques to both strengthen their corporate image and act towards customer expectations.

Within this scope, the aim of this study is to reveal the public relation activities used by one of the leading firms in road transportation sector, Pamukkale Tourism Transportation Trade and Ltd. Co., which has carried an average of 300 million passengers by having traveled an average of 3.8 trillion km of road for 53 years with its fleet reaching up to 400 vehicles and 3,600 employees in 500 different points, to protect and develop its corporate image and what these activities have earned for the company through an in-depth interview with its senior official.

By this interview; the activities carried out by the institution towards the internal customers, the studies carried out by the institution to ensure the service quality of the institution, and the extension they use the public relations methods and techniques or not in these studies are investigated.

In order to investigate the importance Pamukkale Tourism gives to public relations techniques in creating its corporate image, questions prepared by one of qualitative research methods, in-depth interviewing, are directed to the company's senior official, and the results are interpreted.

The questions are prepared in 3 sections:
In the first section, the concept of customer service is emphasized, and customer satisfaction and public relations activities and the studies were done to provide and strengthen this satisfaction are investigated.

In the second section, the public relations studies made towards employees, who have a great contribution in creating a corporate image, are examined.

And in the third section, considering the fact that corporate identity must be established to create and protect the corporate image, questions about the studies done related to corporate identity were directed.

In the answers given to the questions in the first section, it has been observed from customer questionnaires and communication studies established with the customer that Pamukkale Tourism Transportation Trade and Ltd. Co. has made investments towards their customers and evaluated customer requests and demands. It has been determined that by examining the customer data with the loyalty card named "Pamukkart" it has put public relations programs in accordance with its target market into practice. Since 40% of its target market consists of students, Pamukkale Tourism Transportation Trade and Ltd. Co. organizes campaigns directed to students. Pamukkart members are reached via SMS messages, e-mail messages and are informed about the target market events and campaigns.

A service compensation in which a structure is created for social media, rapid responses are given to feedbacks from social media, customer requests and the complaints are evaluated, is being used. For crisis situations, they have crisis teams who have been trained in the crisis management process, from the general manager to departmental heads.

Surprise the customer tactic, which has an importance for the service sector, is also done by following the customers on social media, guerrilla marketing tactics are applied. Methods of surprising and impressing the customers are applied through establishment of an emotional bond with customers, like organizing meal in the closest way station for the customer who says "I am hungry" from social media, allocating bus tickets for the customers who are in a difficult situation because of his canceled flight, blanketing the customers who are sleeping.

Being published every month, with "the Pamukkale" image magazine consisting of columns, such as fashion, technology, art, interview, biography, sports, health, it is aimed to make customers to have a pleasant time.

It has been determined that Pamukkale Tourism Transportation Trade and Ltd. Co. also attaches great importance to the concept of corporate citizenship. It compiles its social responsibility projects under the name of "Pamukeller" and continues to carry out projects especially in the field of education. Social responsibility projects are being carried out with universities and student clubs at universities. In the field of art, it sponsors
the International Ankara Theater Festival, brings together thousands of people who have never been to the theater with the theater. In the field of health, it carries on studies with the Foundation for Children with Leukemia and a certain share of each ticket sold is donated to the benefit of the children with leukemia. With the "Voice Descriptions Social Responsibility Project" aimed at visually impaired people, it provides the opportunity to watch movies for its visually impaired customers. It has been seen that these applications are shared with the target market both on its website its magazines or in the posters at the ticket sales branches, and also with the use of e-mail and SMS.

In the second section, questions are asked to determine the communication studies directed to employees, education programs, and internal public relations studies. Internal communication is provided through the software named "Pamukwin" and the education of the employees at every level is planned with "Pamukkale Academy" which makes training plans for employees. In addition, there is an in-house magazine, which is prepared regularly every month and shared with employees, containing news about the company.

Pamukkale Tourism Transportation Trade and Ltd. Co. has been giving great importance to public relation studies since the past. In 1990, the Public Relations Directorship was established in Izmir and today, the public relations activities are carried out within the Marketing department.

In the third section; it is seen that the name of the brand has been taken from Pamukkale, a natural wonder in the hometown of the founders, Denizli and that its corporate identity has been established, and the same standard has been maintained in printed documents, communication studies, personnel clothes, interior and exterior layouts, external and internal visual arrangements of the vehicles.

If we examine the press relations in two groups as news studies and advertising studies, Pamukkale Tourism Transportation Trade and Ltd. Co. is in communication with the sector newspapers and magazines and its directors inform about the institution through press interviews.

Conclusion and evaluation

It is clear that it is quite difficult to provide customer satisfaction for a long time in the service sector. The Customer might well switch to the rival company even in the case of a minor distress. In order to provide customer loyalty, it is necessary to effectively perform public relations practices that will provide long-term cooperation with customers. Clients of companies that can keep up their corporate image have confidence in that institution, follow the works has been done by the institution and stand by the institution even during the crisis periods.
It is seen that Pamukkale Tourism administration also communicates with the customers by using the public relations methods and techniques in order to strengthen its corporate image. Both social media and magazines, web sites, regular surveys are used to communicate with external customers, and with the loyalty card, Pamukkart, the campaigns, and discounts are applied for the customers. In addition, Pamukkale Tourism, which implements the concept of corporate citizenship and shares it with all target groups, carries out the mission of giving what it received from the public back to the public, in the awareness of its social responsibility. All these practices are shared through communication studies made by the institution and they contribute to the image of the institution. In addition, Pamukkale Tourism, which has a young and dynamic vehicle fleet and staff, has always tried to put its activities on the basis of trust in order to strengthen its corporate image and to provide this trust, it has carried on practices directed to customer reassurance and satisfaction.

As a result of this research, it has been reached to the conclusion that customer relations and public relations concepts are intertwined in the service sector, and public relations practices in customer service are important.

If we investigate public relations activities in two main functions as recognition and promotion, we see that Pamukkale Tourism has made progress towards recognizing the target group in its public relation studies and has performed projects towards university youths, who are the main target group of the institution. It is thought that Pamukkale Tourism must have some improvement studies on sharing of the public relation studies with the external environment. The public relations department should have a separate structure rather than being within the Marketing unit, that their activities should take more place in the press, and that the public relations activities should be coordinated from Istanbul in order to ensure a better communication with the press.

Considering that the service sector is on a knife's edge and volatile as a sector, the only power that can keep the enterprises up is actually their corporate images. And the most important factor in protecting these images is the long-term and well-planned public relations studies.
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Abstract
The wage is defined in many national and international legal arrangements, especially in the Constitution, due to the fact that the labor contract is the basic element and because of the social and legal importance it carries. In the first paragraph of Article 55 of our Constitution, is included in the definition of "The wage is for your sake". According to article 1 of Convention concerning the Protection of Wages No. 95, prepared by the ILO and approved by Turkey, “the term wages means remuneration or earnings, however designated or calculated, capable of being expressed in terms of money and fixed by mutual agreement or by national laws or regulations, which are payable in virtue of a written or unwritten contract of employment by an employer to an employed person for work done or to be done or for services rendered or to be rendered”. The wage earned by the worker without any work compensation is called "social wage" in the doctrine. “Social wage” can originate from the law or the employment contract. In this study, the concept of social wage will be discussed and the concept will be examined in the place of our working legislation and in the regulatory judgments of our law.

Keywords: Wage, social wage, labor contract

Introduction
The definition of Labor Contract is stated in Article 8 of Labor Law no 4857 enrolled on 22.05.2003 and came into force on 06.2003. As per the definition in Article 8/1 of Labor Law: “Labor contract is the contract where one party (worker/employee) undertakes to do a work dependently and the other party (employer) undertakes to pay a wage”.

Once again the Labor contract is defined as “the Labor contract is the contract where the employee undertakes to do a work for a certain or uncertain period of time depending on the employer and the employer undertakes to pay them a wage in terms of time or the work completed,” in
Article 393 of the Law of Obligations no. 6098 enrolled on 11.01.2011 and came into force on 01.07.2012.

Within the frame of these definitions, it would be said that a labor contract is composed of factors of performing a work, wage, and dependency (Çelik, 2006: 69; Oğuzman, 1986: 4; Süzek, 2006: 189; Tunçomağ/Centel, 2005: 65; Demircioğlu/Centel, 2005: 76; Eyrenci/Taşkent/Ulucan, 2006: 54-55; Mollamahmutoğlu, 2005: 205; Akyiğit, 2007, 97; Antalya, 1987: 123; Zevkliler, 2004: 325; Günay, 2006: 325). The wage to be paid to the dependent employer (worker) composes one of two faces of labor contract included in contract type in which the parties encumber each other with debts (synallagmatic contracts) (Güzel, 2005/2: 123). While the worker undertakes to use their Labor under the authority of employer and become dependent on them, they aim to obtain a wage in exchange. Thus the action of paying a wage of the employer constitutes the reciprocity of the action of the worker to do a work.

Concept of Wage in General

As it is the fundamental factor in a Labor contract and due to the social and legal importance it bears, the wage is defined in numerous national and international legal regulations, Constitution being in the first place. The definition, “wage is the compensation of Labor” is included in Article 55, Paragraph 1 of our Constitution. In Article 1 of the Protection of Wages Convention No. 95 drawn up by ILO and approved by Turkey it is stated that “the term wages means remuneration or earnings, however designated or calculated, capable of being expressed in terms of money and fixed by mutual agreement or by national laws or regulations, which are payable by virtue of a written or unwritten contract of employment by an employer to an employee for work done or to be done or for services rendered or to be rendered.”

In Article 1, subparagraph (a) of the Wages Equality for Equal Work between Male and Female Workers Convention No.100 wage is defined as “ordinary, root or minimum wages or salaries and all other advantages paid to workers directly or indirectly by the employer in exchange for the Labor of the worker either in cash or in goods.”

As for the Article 32/1 of Labor Law, it is stated that “in the general sense the term wages is the amount paid in cash to a person by the employer of third persons in exchange for a work done.” Even though a similar definition is included in Article 29/1 of Maritime Labor Law, there is no definition of wages in Press Labor Law and in Law of Obligations.

There exist various definitions of wages in doctrine. According to a definition made in doctrine wage is; “an income consists of the money and payments in kind provided to workers in exchange for the work they do”
(Esener, 1978: 162) According to another description; “wage is a monetary debt to be paid for employees and another source of income that earns their and their family’s keep along with being the crop of their Labor for workers” (Saymen, 1954: 487). In a more detailed description made in doctrine wage is “a type of income comprised of money or advantages having monetary value provided to workers by employers or third persons in exchange for a service performed except the situations where a wage should be paid to one even if they don’t work” (Centel, 1988: 58).

**Elements of Wage**

**Payment in Exchange for Work**

In exchange for performing the work, which is one of the factors in the contract and one of the fundamental liabilities of workers, the liability of employers to pay a wage comes into question.

Worker accepts in advance to be subject to the system in the workplace and the general working conditions to perform the work specified in the contract. This is to say that the worker is obliged to fulfill the liability of performing the work he undertook which is their essential liability of action under the conditions of the workplace. The liability of performing the work can be described as the worker’s allocation of their Labor to the employer by being subject to the working conditions in the workplace. An employer can determine how the liability of performing the work shall be fulfilled basing on the managerial authority, in compliance with law, contract, professional qualities and customs and in good faith. The worker is obliged to follow the instructions given by the employer (Çelik, 2006: 122; Süzek, 2015: 274; Tunçomağ/Centel, 2005: 94).

Worker’s stand-by presence for work is regarded as the performance of work as a rule. But it is not possible to regard all standby situations as the performance of work. In order for the standby situation to be regarded as the performance of work, this situation must be based upon the Labor contract and should be assessed as work in terms of economy (Tunçomağ/Centel, 2005: 49; Centel, 1988: 60; Reisoğlu, 1968: 60). In case the worker is ready to work with respect to these attributes, the employer shall be liable to pay wage.

**Payment by Employer or a Third Person**

Wage is described as “The amount provided and paid in cash by an employer or third persons to a person in exchange for a work by and large” in Article 32 of Labor Law. It is stated in Article 83 of Law of Obligations that “the debtor is not obliged to pay their debt in person unless the payee doesn’t benefit from the debt to be paid by the debtor in person.” Therefore, even though the liability of worker with respect to performing the work is a
liability to be administered in person, the liability of the employer to pay the wages is not a personal action to be taken and it could be fulfilled by the employer or by a third person.

Payment with Money or with a Benefit Having Monetary Value

Wage is described as “The amount provided and paid in cash by an employer or third persons to a person in exchange for a work by and large” in Article 32, Paragraph 1 of Labor Law. On the other hand, it is stated that “The wages cannot be paid with a bill to order (bond), coupon or a note claiming that it represents the functional currency in the country or by any other means,” in Article 32/III of Labor Law. Furthermore, it is regulated in Labor Law that the payment with respect to wages should be made in Turkish Liras and how the payment should be made if it decided that the payment will be made in foreign currency (Article 32/II, Labor Law). With regard to this provision, “As a rule, wages shall be paid in Turkish Liras either in the office or by depositing it into a bank account. If it is decided to pay the wages in foreign currency, it can be paid in Turkish Liras in accordance with the rate of exchange on payment day”.

Types of Wage

Basic Wage

Expressed as basic wage, net wage, base pay, root wage and wage in general, it is the amount to be paid to a worker in exchange for the work they perform. Basic wage is described in Article 32 of Labor Law as “the amount paid in exchange for work”.

In case the wage to be received is not specified when calculating the right of workmanship, basic wage shall be based on. Basic wage is the base and overall wage is an exception (Süzek, 2015: 280; Narmanlıoğlu, 1998: 215; Mollamahmutoğlu, 2005: 215). But it is clearly specified that the overall wage shall be based on in some cases. For example, the overall wage is used as a base when calculating severance and notice pay.

Broad Wage

Broad wage is the wage calculated by adding the interests having monetary value stemming from either the contract or the law to basic wage (Centel, 1988: 117; Mollamahmutoğlu, 2005: 371).

The term “broad wage” is being used as a concept including overtime work, weekends, pay for national holiday and vacation pay, premiums, bonuses, commissions and social benefits along with basic wage (Çelik, 2006: 133; Süzek, 2015: 280). Additional pays included in broad wages can arise from the law, Labor contract, workplace practices or collective Labor agreement.
Social Wage

The wages originating due to the impact of social thoughts that the worker has a right to receive without performing any work are called “social wages” in doctrine (Süzek, 2015: 307). It can arise from Social Wages Law or Labor contract (Centel, 1988: 217; Eyренци/Ташкент/Улучан, 2006: 122; Narmanlıoğlu, 2010: 627).

Social Wages Originating from Law

Wages Paid Due To Forced Causes in Articles 24/III and 25/III. Of Labor Law

It is stated in Article 24, Paragraph III of Labor Law that “the Labor contract can be terminated by the worker provided that there are forced causes in worker’s workplace to necessitate the business interruption for more than a week”. As it is seen, in order to the right of the worker to terminate the Labor contract for justifiable reasons to arise, the forced causes in the workplace should continue at least for a week. The forced cause condition stated in this provision does not occur around the worker but it is related with workplace and makes it impossible to work in the workplace for a period lasting more than a week and allows the worker to terminate the contract for justifiable reasons.

It is stated in Article 25, Paragraph III of Labor Law that the employer can immediately terminate the contract for justifiable reasons provided that a forced cause occurs in the workplace which prevents to work in the workplace for more than a week. The forced causes stated in this provision don’t occur in the workplace but occur around the worker beyond worker’s command, such as fire, earthquake, and epidemics (If the forced cause preventing the work in workplace occurs in the workplace, the right to terminate the contract for justifiable reasons belongs to worker but not to employer. Hence Supreme Court Assembly of Civil Chambers described this matter in a judgement as: “…as it is seen in Article 17 that if the forced cause occurs because of the worker, right of termination without notice belongs to employer and as seen in Article 16 if it occurs in relation with workplace, right of termination belongs to worker. In that case worker can’t use the right of termination without notice if forced cause relates to them and employer can’t use if it is otherwise around.” Yarg.HGK, T.21.3.1979, E. 1977/9-876, K. 1979/316 (Oğuzman, No: 10). (Aktay/Arıcı/Kaplan, 2011: 190). The worker is not able to perform their liability to perform the work due to the temporary impossibility to perform without their fault and as a result of the said events (Yuvalı, 3/2012: 16). In case a forced cause occurs with regard to the worker, the employer may use their right of termination at the end of one week that they should wait for if they wish or may wait for the forced cause to disappear and doesn’t terminate the contract. But they are not
obliged to pay any kind of wage to the worker within this period (Süzek, 2015: 516).

If a worker cannot work or cannot be made work due to the forced causes stated in Articles 24 and 25, Paragraph (III) under Article 40 of Labor Law, there is a provision stating that the employer pays half-wage per day up to one week during this waiting period (Decision od 9th Civil Chamber of Supreme Court concerning the subject: “In reference to the information and documents in the file, defendant employer sent out the workers including the claimant to unpaid leave due to economic crisis. Even though this request was accepted as it is without the consent of the claimant worker for an unpaid leave between the dates of 01.03.1999-14.03.1999, Article 34 of Labour Law no. 1475 was not taken into consideration. This article stipulates to pay half-day wage per day to the worker who could not work due to forced causes up to one week. In this respect, it should be contented with ensuring the amount to be found after calculation as the worker has the right to be paid half-wage for a period of one week”. 9. CC, 13.11.2000, 2000/11076 E., 2000/16101 K). The half-wage paid for 7 days at most during which the worker is not able to work because of forced causes can be named as “a social wage originating from law”. Because worker or employer are not able to terminate the Labor contract during this period, Labor contract is still valid but due to reasons rooted in worker or employer, the worker cannot fulfill their liability to perform a work for 7 days. But even if they don’t work during the period of 7 days, Article 40 of the Law regulates to pay half-wage to the worker as a mandatory provision (But if labour contract is terminated before the occurrence of forced cause, they are not entitled to be paid half-wage “social wage”. 9. CC, 16.03.1993, 1993/3548 E., 1993/4348 K.).

Wages Paid for Weekends or General Holidays

Weekend and weekend wage for the workers employed by workplaces included within the scope of Labor Law are specified in Article 46 of Labor Law. Pursuant thereto, there should be at least twenty-four hours holiday without a deduction for every worker within a period of seven days before the weekend, provided that they have worked in days specified in Article 63 of Labor Law (a. 46/I). Day wage for the weekend holiday of the worker who deserves the right of weekend holiday shall be paid in full for the off day not necessarily in exchange for work (a. 46/II). Thus the worker is able to use their legal right to rest pursuant to Article 50 of our Constitution. If the worker is made to work during the weekend holiday, the subject of getting paid for the weekend holiday and for the time they work shall come to the fore with regard to the worker. On the other hand, if a worker works during the weekend holiday, it will also result in exceeding
normal weekly working hours. Accordingly, overtime work will be mentioned for the said worker. Since the worker who works during the weekend holiday will be paid both the weekend wage and time-and-a-half overtime wage, it will be necessary to pay the worker for the weekend day they work 2.5 fold of daily wage. Thus the worker will earn the right to rest (weekend holiday) for 24 hours without any deduction provided that he worked in other days of the week and they will receive their wage even though they don’t work during that period. This will also provide using the right to rest ensured by Constitution without having any economic concern.

In short, the worker will have a full day wage without working. Thus the wage paid to a worker for the weekend can be regarded as a social wage.

Pursuant to our Labor Law, even though the workers don’t work in days regarded as national holidays and days of general holiday, their daily wages shall be paid in full without being paid in exchange for a work. If the workers are made to work in the said days, they will also earn the right to receive additional payment for each day they worked (a. 47/1). Therefore the workers working during national holidays and days of general holiday shall be paid a wage in the amount of their two-day wage. Thus the wage paid to a worker for days of general holiday, even though they don’t work during that time is a social wage.

Wage Paid During Holidays with Pay

The annual right to paid leave is an economic and social right secured by Constitution. Annual paid leave is described as a leave which releases the worker from the liability to work enables them to rest by receiving the wage paid by the employer in advance (Akyiğit, 2000: 30). The right of paid annual leave is one of the rights unique to workers and this right cannot be renounced. The worker cannot renounce this right during the term of Labor contract even voluntarily and the contracts including renouncement are invalid.

The annual right to paid leave is a right entitled to the worker to rest in proportion to their length of service, the wage of which is paid in advance provided the conditions stated in the Law are met. It is necessary to pay the equivalent of the worker’s wage if they had worked during the period of annual leave. Vacation payment is both a social and technical wage and it is one of the exceptions made in the principle of “wage in exchange for work”. In short, it is a social wage not paid in exchange for work.

Wage Paid During the Period When Worker Uses Their Right to Refuse Work

The provision in Article 34 of Labor Law states that “the worker whose wage is not paid within twenty days after the payday due to a reason
except force majeure can refuse to fulfill their liability to perform a work…”

There are mandatory regulations regarding the payment time of workers’ wages in Labor Law. The reason lying behind these provisions is providing the payment of unpaid wages which are regarded as maintenance receivable as they need to live on the wage income regularly and at close intervals (Güzel, 2005/2: 128. 9.CC, 10.02.2005, 2004/13259 E., 2005/3782 K Narmanlıoğlu 2010: 621.) The main goal of the regulation in Article 34 of the Law is forcing an employer to page wages to workers who use their right to refuse work. Then depriving the worker of wages during this period when a worker doesn’t work contradicts with the essence of provision even though it is not clearly stated in the regulation on the protection of wage that the worker will have the right to be paid their wage during the period that they don’t work. Supreme Court determined that the worker cannot demand to be paid for the period they refuse to work (9. CC. 10.02.2005, 2004/13259 E., 2005/3738 K.). Nevertheless, there is an opinion that the Supreme Court might assess this issue differently now as they have altered their judgments in favor of workers during recent years (Çil, 2010: 22).

Wage of Worker for the Period of Sick Leave

Whether there is an obligation to pay the worker for the period they don’t actually work or not is a controversial subject in doctrine. In our opinion, this issue should be assessed by considering whether the worker would receive the “benefit for temporary incapacity” from Social Security Institution during sick leave or not.

If a worker receives the benefit for temporary incapacity, the benefit for temporary incapacity shall be deducted from the monthly wages of workers pursuant to Article 48 of Labor Law (Supreme Court Assembly of Civil Chambers decided that there is no right of payment for sick leaves and only benefit for temporary incapacity shall be paid when law no. 1475 was in force. YHGK, 07.10.1998, 1998/9-638 E., 1998/682 K.; 9.HD, 20.04.2010, 2008/23521 E., 2010/11354 K.). But this provision is not mandatory. The contrary might be agreed upon by parties (“...as it is stated that the benefit for temporary incapacity paid for sick leaves shall be integrated in the net wage…” 9 CC, 09.06.2003, 2003/9668 E., 2003/10485 K; “...separate provisions should be stipulated in personal labour contract or collective bargaining agreement for worker to claim payment…” 9:CC, 03.06.1997, 1997/7534 E., 1997/10656 K).

If the worker doesn’t receive the benefit for temporary incapacity, there is an opinion based on the obligatory provision of full payment should be made to the worker and the provision of payment made to female workers during maternity leave in accordance with Article 74/5 of Labor Law should be applied to all sick leaves (Eyrenci/Taşkent/Ulucan, 2006: 25). According
to another opinion, payment should not be claimed for sick leaves but only the workers who receive fixed wages would be paid their wages (INCE, 1998: 148).

Consequently, payment during sick and maternity leaves is the result of the concept of “social wage”.

**4-Month Idle Time Wage**

It is stated in Article 21, Paragraph 5 of Labor Law No. 4857 that worker is obliged to apply to the employer within 10 days following the notification of reemployment decision. Otherwise, termination shall have the consequences of a valid termination. The employer who doesn’t take on the worker who applied for reemployment within 1 month shall be obliged to pay employment security compensation amounting the sum of wages for at least 4, at most 8 months and wages up to 4 months and other rights for idle time. When calculating the charge for idle time, period wages following the termination period shall be taken into consideration (9.HD 20.11.2008, 2007/30092 E., 2008/31546 K). Furthermore, monetary rights such as transportation fees, bonuses, fuel allowances shall be added to this charge. This is to say that the calculation should be made as if he worker is working during this period. But wages occurring in case they work such as overtime fee shall not be included (9.HD, 18.11.2008, 2008/32727 E., 2008/31214 K).

Therefore the amount of 4-month wage that the worker deserves following the reemployment lawsuit could be assessed within the concept of “social wage” which shall be paid to them even if they don’t work.

**Social Wage Arising from Contract**

The conditions where workers deserve to be paid without working can arise from the law, as well as from the contract. For instance, worker and employer might agree on paying the worker in full for sick leaves in the individual Labor contract or in collective bargaining agreement. Or the parties can mutually agree on payment of wage for the period when the worker refuses to work in the contract.

**Conclusion**

It is regulated in Article 55 of Constitution and in Article 32 and contd. Articles of Labor Law that wage is the value of worker’s Labor. Wage is a social fact with respect to public order. It as a mandatory element of the contract. Wage can be described as the amount paid to the worker in exchange for their service with the exception of situations when the workers are paid without working. Therefore it is possible to pay wages without working in situations arising from Law or contract. The wage paid in this situations are called “social wages”.
Social wage is a concept expressing the social quality of wages. This is to say that wages move away from economic reality and have a meaning based on human values due to this concept. Understanding of social wage requires the wage should provide a standard of living which befits the dignity of man. Therefore social wage which might be regarded as wages paid during weekend holidays, annual leave and alike regulated in law provide assurance to the worker without working.
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Abstract
Nowadays, almost every market has an intense competition environment. Naturally, in order to survive in such an environment, decision maker must understand accurately their costumer wants and needs, even must generate individual solutions, not only massive. The way to understand costumers is through determining the factors well that affect purchasing decision-making of costumers. An emotion that can directly affect human behaviour such as shyness is a question mark on the frame of consumer behaviour, although purchasing decision-making process is examined with many different approaches. The aim of this study is to illuminate whether shyness has an effect on online purchasing decision-making process or not. In the literature, although a lot of studies have been done about shyness in different fields, a sufficient level of study was not encountered about shyness in the field of marketing. The fact that shyness has not been addressed in terms of marketing, especially on the internet, reveals the importance of this study.
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Introduction
Shyness is defined as "timid (sıkılgan)", "embarrassment (mahcubiyet)" by the Turkish Language Association (tdk.gov.tr, 2017). Meaning of “shyness” in the Cambridge Dictionary is explained as “not confident, especially about meeting or talking to new people.” (dictionary.cambridge.org, 2016). According to Oxford Dictionary, shyness is expressed as “the feeling of being nervous or embarrassed about meeting and speaking to other people.” Although there is no clear consensus about
the definition of shyness, English and Turkish meanings point out similar case. One of these definitions of shyness is that Buss (1980) made: “**shyness, in terms of one's reaction to being with strangers or casual acquaintances: tension, concern, feelings of awkwardness and discomfort, and both gaze aversion and inhibition of normally expected social behaviour.**” Besides, shyness is defined by many labels; behavioral inhibition, introversion, social inhibition, social reticence, social wariness, social anxiety, social withdrawal (Wolfe et al., 2014:266).

I.  

Shyness has been studied mostly in universities in Turkey. Durmus (2007: 256-264) has studied how university students assess themselves in terms of their level of shyness and perceived personality traits. Durmus (2007) found that non-shy university students see themselves more positively than shy college students in this study. However, university students with high levels of shyness found themselves inadequate in terms of social skills and were aware of this condition. At the same time the students seem to be enthusiastic on the way out. According to Durmus (2007); the reason of shyness is that individual sees himself/herself as insufficient. Yuksel (2002: 53; 2005: 165) and Sahin and Gizir (2014: 82) have conducted separate studies on university students and have found that the most important predictor of shyness is self-esteem. In this context, there is a negative correlation between shyness and self-esteem. Additionally, Hamarta and Demirbas (2009: 245) have done a similar research on high school students and have reached the conclusion that self-esteem is an important predictor of shyness. Moreover, shy individuals are deeply concerned with the comments that are made by others, and therefore are more likely to need for approval.

Aliyev and Kalgi (2014: 67-68) have found that there is a negative relationship between self-esteem and shyness in the study that has been conducted on primary school students. In contrast to the above, it is clear that self-esteem is not an important predictor of shyness and the relationship between them is not meaningful.

Laghi et al. (2012: 51-56) determined that shy adolescents prefer to convey more negative emotions and experiences than non-shy adolescents on the internet. Eldeleklioglu and Vural Sunik (2013: 148) found that there was a positive relationship between shyness and internet addiction in the research that was conducted with ages between 15 and 18 at the state high school. Because of the research structure; it did not turn out which one is causing which one.

When we look at the relationship between demographic variables and shyness in the research; it seems that there is no significant relationship between gender and shyness in addition to between income and shyness. In
general, there is no significant difference between the shyness of men and women. Women are shyer than men only in two cases; first during interactions with authority holders; the other appears at time when they are worried about saying silly things to people they do not know very well (Crozier, 2005: 1954).

Methodology

In this study, Convenience Sampling was used as a sampling method and the data collecting was carried out from three different places in Turkey. The first leg of the research was held on 11st March 2016 at Forum Aydin, which is the largest and open-concept shopping mall in Aydin. The second leg was held in Adnan Menderes University, Nazilli Vocational School between 14th and 16th March 2016. And the third was on 3rd April 2016 in Denizli Teras Park Shopping Mall in Denizli.

Does shyness direct consumers to online shopping? Which demographic factors do have significant difference with shyness? All these questions led to the emergence of the research idea and the creation of the purpose of the research. In this direction, the determined hypotheses of the research are as follows:

H_A: There is a significant difference between gender and the level of shyness.

H_B: There is a significant difference between age of student and the level of shyness.

H_C: There is a significant difference between the level of income and the level of shyness.

H_D: There is a significant difference between the frequency of online purchasing and the level of shyness.

The required data for the research were collected from two provinces of Turkey, Aydin and Denizli, where the researchers reside (n = 189). It was paid attention that numbers of female and male were close to each other when the data were collected. The survey, the Shyness Scale that developed by Cheek (1990) and adapted to Turkish by Gungor (2016), was used to measure the level of shyness of the individuals. ANOVA and T-test analyses were used to test the hypotheses.
Descriptive statistics of participants’ gender, age and monthly personal income are given in detail in Table 1 above. When Table 1 is examined in detail, it is seen that 100 (53.2%) participants are composed of males, 96 (50.8%) participants are from under the age of 21 and 72 (40.7%) participants have 1000 TL and below of monthly personal income.

**Table 1. Descriptive Statistics of Participants’ Gender, Age and Income**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Category</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Female</td>
<td>88</td>
<td>46.8</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>100</td>
<td>53.2</td>
</tr>
<tr>
<td>Age</td>
<td>21 and under</td>
<td>96</td>
<td>50.8</td>
</tr>
<tr>
<td></td>
<td>22 and over</td>
<td>93</td>
<td>49.2</td>
</tr>
<tr>
<td>Income</td>
<td>1000 and under</td>
<td>72</td>
<td>40.7</td>
</tr>
<tr>
<td></td>
<td>1001–2000 TL</td>
<td>53</td>
<td>29.9</td>
</tr>
<tr>
<td></td>
<td>2001–3000 TL</td>
<td>23</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td>3001–4000 TL</td>
<td>11</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>4001–5000 TL</td>
<td>11</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>5001 and over</td>
<td>7</td>
<td>4.0</td>
</tr>
</tbody>
</table>

TL: Turkish Currency

Hypothesis tests

The first hypothesis is a test of the significant difference between gender and the level of shyness. According to the T-test result, the $H_A$ hypothesis was accepted. As seen on the Table 2, the level of shyness of women among respondents is slightly higher than that of men.

**Table 2. $H_A$ Hypothesis Test**

<table>
<thead>
<tr>
<th>Gender</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>p</th>
<th>$H_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>88</td>
<td>1,9091</td>
<td>0,61842</td>
<td>0,027</td>
<td>Accepted</td>
</tr>
<tr>
<td>Male</td>
<td>100</td>
<td>1,7100</td>
<td>0,60794</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The second hypothesis is a test of the significant difference between the age of the student and the level of shyness. The $H_B$ hypothesis was accepted according to the result of T-test. As seen on the Table 3, the level of shyness of under the age of 21 among respondents is slightly higher than that of over the age of 22.

**Table 3. $H_B$ Hypothesis Test**

<table>
<thead>
<tr>
<th>Age</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>p</th>
<th>$H_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>21 and under 21</td>
<td>96</td>
<td>1,9271</td>
<td>0,60253</td>
<td>0,008</td>
<td>Accepted</td>
</tr>
<tr>
<td>22 and over 22</td>
<td>93</td>
<td>1,6882</td>
<td>0,62517</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The third hypothesis is a test of the significant difference between the level of income and the level of shyness. According to ANOVA result, $H_C$
hypothesis was accepted. As Table 4 shows, as the level of income increases, the level of shyness also decreases in general.

**Table 4. H_C Hypothesis Test**

<table>
<thead>
<tr>
<th>Income</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>p</th>
<th>H_C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 and under</td>
<td>72</td>
<td>1,8889</td>
<td>0,57053</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1001-2000 TL</td>
<td>53</td>
<td>1,8491</td>
<td>0,60116</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001-3000 TL</td>
<td>23</td>
<td>1,7391</td>
<td>0,68870</td>
<td>0,019</td>
<td>Accepted</td>
</tr>
<tr>
<td>3001-4000 TL</td>
<td>11</td>
<td>1,3636</td>
<td>0,50452</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4001-5000 TL</td>
<td>11</td>
<td>1,6364</td>
<td>0,67420</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5001 and over</td>
<td>7</td>
<td>1,2857</td>
<td>0,48795</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>177</td>
<td>1,7853</td>
<td>0,61164</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The final and the main hypothesis of the research is a test of the significant difference between the level of shyness and the frequency of online purchasing. According to ANOVA result, H_D hypothesis was accepted. As Table 5 shows, as the level of shyness increases, the frequency of online purchasing also increases.

**Table 5. H_D Hypothesis Test**

<table>
<thead>
<tr>
<th>Level of Shyness</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Std. Error</th>
<th>p</th>
<th>H_D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>58</td>
<td>1.4759</td>
<td>0.56918</td>
<td>0.07474</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>109</td>
<td>1.9982</td>
<td>0.94536</td>
<td>0.09055</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>22</td>
<td>2.6727</td>
<td>1.05025</td>
<td>0.22391</td>
<td>0.000</td>
<td>Accepted</td>
</tr>
<tr>
<td>Total</td>
<td>189</td>
<td>1.9164</td>
<td>0.93034</td>
<td>0.06767</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Conclusion**

The impact of many demographic factors on shyness has been proven with this study. First of all, it was first found that women are slightly shyer than men. There are some studies examining the level of shyness that between women and men in the literature. Also, Crozier (2005) stated that there is no big significant difference between the levels of shyness of men and women.

On the other hand, when we look at the relationship between shyness and age; it is found that the people at the age of 21 and under age group are slightly shyer than the upper age group. Furthermore, as the level of shyness increases, the frequency of online purchasing also increases. Considering self-confidence is the most important predictor of shyness; a possible positive relationship between self-confidence and money would support this finding.

However, the most important finding of the research is that shy people tend to buy over the internet. In other words, in this research, it has
been found that as the level of shyness increases, the frequency of online purchasing increases.

![Diagram of Online-Shy Shopper Model]

Figure 1. The Draft of Online - Shy Shopper Model

In fact, the variables that have been examined separately with shyness above can be held together with a model. The draft model is given in Figure 1 above as a result of this research. It will be useful that comparison of this model in different cultures in terms of psychographic segmentation in global marketing.
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Abstract
Classical welfare economics assumes that the demand function, or consumers’ utility, is known with certainty. Probabilistic microeconomics generalizes it by maximizing expected utility, or by optimizing under a specific constraint. Existing research has provided only limited insight into the welfare effects of demand uncertainty, and that limited insight suggests welfare reduction as a result of demand uncertainty. In contrast with previous works, our paper does not prescribe the form of demand uncertainty, but rather derive it from individual consumers’ choices. We then analyze monopolist optimization problem, first constrained by a “Safety-First” type condition imposed on the coefficient of variation, and then by considering risk-adjusted profit measure. Our results indicate that the Marshallian welfare measure, when compared with the deterministic model, increases with uncertainty of the demand function.

We point out that uncertainty characterizes markets that lie between the pure monopoly model, and perfect competition model. We believe that our model of demand uncertainty is a realistic one, very much like observed behavior of markets. Most importantly, our work suggests that transition from monopolistic market structure to competitive one may be explained better by demand uncertainty than by mere presence of competitors, as opposed to the instant appearance of competitive pricing in common textbook models.

Finally, we show how a demand can be efficiently estimated from simple consumer surveys (admitting its random structure).

Keywords: Demand uncertainty; welfare; market power
**Introduction**

Neither a pure monopoly nor a pure competition is a realistic description of markets for goods and services, which we observe in real life. One possible alternative to those two is the *monopolistic competition*, in which each producer holds a monopoly for a product, with those products being close substitutes. This phenomenon is indeed more common in the real world than in economics textbooks: consumers hardly ever face a choice between two (or more) identical products or services. Even two gas stations selling gasoline across the street from each other differentiate their products with brand names, additional services, or ethanol content.

Things in the real world are even more complicated. In reality, a consumer does not decide to make a purchase of a good or service in a purely deterministic fashion, but rather each individual purchase decision is quite uncertain, and affected by numerous factors, such as preferences of the consumer, the price, current mood or confidence of the consumer, availability of substitutes, etc. If the purchase decision were indeed fully determined by the purchase price, as the standard deterministic models suggest, then massive advertising campaigns developed by businesses would appear quite impractical. In reality, advertising, as well as sales, coupons, etc., work, as they all may affect the consumer in the moment of the purchase decision. They are only in the limited degree functioning as the source of information about price and quantity, and to a much larger extent they seek to affect the momentary lapse of judgment, or momentary depth of it, at the moment of purchase.

For the two idealized market models present in economics textbooks, monopoly and perfect competition, the above argument does not apply. In the pure monopoly model, the consumer faces a price given by the monopolist, and other factors are generally fully set by the aggregate market structure. The purchase decision is basically determined by the price. Paradoxically, perfect competition produces a similar “no uncertainty” outcome, as the price is effectively set by the relationship of the industry cost structure and the industry demand, and again each individual consumer’s purchase decision is basically determined by the price.

It is the “grey area” of markets between perfect competition and pure monopoly that result in greatest uncertainty of the consumers’ purchase decisions. Consumers can always change their minds and go to another seller, even if the price is higher there, because of receiving a slightly differentiated product that they are happier with, or just not feeling like buying now, but getting that magic shopping feeling later. They may be affected by advertising, reputation, promotions, etc.

Because of their welfare implications, monopolistic markets are generally perceived as socially undesirable, while perfectly competitive
markets are viewed as socially desirable. Realistic markets seem to be viewed as a messy “in-between” case. But even this perception begs a question: are realistic markets in equilibrium of their own, or do they evolve over time towards one of the two purely theoretical concepts? In this work, we create a model that seems to indicate that realistic models naturally converge towards competitive model as a result of uncertainty, and that uncertainty of demand may in fact result in increased welfare.

**Modeling uncertainty of demand**

Classical welfare economics is developed under the assumption of complete knowledge of the demand function. In reality, producers face great uncertainty in assessing consumers’ demand, even in a monopolistic or perfectly competitive market. The aggregate demand is downward sloping both in the case of monopolistic and competitive markets, and in the real business world, the actual demand is subject to both measurement uncertainty, and the uncertainty of the underlying functional relationship. The effects of randomness of demand has been studied, generally, with the objective of expected utility maximization, or under a “Safety-First” constraint, with some theoretically prescribed random structure of demand. Our work proposes what we believe to be a more practical alternative.

McCall (1971) provided an early survey of probabilistic microeconomics. He stated: “work is underway in reformulating the theory of the firm under conditions of uncertainty, in assessing the role of information in general equilibrium theory, in integrating uncertainty with welfare economics, and in designing measures of uncertainty possessing both theoretical appeal and practical importance.” While the use of expected utility maximization is most common, Hanoch and Levy (1969) provided examples of situaions with lower expected value and higher variance having higher expected utility, suggesting that maximization of expected utility may produce counterintuitive results. Brown G., Jr. & Johnson, M.B. (1969), and in a comment to their work, Visscher, M. L. (1973), discussed the effect of demand uncertainty in a limited case of linear demand, with their results indicating that uncertainty of demand may result in welfare improvement. In contrast to that work, Leland (1972) used the expected utility models to study the output (and by implication, welfare) effect of uncertainty on a monopolist facing a random demand. In particular, all of Leland’s results indicate that uncertainty cause reduction in monopolist’s output. Leland (1972) nevertheless concluded that welfare effects of models studied by him remain unclear. Dana (1999) analyzed firms facing uncertain demand under constraints of costly capacity and prices set in advance, and concluded that such firms will sell their output at multiple prices, i.e., will utilize price discrimination. Equilibrium price dispersion with homogeneous
goods was first described by Prescott (1975) and developed more formally by Eden (1990). Unlike the approaches of Dana (1999), Prescott (1975) and Eden (1990), our model precludes price discrimination and assumes uniform pricing. We also do not prescribe stochastic demand structure, but rather derive it from consumers’ preferences. Also, in contrast to the results of Day, Aigner and Smith (1971), our model suggests that demand uncertainty will not produce safety margins in pricing, but rather lead to lower prices.

Roy (1952) provided an investment perspective on an alternative optimization approach, where the maximization of profit, or utility of profit, is constrained by the condition that the losses cannot exceed certain level with prescribed probability. This approach has been given a general name of Safety-First. Haim and Sarnat (1972) point out that Roy’s Safety-First methodology can be reduced to the expected utility approach. Day, Aigner and Smith (1971) review Safety-First, in the form of three rules for a profit-maximizing monopolist. They find that under Strict Safety-First, where the risk condition is binding for optimization, output exceeds the output under the other two, softer forms of Safety-First. Day, Morley and Smith (1974) argue that a model in which the company’s financial position affects its investment opportunities may provide an explanation as to why risk constraints are important in a monopolist’s pricing decision.

We believe that our approach provides an alternative to the above models. We propose that the random demand can be derived from individual consumers’ choices, and that the optimization can be either performed with respect to expected utility, or constrained by a binding condition on the coefficient of variation of demand (and, equivalently, of company’s profit). The resulting model shows that demand uncertainty actually expands output, thus providing potential for welfare enhancement. An additional bonus of our methodology is a new demand derivation procedure that can be used in practice for estimation of the demand function as well as of the marginal utility of the clients through simply designed consumer surveys.

A new model

As the existing literature indicates, demand uncertainty can be modeled in many ways. We propose a new model for it. We assume that the firm is a monopolist facing random demand, i.e., for every price, the quantity demanded is a random variable $Q(p)$, with $E(Q(p))$ denoted by $q(p)$ and $\text{Var}(Q(p))$ denoted by $\sigma^2(p)$. Mathematically, this means that the demand function is a stochastic process $\{Q(p)\}_{p \geq 0}$. In our model, the demand is derived as a sum of individual Bernoulli Trials: decisions about purchase. Each purchase decision can be viewed as a comparison of the externally given price with individual’s preference for the item purchased, or as a utility
comparison. In a standard additive utility model, if one alternative is a numeraire good and the utility of the other alternative, a good or service purchased, is \( U(q) \), where \( q \) is the quantity, the purchase decision is made if marginal utility \( \frac{dU}{dq} \) exceeds the price of additional item purchased. This decision is equivalent to comparing the reservation price, a random variable in our model, to the market price \( p \). We propose that either the marginal utility or the reservation price can, and should be, treated as a random variable, to properly account for the uncertainty of each purchase by an individual consumer. This uncertainty has been only marginally acknowledged in theoretical economic literature, while it is overwhelmingly acknowledged by the massive advertisement expenditures of businesses, which perceive consumers’ preferences as uncertain and, most importantly, changeable.

Consider a firm that has \( N \) potential customers in a certain region. If this firm lowers its price, not only will more consumers from its region purchase the firm’s product, but also consumers from other regions may arrive. In our model, we will therefore assume that \( N \) is a decreasing function of \( p \). Let us note that we do not assume that the \( N \) consumers all purchase the product, but rather that they all have some probability of purchasing it, i.e., are potential customers.

So let us assume that there are \( N(p) \) independent potential consumers in the market, and that each of them buys the product under consideration independently with probability \( \theta(p) \), where \( 0 \leq \theta(p) \leq 1 \), a function of \( p \), with the following properties: \( \theta(0) = 1 \), \( \lim_{q \to -\infty} \theta(p) = 0 \), and \( \theta(p) \) is strictly decreasing. This means effectively that each consumer’s purchase is an independent Bernoulli Trial (Fabian and Hannan, 1985). Under these assumptions, the total demand in time horizon \( T \), given a price \( p \), is a random variable \( Q(p) \) with a distribution described by:

\[
\text{Pr}(Q = k) = \binom{N(p)}{k} (\theta(p))^k (1-\theta(p))^{N(p)-k}
\]

for \( k = 0, 1, ..., N(p) \). Then \( q(p) = E(Q(p)) = N(p)\theta(p) \) is the expected value of the output, and its standard deviation is

\[
v(p) = \sqrt{N(p)\theta(p)(1-\theta(p))}.
\]

The firm serving random demand cannot maximize profit without regard to uncertainty of the demand. One possible approach, most commonly used, is to decrease the expected profit by some measure of risk. Another
form of risk-adjustment is a “Safety-First”-type condition. We will begin
with that second approach.

Safety-First Approach. The objective is to maximize expected profit
while controlling risk, in a given time horizon $T$. The overall uncertainty may
increase because of an increase in the number of potential customers as well
as increased uncertainty of individual purchase. We will analyze risk per unit
purchased. What is then a rational profit strategy? Assume for simplicity that
there are no fixed costs, and the marginal cost is constant and equal to $c$. The
strategy we propose is:

Maximize $E(Q(p)(p - c))$, 
subject to $\frac{\sqrt{Q(p)}}{q(p)} \leq \alpha$. (1)

The quantity maximized can be also written as $(p - c)q(p)$. The
constraint states that standard deviation of price per quantity unit (i.e.,
coefficient of variation of demand or, equivalently, of profit) is bounded by a
certain parameter $\alpha$. This is a form of a strict Safety–First condition,
although it is somewhat different than the one used by Day, Aigner and
Smith (1971).

We will now derive a more explicit formulation of the maximization
problem (1). The expected profit, $\Pi(p)$, is given by

$$\Pi(p) = N(p)(p - c) q(p).$$

The optimization problem becomes:

Maximize $N(p)(p - c) q(p)$,
subject to $\frac{1}{\sqrt{N(p)}} \left[ \frac{1 - \theta(p)}{\theta(p)} \right] \leq \alpha.$

Since the function $\theta(p)$ is strictly decreasing, the constraint can be
also written as

$$p \leq \theta \left[ \frac{1}{1 + N(p) \alpha^2} \right].$$ (2)

Note that the inverse function $\theta^{-1}$ will also be strictly decreasing. To
avoid a trivial situation, we assume also that $c$ satisfies (2) (otherwise the set
of admissible prices would be empty).

The producer’s optimization problem, as stated above, has some
interesting properties. First, as the number of potential customers approaches
infinity, the expression $\frac{1}{1 + N(p) \alpha^2}$ approaches zero, and the constraint
condition is naturally satisfied. Thus for larger potential markets, we can
expect the constraint (2) to be more easily met. Furthermore, since \( \theta \) and \( N \) are decreasing with \( p \), reducing \( p \) will increase the firm’s chance of meeting the risk constraint (2), even if the optimal price is not known to the firm. On the other hand, if the optimal price without risk constraint is expected to be high, then (2) may not be satisfied at that high price level. This means that a product with a relatively high expected profit per unit (in relation to the size of the market), will be sold below the price that would be optimal in the absence of risk, if the risk constraint is imposed and is binding.

**Risk-Adjusted Profit Approach.** We will now present an alternative optimization approach. We propose a *risk-adjusted profit* measure, defined as:

\[
\Pi_k(p) = \Pi(p) - \gamma \cdot N(p) \theta(p)(p - c) g(p) = \Pi(p) \theta(p)(p - c)(1 - \gamma g(p))
\]

Here, \( \gamma \) is a coefficient of risk-aversion, and \( g \) is a measure of risk in demand uncertainty per unit of expected risk. We will assume that \( g \) is a differentiable and strictly increasing function on \( (0, \infty) \). For technical reasons we will also assume that \( N \) and \( \theta \) are differentiable functions. For example, if we measure the risk of profit by the standard deviation of the profit, then

\[
g(p) = \sqrt{\frac{1 - \theta(p)}{N(p) \theta(p)}}.
\]

Since \( N \) is decreasing and \( \theta \) is strictly decreasing in \( p \), we conclude that so defined \( g \) is strictly increasing. We assume also that \( \gamma \) is such that \( 1 - \gamma g(p) \geq 0 \) for some \( p > c \) (otherwise the risk adjusted profit could not be positive for any \( p \geq c \)).

The above models proposed here assume homogeneity of consumers. But our methodology can naturally be extended through aggregation of homogeneous submarkets to a heterogeneous market.

**Output and welfare implications for a Safety-First Model**

Assume that the optimal price calculated in the absence of risk, without the risk controlling constraint (2), exists and denote it by \( p^\ast \). A key assertion of this section is

*If* \( p^\ast > \theta^{-1} \left( \frac{1}{1 + N\alpha^2} \right) \) *then the optimal choice might be either the solution to the equation* \( \theta(p) \cdot (1 + N(p) \cdot \alpha^2) = 1 \), *denoted by* \( p_0 \), *or a local maximum of* \( N(p)(p - c) \theta(p) \) *on the interval* \( [0, p_0] \). *In either case, risk considerations*
by the producer result in a lower price and higher output to the consumer, thus expanding welfare.

The proof is elementary so we omit it. Consider an application of this model to a producer creating a new market through introduction of a new technology. Such a producers is generally a natural monopolist, yet faces great uncertainty of demand. Moreover, in this case, the potential market size $N$ may be small, and, as a result, risk control condition may be difficult to satisfy. Our analysis indicates that utilization of risk management in their profit maximization may lead to lower prices and greater welfare. This model can provide an explanation for pricing strategies of Internet and technology startups, which, especially during the early internet shopping boom in the late 1990s offered deals that seemed too good to be true, but were true nevertheless, unfortunately also resulting in a subsequent bust of many of those firms.

Our model also provides an additional rationale for a different market design: a market created by dividing a monopolist into several smaller companies. Such “trust-busting” may expand welfare even if the resulting companies retain some degree of market power, as the resulting smaller companies will face greater uncertainty of demand.

Risk-adjusted profit analysis and welfare implications

Let us denote by $p^*$ the price such that it minimizes the profit $\Pi$, not adjusted for risk (this means that the profit is calculated deterministically, taking the expected value of demand as the deterministic demand). We will now state the key assertion of this section:

Assume that $\Pi$ has a unique local and global maximum at $p^* > c$. Then the price for which the risk - adjusted profit measure $\Pi_r$ reaches maximum, is lower than the price $p^*$. More specifically, for a certain range of prices, all less than $p^*$, producer facing demand uncertainty enjoys higher expected risk-adjusted profit than for the previously optimal price $p^*$. Moreover, increasing the price $p$ above $p^*$, provided $\Pi_r(p) \geq 0$, always (not merely in a certain range of prices near $p^*$) decreases the expected risk-adjusted profit.

We will now prove this assertion. By assumption, there is $\bar{p}$ (possibly $+\infty$) such that $\Pi_r(p) \geq 0$ for all $p \in [c, \bar{p})$. If $p^* \notin [c, \bar{p})$, the assertion trivially holds. So let us consider the case $p^* < \bar{p}$. Under the assumptions specified, the risk-adjusted profit is of the form

$$
\Pi_r(p) = N(p)\theta(p)(p - c) \cdot (1 - g(p)).
$$
Its derivative is
\[
\frac{d}{dp} \Pi_R(p) = \frac{d}{dp} \left[ N(p) \theta(p)(p-c) \right] \cdot \left( 1 - \gamma g(p) \right) - \gamma N(p) \theta(p)(p-c) g'(p).
\]

As the maximum of non-risk-adjusted profit \( \Pi(p) \) at \( p^* \) is unique, local and global, for every \( p > p^* \), \( \frac{d}{dp} \Pi_R(p) < 0 \) if \( g(p) \leq \frac{1}{\gamma} \). Hence the bigger the price (as long as it is above \( p^* \) and not bigger than \( \bar{p} \)), the smaller the risk-adjusted profit. Furthermore, as \( \frac{d}{dp} \Pi_R(p^*) < 0 \) and \( \Pi_R(c) = 0 \), there is a price \( p_R \) such that \( \Pi_R \) attains a global maximum at \( p_R \), with \( p_R < p^* \).

The key conclusion of the above assertion is that if profit maximization is performed by considering a risk-adjusted profit measure, the result is lower prices to consumers and an increase in the Marshallian welfare measure. Furthermore, we should note that the standard comparison between a monopolistic and competitive market models gives competition as the reason that a producer must lower prices from the level of a profit-maximizing monopoly price. Our model indicates that even a pure monopolist, when faced with the risk of demand uncertainty, is likely to respond with lower prices and sacrifice of some level of previously captured profits. Furthermore, demand uncertainty results in an increase of overall welfare, due to increase in output. One could therefore venture a hypothesis that demand uncertainty is the actual force behind a transition from a monopolistic market structure to a competitive one. This hypothesis is supported by so common among monopolists desire to lock-in their markets, to assure a customer base, as the resulting reduction in demand uncertainty benefits them at the expense of the consumers.

**Estimating the random demand**

We will now present an efficient procedure for estimation of demand under our model. In order to estimate the function \( \theta(p) \), consider a random sample \( X_1, X_2, \ldots, X_n \) from a probability distribution defined by the condition \( \Pr \{ X \geq p \} = \theta(p) \). The random variable \( X \) is the consumer’s reservation price. In order to produce such a random sample in practice, we can collect data by asking the consumers the following question:

- What is the highest price you would be willing to pay for the said good (or service)?
A simple estimator for \( \hat{\theta}(p) \) is then \( \hat{\theta}_n(p) = \frac{1}{n} \sum_{i=1}^{n} I_{[p, +\infty)}(X_i) \), where 
\( I_{[p, +\infty)} \) is the indicator function. We have:

(i) \( \lim_{n \to \infty} \sup_{p \geq 0} |\hat{\theta}_n(p) - \theta(p)| = 0 \) with probability 1, (this follows from Glivenko-Cantelli Theorem, see Fabian and Hannan, 1985).

(ii) \( E[\hat{\theta}_n(p)] = \theta(p) \).

(iii) \( \text{Var}(\hat{\theta}_n(p)) = \frac{1}{n} \theta(p)(1 - \theta(p)) \).

It is also possible to replace the estimator \( \hat{\theta}_n \) with a smoothed version:

\[
\hat{\theta}_n(p) = \frac{1}{n} \sum_{i=1}^{n} K \left( \frac{X_i - p}{h} \right)
\]

where \( K(\cdot) \) is a differentiable increasing function of a real variable (called a kernel), and \( h \) is a smoothing parameter depending on \( n \).

Note also that maximizing \( N(p)(p - c)\theta(p) \) subject to the constraint

(2) (the Safety-First model case) splits into the following sub-problems:

First, estimate \( N \) taking into account the answers to the question A, for example:

\[
\hat{N}(p) = \frac{\text{Number of consumers with } X_i \geq p}{n}. \text{ (Total Population Size)}
\]

Calculate \( \hat{\theta}_n(p) = \frac{1}{n} \sum_{i=1}^{n} K \left( \frac{X_i - p}{h} \right) \).

Establish the function \( p \rightarrow \hat{N}(p)(p - c)\hat{\theta}_n(p) \),

Find the argument \( \hat{p}_n \), which maximizes \( \hat{N}(p)(p - c)\hat{\theta}_n(p) \) subject to the constraint \( \hat{\theta}_n(p) \geq \frac{1}{1 + \hat{N}(p)\alpha^2} \).

The following convergences (almost surely, i.e., with probability 1) can be shown:

\[
\lim_{n \to \infty} \hat{p}_n = p
\]

\[
\lim_{n \to \infty} \hat{N}(p) = N(p)
\]

\[
\lim_{n \to \infty} \hat{N}(p)(\hat{p}_n - c)\hat{\theta}_n(\hat{p}_n) = \max_{\theta(p) \geq \frac{1}{1 + N(p)\alpha^2}} (p - c)\theta(p)
\]

under mild assumptions (see Fabian and Hannan, 1985). Similar results can be obtained for the case of risk adjusted profit measure.
Let us note that the procedure provided here by us is a relatively simple one that can be performed with relatively small quantitative power. This stands in stark contrast with existing econometric approaches (e.g., Knittel and Metaxoglou, 2014, or Blundell, Horowitz, and Parey, 2013). In the following section, we illustrate this procedure with an empirical experiment, in which we derived an estimate of a demand function for a service of online courses preparing for professional actuarial examinations.

**Empirical experiment**

In order to illustrate this methodology, we have performed an experiment aimed at estimating demand by students at Illinois State University for intensive review seminars preparing them for the first four actuarial examinations (professional examinations offered by the Society of Actuaries and the Casualty Actuarial Society in North America). Students were asked the question: “What would be the highest price you are willing to pay for a seminar?” separately for the first four actuarial examinations. While their responses were anonymous, they had to log in using their unique university ID, and therefore multiple entries from one person were prevented. 47 students participated. We were able to produce estimates for demands shown in the graphs below. The graphs give the probability of purchase for a given level of price, as estimated in the experiment. The students provided their responses in an online survey, with all appropriate procedures for working with human subjects secured, and with participants’ anonymity assured.

The graphs are what in probability theory would be called the survival function: For every number on the horizontal axis the value given is the probability of participants being willing to pay that price or higher. This gives us the function $P_r(X \geq \rho) = \theta(\rho)$. This, in turn, allows us to create an empirical estimate of the demand function.
Figure 1: Estimate for the seminar for the first actuarial examination

Figure 2: Estimate for the seminar for the second actuarial examination

Figure 3: Estimate for the seminar for the third actuarial examination
Conclusion

Our model indicates that a monopolist facing the risk of demand uncertainty will respond with lower prices and sacrifice some level of profits available in absence of such uncertainty. Furthermore, demand uncertainty results in an increase of overall welfare, due to increase in output. One could therefore venture a hypothesis that demand uncertainty is the actual force behind a transition from a monopolistic market structure to a competitive one. This hypothesis is supported by so common among monopolists desire to lock-in their markets, to assure a customer base, as the resulting reduction in demand uncertainty benefits them at the expense of the consumers. On the other hand, a monopolist facing uncertain demand effectively moves towards behaving more as a firm existing in a competitive market.

Our model provides a rational explanation for lowering price as an optimal strategy for some firms facing uncertain demand. It can be argued that such has been the behavior of major US-based airlines, which do face great amount of uncertainty of demand, and often offer mysteriously low prices and make every attempt to fly full airplanes, while European carriers, historically facing more predictable demand, used to be often content with fewer passengers. Of course that historical structure of European air travel market has been dramatically changed with the strong entrance of low-fare carriers, such as Ryanair, causing increased uncertainty of demand and lower prices. Borenstein and Rose (1994) provide an insight into the uncertainty of demand in the U.S. airline industry, and model it via price discrimination, obtaining results consistent with our model: greater price uncertainty occurs on routes with more competition or lower flight density.
Furthermore, we show that a random demand function can be derived from individual consumers’ purchase decisions, through simple consumer surveys. This survey methodology offers a simple and realistic methodology for immediate application of our approach in marketing approaches of businesses dealing with uncertainty of demand.
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Abstract
There is not a unique way of measuring the performance variable as several criteria can be followed to do so. Hence, we can find objective measures (fundamentally economic-financial) and subjective measures (for example, satisfaction measures). There are many investigations which analyse this variable globally. However, this work is centred on a specific part: how an exporting activity or export performance is measured. To do so, we have carried out an analytical review of the main empirical contributions over the period 1998-2013. In this way, we have found out which is the measure, or which are the measures, of this variable that are most accepted. Furthermore, knowing the determinants of export performance will help firms' managers to direct their efforts towards those factors which foster the obtaining of good results.
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Introduction
Export Performance has been (and continues being) a variable of tremendous interest in the literature of international businesses (Hariharan, 2016). There is a consensus regarding success in domestic markets not guaranteeing the obtaining of good results in foreign markets, as these require the development of specific strategies to be able to be successful (Zou and Stan, 1998). Diamantopoulos (1999) warns that export performance represents the results attained from international operations carried out under different environmental and organisational conditions, adding that a part of the research related to internationalisation has sought to
identify the organisational, management, environmental and strategic factors which influence export performance\textsuperscript{18}.

An important question in the study of this variable is its conceptualisation, as well as its functioning as a dependent variable (Morgan et al., 2012). Thus, MatthysSENS and Pauwels (1996) recognise that a reliable and valid measure of export performance is critical when the determinants of success in international businesses are being analysed. However, there has been scant consensus in the literature concerning which are the most important and appropriate measures of export performance, the contributions on determinants of export performance being fragmented and different conclusions at times been drawn (Zou et al., 1998, among others). This therefore helps to argue the present work. We have begun by reviewing the literature on export performance, where the determinants and the way in which they have been measured have been highlighted. We then focus on the methodology of meta-analysis. Afterwards, we have extracted from the study period the results about the variable's determinants and measurement. In the last section, we present the study's conclusions, limitations and future studies which may be carried out.

**Review OF THE LITERATURE ON EXPORT PERFORMANCE**

The lack of consensus in the literature and the scarcity of relevant theories which clearly explain the functioning of this variable may be due to a series of endemic problems which characterise research on internationalisation (Axinn, 1994). There is a concurrence in the literature as to the factors which determine export performance being diverse, some direct and others indirect (Leonidou et al., 2002). Nevertheless, to have a consensus about all the research which exists concerning this variable we must taken into account that:

- first, most studies have been isolated and uncoordinated attempts aiming to investigate and test only some of the factors which influence export performance, and not all of them jointly;
- second, the research efforts have taken place at different moments in time and in distinct geographical and sectoral environments, which may lead to possible exogenous effects in the findings; and
- third, the different research designs carried out have led to the use of distinct definitions, terminologies and functions of the variables, giving rise to inconsistency in the conclusions.

\textsuperscript{18} Among others, some of the relevant studies are those of: Bilkey (1978), Madsen (1987), Aaby and Slater (1989), Zou and Stan (1998), Diamantopoulos (1999), Leonidou et al. (2002) and Dhanaraj and Beamish (2003).
Thus, in the last 30 years, the literature has revealed different descriptive models related with the behaviour developed in the internationalisation process and with performance. As the evolution is clearly marked, this research can divided by decades (Dhanaraj and Beamish, 2003).

But in spite of this progress, the literature on export performance remains plagued with controversies (Zou and Stan, 1998). There are different works in the literature which do not share the same view regarding how the different factors affect export performance. This influence on the variable studied is found to be direct or indirect.

Referring to the determinants of exporting activity, there is not unanimity among the different authors about what the factors are and their degree of relative importance, which condition the result of activity abroad (Zou at al., 1998; Nazar and Shaikh, 2011; Mysen, 2013). This is due to the high fragmentation and scarcity of general conclusions in this study field (Aaby and Slater, 1989; Cavusgil and Zou, 1994). From this perspective, it is very complex to extract business behaviour guidelines which orientate the carrying out of operations of foreign business and the elaboration of a policy framework that underpins the decision-making process.

Table 1 presents a summary of the contributions about variables associated with the export activity. Therefore, to identify these determinants has become one of the aims of this part of the investigation. Numerous empirical works have been done to identify the factors responsible for the the success of activities abroad.

<table>
<thead>
<tr>
<th>Author/s</th>
<th>Determinants of the organisation's exporting result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dominguez and Sequeiro (1993)</td>
<td>Marketing strategy, Management commitment and motivation</td>
</tr>
<tr>
<td>Evangelista (1994)</td>
<td>Controllable factors</td>
</tr>
<tr>
<td>Katsikeas, Deng and Wortzel (1997)</td>
<td>Firm specific factors</td>
</tr>
<tr>
<td>Zou, Taylor and Osland (1998)</td>
<td>Business characteristics, Product characteristics, Market characteristics</td>
</tr>
<tr>
<td>Leonidou, Katsikeas and Samiee (2002)</td>
<td>Manager variables, Organisational variables, Marketing-mix variables</td>
</tr>
</tbody>
</table>

Source: Own elaboration (from Leonidou et al., 2002)

We note that the determinants of export performance can be classified as both external and internal factors, as corroborated by different theoretical bases (Gómez-Mejía, 1988 and Zou et al., 1998). Thus,
specifically, the internal determinants are justified by the theory based on resources and capabilities, while the external determinants are supported by the industrial organisation theory. The first of these theories considers that the main determinants of the relation between a firm's strategy and its performance are the organisational internal resources. On the contrary, the industrial organisation theory argues that external factors determine the firm's strategy, which, in turn decides its economic performance. According to this theory, the firm's external factors and internationalisation strategy are the first determinants of export performance.

Regarding the **measuring of this variable**, this question has been broadly dealt with in the literature both for international businesses and to know the results of any organisation at a national level. In the international area, the great majority of the literature has centred on the results obtained through one of the expansion modes, such as exporting. Export performance has had a relevant literary procedure. Due to the many works which measure both export performance and its determinants, significant efforts have been made to bring together and unify the distinct contributions on this topic. Either through the technique of meta-analysis or any other way, different authors have compiled the literature on export performance (among others: Madsen, 1987; Aaby and Slater, 1989; Chetty and Hamilton, 1993; Zou and Stan, 1998; Katsikeas, Leonidou and Morgan, 2000; Leonidou, Katsikeas and Samiee, 2002; ; Nazar and Shaikh, 2011; Singh and Mahmmod, 2013).

<table>
<thead>
<tr>
<th>Category</th>
<th>Indicators included in each category</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objective evaluation of the financial content</strong></td>
<td></td>
</tr>
<tr>
<td>Measures associated with sales</td>
<td>Export sales.</td>
</tr>
<tr>
<td></td>
<td>Export disposition or intensity.</td>
</tr>
<tr>
<td></td>
<td>Export sales per employee.</td>
</tr>
<tr>
<td></td>
<td>Export sales per product.</td>
</tr>
<tr>
<td></td>
<td>Export sales of new products.</td>
</tr>
<tr>
<td></td>
<td>Contribution of exports to domestic sales.</td>
</tr>
<tr>
<td></td>
<td>Contribution of exports to profit.</td>
</tr>
<tr>
<td></td>
<td>Market share associated with the export activity.</td>
</tr>
<tr>
<td>Measures associated with profitability</td>
<td>Profitability of the export activity.</td>
</tr>
<tr>
<td></td>
<td>Export profitability versus domestic profitability.</td>
</tr>
<tr>
<td></td>
<td>Return on investments (ROI).</td>
</tr>
<tr>
<td></td>
<td>Return on foreign sales (ROS).</td>
</tr>
<tr>
<td>Measures associated with growth</td>
<td>Growth of foreign sales.</td>
</tr>
<tr>
<td></td>
<td>Growth of the export disposition or intensity.</td>
</tr>
<tr>
<td></td>
<td>Growth of the export sales of new products.</td>
</tr>
<tr>
<td></td>
<td>Growth of the profitability of exports.</td>
</tr>
<tr>
<td></td>
<td>Growth of the contribution of exports to profit.</td>
</tr>
<tr>
<td><strong>Subjective evaluation of non-financial content</strong></td>
<td></td>
</tr>
</tbody>
</table>
### Table: Measures of Export Performance

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived success</td>
<td>Any measure which shows the success perceived by the firm's management in the development of its export activity.</td>
</tr>
<tr>
<td>Measured related with satisfaction</td>
<td>Any measure which shows managerial satisfaction associated with the development of the export activity.</td>
</tr>
<tr>
<td>Measures related with achieving aims</td>
<td>Measures associated with the achievement of aims (economic, strategic, etc.) on a given time horizon.</td>
</tr>
<tr>
<td>Other measures</td>
<td>This category gathers any measure not included in the previous categories, as well as those cases in which the export result implies a multidimensional evaluation and it was not feasible to individualise the effects of each particular measure.</td>
</tr>
<tr>
<td>Composite scales</td>
<td></td>
</tr>
</tbody>
</table>

Source: Leonidou et al., 2002

The results of the study of performance are fragmented. This means that there is a series of problems in order to define it. Problems such as the lack of consensus in the main dimensions of measuring it, or disagreements as to how the dimensions of performance should be measured tend to be found in works on this topic.

This work is going to use an analytical focus to gather the main conclusions of the empirical studies on the measurement and determinants of performance in international operations, either through exports, joint ventures, or any other mode of entering foreign markets.

### Methodology of export performance analysis: an analytical approach

To establish both the measurement of the export performance variable and its determinants, we are going to follow an analytical approach. That is to say, the review of the literature will be done through the meta-analysis technique. This is defined as “a methodological proposal for the integration of empirical research on the same topic, characterized by the application of the same regulations of scientific rigor demanded for primary studies and, therefore, based on the application of statistical methods” (Rosenthal, 1991; Cooper and Hedges, 1994). Therefore, and as Sánchez-Meca (1999) indicates, in a meta-analysis “the data are the results of the studies, conveniently transformed into a common metric which enables their

---

integration and quantitative comparison, unlike what occurs with primary studies.”

Following the work of the latter author, the methodology has been applied for almost four decades and the first works where it was utilised in social sciences were those of Rosenthal (1976) and Smith and Glass (1977).

Bearing in mind that not all the studies which consider the meta-analysis technique have similar characteristics with respect to size, statistical techniques used, and so on, and to not carry out exclusively a narrative approach to the literature, it is appropriate to employ the procedure proposed by Zou and Stan (1998). The solution consists in using a hybrid between this meta-analysis technique and a narrative description in such a way that the inconveniences of both methods are overcome. Specifically, within meta-analysis techniques we will use that proposed by Hedges and Olkin (1980). Basically, this consists in the sum of the studies which report positive results and, on the other hand, negative results, concerning each of the relations studied. A critical value must be taken. This will be based on the total number of works analysed.20

Table 3: Meta-analytical approach of Hedges and Olkin (1980)

<table>
<thead>
<tr>
<th>AIM</th>
<th>To synthetise the results of a set of empirical studies in order to estimate an indicative effect size of the strength of the association between one independent variable and another which is dependent</th>
</tr>
</thead>
</table>
| NECESSARY CONDITIONS | 1. To totalise for each factor or independent variable the number of studies with offer a significant (positive or negative) or non-significant relation.  
2. Not less than ten studies. |
| EFFECT SIZE | In general, the probability that an independent variable will be significantly (positively or negatively) related with another dependent will be higher the greater the number of studies in which, in the direction proposed, a significant relation with the dependent variable is obtained. |
| NULL HYPOTHESIS | There is not a significant effect on the dependent variable. |
| VERIFICATION OF HYPOTHESES | The null hypothesis will be rejected if the number of studies whose relation is significant in the corresponding direction (positive or negative) surpasses a critical value which depends on the total of the studies analysed for that relation. |

Hedges and Olkin(1980), and, Chetty and Hamilton (1993), consider 4 for ten studies analysed; 5 between 15 and 20; 6 for 30, etc.


---

20 For example, for an interval of between 10 and 15 studies a critical value of 4 will be taken, if there are 20 works this will be 5 and for 30 investigations this will be 6 (Zou and Stan, 1988; Hedges and Olkin, 1980; Chetty and Hamilton, 1993).
For the selection of the studies which are going to make up the present analysis, we have taken into consideration a series of criteria which have to be fulfilled by the different works for them to be able to be the object of the study. In this way, the work would achieve, a priori, a greater probability of being able to be compared and, where appropriate, its conclusions extrapolated.

- The first criterion to fulfil is the time period in which the works are set. The period chosen is between 1998 and 2013. This is because of our starting point. Madsen (1987) or Aaby and Slater (1989) did their meta-analyses in the period prior to their publications (before 1987), and if Zou and Stan (1998) did so between 1987-1997. Here we have wanted to follow up the time period, covering from 1998 to 2013. Summarising the studies which will be part of this investigation, they are those empirical works (reporting data analysis and statistical tests) related with export performance which appeared in the reference period.

- The second criterion has been to chose those works whose aim was to analyse the determinants of export performance, either as the main goal of the work or else being part of a work of greater scope. As well as these determinants, the works had to use some class of measurement of export performance as a dependent variable.

- The third criterion is the sector to which their study area belongs. Hence, we have chosen works which have centred on both the manufacturing sector and the services sector.

- The fourth and last criterion has consisted in selecting empirical works whose analysis is based on primary sources of data collection, whatever they may be. Information gathering was the technique chosen.

    The studies which fulfilled all the aforementioned criteria are those which make up this analysis. The studies included in this review were identified by a process that combined both a manual search and an electronic one. The automatic search was centred on the ABI/INFO database and other sources through Internet, such as Source Premier (EBSCO) and Elsevier Science Direct. The advantage of this search method lay in that sufficient works could be generated by combining keywords related with export performance. On the other hand, the manual search was focused on those journals, books, proceedings, and so forth, which did not appear in the electronic search. The advantage of this search method lay in it helping to identify articles which did not deal with export performance as a main question of analysis, but as a secondary topic. The identification was therefore more difficult than through electronic means. The works identified came from the main journals dedicated to marketing, to international businesses and to topics of business organisation. These were, among others: *Journal of International Business Studies, Journal of Global Marketing,*
From each work, we recovered the following information: authors of the work, the year of publication, the sample size, the country or countries where the work was done, the sectors it included, the size of the firms studied, the statistical technique/s used, the variables which influence export performance, and the measurement of export performance.

After a process of codification, we used descriptive statistics to determine the frequency of the different methodological parameters as well to differentiate the study period, distinguish between sectors, and obtain a geographical focus of the different works (Mosteller and Bush in Leonidou 2002).

Analysis and results in the measurement of export performance

Here we show the results of the analytical study carried out on the research related with export performance (it is worth recalling that we have taken into consideration empirical studies in the 1998-2013 period, and that the aim was to find which would be the best way of measuring the export performance variable, as well as how to determine which factors had a greater influence on this variable). To do so, we have followed the proceeding of Hedges and Olkin (1980).

To give a global view of the results, we draw a series of conclusions which respond to the questions set forth and for which we determined this analytical approach.

- Firstly, from the analysis carried out we indicate that this study included 91 investigations which fulfilled the requirements established. If we compare this with other, similar studies, we note that a great number of works on export performance and its determinants are concentrated in this period. It therefore continues being a variable whose study is of great interest. We also now again recall that the export performance variable presents the result of developing international operations, whatever the entry mode may be. This is what differentiates this study from previous ones, which only chose studies based on exporting as an entry mode (for example,

---

21 As with other studies related with this topic, we limited ourselves to journals published in English, although as a supplement, in the manual search we added journals and proceedings in Spanish (proceedings of congresses, Revista AEDEM, ESIC Market, etc.).

22 Due to questions of space, the studies analysed have not been highlighted in the references but we are willing to facilitate them to those interested. In this case, please address the authors of this work.
Navarro et al., 2002). From the totality of the studies, we see that the immense majority detect statistically significant relations between the determinants of export performance and this performance itself. This leads to the conclusion that those studies which present statistically significant results are more likely to be accepted for publication than those which do not show statistically significant results.

• Secondly, the data collection has all been done through questionnaires. There is the exception of various works such as the study of Aulakh, Kotabe and Tejen (2000), who also use personal interviews to complete data obtained through post or email questionnaires. On the other hand, the works of Rothaermel (2001), Kotabe, Srinivasan, and Aulakh (2002) and Contractor, Kundu and Hsu (2003) use secondary data in their investigations, and that of Mas, Nicolau and Ruiz (2002) carries out a case analysis. The other investigations have used post and email questionnaires to gather the information. To determine the number of firms from which information has been obtained to develop this work, we have found out the average size and the median of the samples of each of the works included in this analytical study. The average of the samples is 411 interviews and the median is 183. That is to say, around 200 interviews is the normal figure which most of the researchers have worked with. The fact that the sample average which appears in this analytical work is so different from the mean is because there are various works with very high samples. This makes the average sample size go up. Thus, the works of Delios and Beamish (2001) with 1,656 firms in their sample, Konopaske et al. (2002) with 3,835 firms, Guillén (2002) with 4,440 firms and Zhao and Luo (2002) with 1,649 firms represent the studies which have the greatest number of firms as samples in their respective works.

• Thirdly, we indicate the statistical techniques used to analyse the data obtained. In this case, Regression Analysis was most employed (in 32 studies), the use of Structural Equations being highly relevant in recent years (a technique which was not used very much previously). Correlation analysis is also utilised in a great quantity of studies. The explanation for the majority use of Regression Analysis or Structural Equations and, on a second level, Correlation Analysis is that the very aim of the majority of the studies reviewed is to determine the factors which influence the export performance variable. Also, and as can be seen in the following table (Table 4), other analysis techniques appear but less than those mentioned (among them are the t-student, the chi-squared, the Duncan test, etc).

<table>
<thead>
<tr>
<th>Regression Analysis</th>
<th>Structural Equations</th>
<th>Correlation Analysis</th>
<th>Discriminant Analysis</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>29</td>
<td>18</td>
<td>13</td>
<td>14</td>
</tr>
</tbody>
</table>
Fourthly, the export performance variable has been measured differently throughout the studies analysed (on the one hand, through economic and non-economic measures; on the other hand, via objective or subjective measures). The use of both objective and subjective measures has been found in this study. What is more, composite scales of measurements (objective and subjective) have been mainly used. There have been various objective measures used in the studies, from the sales figure in foreign markets to the profits obtained from international operations, plus others such as the market share. Nevertheless, the subjective measures have been fundamentally centred on the satisfaction levels of the managers of the firms surveyed concerning a set of variables. The use of this type of measures is justified due to the reticence of the firms surveyed to offer economic data about their results. For this reason, and in addition to the objective measures which can be obtained, subjective measures are used. In this way, the increasingly greater use of composite scales is justified to measure the export performance variable.

Table 5. Conclusions of the analytical study: Measurement of the export performance variable

<table>
<thead>
<tr>
<th>Compos</th>
<th>Profitabilit</th>
<th>Sale</th>
<th>Success</th>
<th>Growth</th>
<th>Satisfactori</th>
<th>Marke</th>
<th>Export</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>factor measure</td>
<td>y</td>
<td>s</td>
<td>s</td>
<td>h</td>
<td>n</td>
<td>share</td>
<td>Intensit</td>
<td>s</td>
</tr>
<tr>
<td>35</td>
<td>23</td>
<td>19</td>
<td>16</td>
<td>14</td>
<td>14</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Fifthly, we also observe a great variety of factors which influence the determinants of the export performance variable in the studies analysed. Although the list of determinant factors is quite broad, conclusions cannot be drawn for all the relations as there is not a sufficient number of investigations. Nonetheless, sufficient works have been found for certain factors to establish that there are statistically significant relations between them and the export performance variable, due to the effect size being large enough to reach these conclusions.

A very relevant aspect to highlight is that the classification of the determinants of export performance which we have followed is that noted by Zou and Stan (1998). Of the 32 determinants, we selected those which have appeared in the studies analysed. Notwithstanding, and here lies the difference with previous studies, this relation of determinant factors refers to the export mode as a way of entry. For this work, we have extended this list to various factors which appear as determinants in the result of activity abroad and we have also included other expansion modes. Yet, as the number of studies that relate determinant factors with the result in entry modes which are not exportation is very small, significant conclusions cannot be practically established.
Table 6: Effect and Effect Size of each determinant on export performance

<table>
<thead>
<tr>
<th>DETERMINANTS</th>
<th>Nº Cases</th>
<th>+</th>
<th>Ns</th>
<th>-</th>
<th>+</th>
<th>Ns</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm characteristics</td>
<td>12</td>
<td>9</td>
<td>3</td>
<td>-</td>
<td>0.75</td>
<td>0.25</td>
<td>-</td>
</tr>
<tr>
<td>Exporter commitment</td>
<td>15</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>0.87</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>Technology</td>
<td>38</td>
<td>27</td>
<td>9</td>
<td>2</td>
<td>0.71</td>
<td>0.24</td>
<td>0.05</td>
</tr>
<tr>
<td>Strategy of International Expansion</td>
<td>18</td>
<td>15</td>
<td>3</td>
<td>-</td>
<td>0.83</td>
<td>0.17</td>
<td>-</td>
</tr>
<tr>
<td>International Competences</td>
<td>11</td>
<td>10</td>
<td>1</td>
<td>-</td>
<td>0.91</td>
<td>0.09</td>
<td>-</td>
</tr>
<tr>
<td>Firm size</td>
<td>38</td>
<td>27</td>
<td>9</td>
<td>2</td>
<td>0.71</td>
<td>0.24</td>
<td>0.05</td>
</tr>
<tr>
<td>Sector instability</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Export Organisation</td>
<td>25</td>
<td>20</td>
<td>5</td>
<td>-</td>
<td>0.80</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td>Entry Mode</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>0.44</td>
<td>0.33</td>
<td>0.22</td>
</tr>
<tr>
<td>Age/Experience</td>
<td>20</td>
<td>14</td>
<td>4</td>
<td>2</td>
<td>0.70</td>
<td>0.2</td>
<td>0.10</td>
</tr>
<tr>
<td>International Orientation</td>
<td>19</td>
<td>18</td>
<td>1</td>
<td>-</td>
<td>0.95</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td>Barriers to Internationalisation</td>
<td>11</td>
<td>-</td>
<td>2</td>
<td>9</td>
<td>-</td>
<td>0.19</td>
<td>0.81</td>
</tr>
<tr>
<td>Investigation of markets</td>
<td>17</td>
<td>14</td>
<td>2</td>
<td>1</td>
<td>0.82</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>Planning of activities</td>
<td>20</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>0.85</td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>Product adaptation</td>
<td>19</td>
<td>14</td>
<td>3</td>
<td>2</td>
<td>0.74</td>
<td>0.16</td>
<td>0.11</td>
</tr>
<tr>
<td>Price adaptation</td>
<td>12</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>0.50</td>
<td>0.33</td>
<td>0.17</td>
</tr>
<tr>
<td>Communication adaptation</td>
<td>13</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>0.38</td>
<td>0.54</td>
<td>0.08</td>
</tr>
<tr>
<td>Distribution adaptation</td>
<td>12</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>0.50</td>
<td>0.33</td>
<td>0.17</td>
</tr>
<tr>
<td>Relational aspects</td>
<td>30</td>
<td>26</td>
<td>3</td>
<td>1</td>
<td>0.87</td>
<td>0.1</td>
<td>0.03</td>
</tr>
<tr>
<td>Competitiveness in foreign markets</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Attractive destination market</td>
<td>17</td>
<td>15</td>
<td>2</td>
<td>-</td>
<td>0.88</td>
<td>0.12</td>
<td>-</td>
</tr>
<tr>
<td>Attractiveness of industry</td>
<td>11</td>
<td>8</td>
<td>1</td>
<td>2</td>
<td>0.73</td>
<td>0.09</td>
<td>0.18</td>
</tr>
<tr>
<td>National market characteristics</td>
<td>20</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>0.80</td>
<td>0.1</td>
<td>0.10</td>
</tr>
<tr>
<td>Intensity in communication</td>
<td>12</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>0.75</td>
<td>0.17</td>
<td>0.08</td>
</tr>
<tr>
<td>General characteristics</td>
<td>11</td>
<td>9</td>
<td>2</td>
<td>-</td>
<td>0.82</td>
<td>0.18</td>
<td>-</td>
</tr>
<tr>
<td>Exp./training of managers</td>
<td>16</td>
<td>13</td>
<td>3</td>
<td>-</td>
<td>0.81</td>
<td>0.19</td>
<td>-</td>
</tr>
<tr>
<td>Age JIV/subsidiary</td>
<td>12</td>
<td>9</td>
<td>3</td>
<td>-</td>
<td>0.75</td>
<td>0.25</td>
<td>-</td>
</tr>
<tr>
<td>Size JIV/subsidiary</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>-</td>
<td>0.75</td>
<td>0.25</td>
<td>-</td>
</tr>
<tr>
<td>Control activities of marketing by the parent company</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.71</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>Control activities of marketing by subsidiary</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Product JIV related with some of the parent companies</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Complementarity of sources between partners</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Congruence of aims between partners</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Equitable distribution of property</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>-</td>
<td>0.60</td>
<td>0.4</td>
<td>-</td>
</tr>
<tr>
<td>Specification of the terms of the contract</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 6 reflects the number of studies in which we found a significant relation (positive or negative) or a non-significant relation between each determinant factor and for each measure of export performance. We set out from the premise that the relation between two variables will only be generalised when, under different contexts or circumstances, the same results are obtained (Bilkey, 1987). Table 7 brings together the effect of each
determinant on the result of the foreign activities as well as the strength of its relation (effect size), determined according to the study of Hedges and Olkin (1980). That is to say, it shows the effect of each determinant on export performance in general (in other words, not on any specific measure), as well as the effect size.

Analysing this last table, the different factors have been grouped according to their having a positive or a negative influence on export performance, or being non-significant (either because the number of studies is not enough, or due to the conclusions about them not being explanatory).

From the results obtained, we highlight that out of the 32 determinants of the organisation's exporting result which Zou and Stan (1998) propose, 26 are found here in the studies analysed. The rest of the factors in our work (9) correspond to studies in which the export performance variable in joint ventures is analysed.

21 of the total of 35 factors which appear as determinants of export performance have a positive and significant relation as a determinant. In 1 factor, this relation was significant but it was negative and in another factor no significance was found about export performance. For the rest of the factors, neither the effect nor the size can be determined, either because there was not the minimum number of studies, or else due to the results obtained not being conclusive.

Table 7: Summary of the type and importance of the effect on export performance

<table>
<thead>
<tr>
<th>FACTOR</th>
<th>EFFECT SIZE</th>
<th>FACTOR</th>
<th>EFFECT SIZE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive effect and statistically significant</td>
<td></td>
<td>Positive effect and statistically significant</td>
<td></td>
</tr>
<tr>
<td>1.-International orientation</td>
<td>0.95</td>
<td>12.-Organisation of exportation</td>
<td>0.80</td>
</tr>
<tr>
<td>2.-International competences</td>
<td>0.91</td>
<td>13.-Firm characteristics</td>
<td>0.75</td>
</tr>
<tr>
<td>3.-Attractive market</td>
<td>0.88</td>
<td>14.-Intensity of</td>
<td>0.75</td>
</tr>
<tr>
<td>4.-Relational aspects</td>
<td>0.87</td>
<td>15.-Age of the subsidiary</td>
<td>0.75</td>
</tr>
<tr>
<td>5.-Exporting commitment</td>
<td>0.87</td>
<td>16.-Product adaptation</td>
<td>0.74</td>
</tr>
<tr>
<td>6.-Planning of activities</td>
<td>0.85</td>
<td>17.-Attractiveness of the product</td>
<td>0.73</td>
</tr>
<tr>
<td>7.-Internat. Expansion strategy.</td>
<td>0.83</td>
<td>18.-Firm size</td>
<td>0.71</td>
</tr>
<tr>
<td>8.-General characteristics</td>
<td>0.82</td>
<td>19.-Age/Experience</td>
<td>0.70</td>
</tr>
<tr>
<td>9.-Market research</td>
<td>0.82</td>
<td>20.-Price adaptation</td>
<td>0.50</td>
</tr>
<tr>
<td>10.-Exper./training of</td>
<td>0.81</td>
<td>21.-Distribution adaptation</td>
<td>0.50</td>
</tr>
<tr>
<td>11.-National Market Charact.</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative effect and statistically significant</td>
<td></td>
<td>Non-significant relation</td>
<td></td>
</tr>
<tr>
<td>1.- Barriers to</td>
<td>0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication adaptation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unclear effect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.-Entry mode</td>
<td></td>
<td>7.-Control mkt. activities by the subsidiary</td>
<td></td>
</tr>
</tbody>
</table>
### Conclusion, limitations and future works

The factors related with firm competences and capabilities in the planning of activities, organisation of foreign activities and others of the same nature, those associated with marketing strategy, and aptitudinal and relational factors have become the main determinants of an organisation's foreign success. Thus, a greater international orientation, as well as a stronger export commitment, will lead to a higher assignation of resources for the knowledge of foreign markets and the harnessing of opportunities (Ambler, Styles and Xiucum, 1999; McPherson, 2000; Katsikeas and Skarmeas, 2003). We must take into account that the international orientation will be conditioned by the stage of the internationalisation process the firm finds itself in (Katsikeas et al., 1996). We also have to highlight that the relational aspects with different members of the value chain are a key aspect for success in the results of foreign activities (Sharma and Patterson, 2000; Rothaermel, 2001; Ruigbrok and Warner, 2003; among others).

Another group of factors which have a special significance concerning export performance are those related to the firms competences, both international and in its more generic facet, as these are generators of competitive advantages in foreign markets (among others: Navarro, 2000; Aulakh, Kotabe and Tejen, 2000; Albaum and Tse, 2001). Among these general competences the organisation's international experience is underlined in previous studies as an important factor (which is normally measured by the number of years that the firm has been carrying out activities abroad, given that this greater experience will facilitate a better knowledge of foreign markets).

As to the factors related with marketing strategy, the adaptation of the variables which make up the marketing mix also become determinant factors of export performance (Aulakh et al., 2000; Albaum and Tse, 2001; O’Cass and Julian, 2003; Shoham et al, 2003). The adaptation of these variables will reduce the psychological distance between the countries which are involved in the transaction, thus reducing uncertainty. This will favour the results.

Other factors which have a positive and significant effect on export performance are those related with the characteristics of the managers who have competences in the international activity, the planning and organisation of the export activity, the market research, and the attractiveness of both the industry and the destination market (Beamish et al, 1999; Francis and
Collins-Dodd, 2000; Cadogan et al., 2002; Shoham et al., 2003; Gong, 2003; are some of the works which have borne in mind these factors). In the same way, the organisation and planning of the activities abroad play an important role in order to attain better levels of export performance (Katsikeas and Skarmeas, 2003; among others).

From the set of factors which appear in the studies on export performance in joint ventures, we observe how the time the subsidiary has been functioning and its size have a positive and significant influence (although for the latter there is not a minimum number of works which permit us to generalise this). Among others, the studies which we find on this topic are: Lane et al. (2001), Konopaske et al. (2002), and Luo (2002). We cannot draw definitive conclusions from the other factors which appear to intervene in the result of the foreign activity in joint ventures due to the scarcity of studies.

Regardless of the above, we must say that the theoretical frameworks on which the investigations analysed here are centred are not explicitly noted in the results of the analytical study. However, these investigations are tied in with a broad variety of theoretical orientations which range from approaches based on the theory of Resources and Capabilities to approaches based on the theory of Transaction Costs, via orientations such as the theory of Relational Marketing, among others. Moreover, an ample set of studies appear which do not make explicit the theoretical framework where their research is developed. For this reason, in our analytical study we have ignored explicitly determining the theoretical framework where each study originates.

Finally, to conclude it is indispensable to recognise the defects which this analytical study may have. To do so, we base ourselves on what was contributed by Arenas (2003) about the limitations which an analytical study can have.

The first limitation noted ensues from the data search sources which we have used. The works found and their quality are the source of this analytical study. The quality of the analytical study will depend on this, hence the first limitation. That is to say, no bibliographical search which is carried out can identify all the investigations that can be extracted on a topic. In our case, we have used the databases available in the University Pablo de Olavide. From them, we have carried out searches of the journals previously reviewed and we must point out that not all the journals offer the possibility of accessing the complete text of articles. This has been remedied by either asking the publishing house for those works which seemed interesting to make up our study, or else through contacting the author to obtain the work. Another data source was the proceedings of congresses and the access to Spanish journals on topics of firms and marketing. Nevertheless, as we have pointed out before, it is impossible to gather everything published on a topic.
Secondly, and as a consequence of the above, this study only has published works and not everything done on a topic is published. As Rosenthal and Di Mateo (2001) indicate, those works which find statistically significant results between the relations studied are more likely to be published. This shows that there is a so-called publication bias, as practically only works with this kind of results are published. Meanwhile, there are others, on the other hand equally valid, which do not find statistically significant results and that, for this reason, do not find a niche in publications. As Sánchez Meca (1999) indicates, and as Arenas (2003) reports, in a meta-analysis which only has published works, the results can be biased in the sense of overestimating the interest effect.

A third limitation found is that any analytical study studies things which are similar but not identical. That is to say, the studies analysed tend to vary considerably regarding the sample size, the theoretical framework, the target population (business size, country, industrial sector, etc.), statistical technique used, way of measuring the variables, and so on. Following what was indicated by Arenas (2003), when the results of the analytical study are positive, this is no hindrance and its conclusions can be generalised. However, the problem arises when the results are not absolutely clear. This lack of homogeneity in the studies analysed can be confusing. This leads to quite a few differences concerning the measure of the variable, statistical techniques, and so forth. This is why we stick with the results of each work and not with the data through which these conclusions have been reached. For this reason, and following the author previously mentioned, it is not possible to do new analysis with the data accumulated from all the investigations. This would have given an image closer to reality on the whole.

Due to this set of limitations (and others which undoubtedly exist), we remain cautious as to the generalising of the results obtained. Yet, for this case, it is clearly shown that the export performance variable must be measured through a composite measurement which at the same time reflects this variable's objective and subjective measures. These will complement each other to attain a result closer to this measure. At the same time, a series of factors which influence the variable in a statistically significant manner are also extracted.

Therefore, and in spite of the limitations commented upon, referring to the conclusions about measures and determinant factors, this analytical study is useful for later works whose study variable is export performance.
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Abstract
The issue of parental pedagogical competence is becoming more pronounced particularly if it is understood in the context of raising children for a competent and responsible behaviour. Parenting involves undertaking various activities aimed at taking care of the child, encouraging his/her development, and simultaneously developing interpersonal relations. In their parenting, parents seek to fulfil various personal and social expectations, so the key issue is how parents perceive their own pedagogical competence. In order to study how parents (self-)assess their pedagogical competence, a research was conducted on a sample of 90 parents of children of early and pre-school age. Factor analysis identified four factors: lack of knowledge and of confidence in child-rearing, blaming somebody else, and uncertainty in the ability to influence the child, which explain the pedagogical incompetence, and confidence factor in child-rearing which indicates parental pedagogical competence. The T-test was performed and at the significance level of p <0.05 no significant difference was found in self-assessed parental competence with respect to the gender and age of the child. It is reasonable to argue that parents need occasional or more permanent support and help in the acquisition of knowledge of parenting, which can and should be primarily provided by the educators in institutions.
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Introduction
The concepts of parental pedagogical competence and responsible parenthood cannot be equated, but it is necessary to understand their close connection and the fact that pedagogical competence includes and implies responsible parental behaviour. Parental pedagogical competence is understood as the experience of an individual as "a person who has control
over their parenting and the relationship with the child and feels good as a parent" (Milanović et al., 2000: 123). Responsible is considered a person who "conscientiously and responsibly carries out their duties; who has a duty to do a job, a task, and assumes responsibility for the results" (Anić, 2007: 310).

The concept of responsibility is often mentioned in speech, especially in the scientific discourse of ethics, psychology, pedagogy, etc. and various definitions are offered. Explaining the concept of responsibility Vučković (2000) states that in contemporary ethical considerations, the notion of responsibility has replaced the former concept of duty. "The notion of responsibility, though not unknown in ethics and though Aristotle already knew that a person is responsible for the deeds he did freely, and yet only in our century has it become the centre of ethical debates and has increasingly been emerging as one of the basic ethical concepts" (Vučković, 2000: 18).

In this paper, the parental competence and responsibility are approached from a pedagogical perspective, which focuses on teaching children competent and responsible behaviour towards themselves, others, and the world around them (Glasser, 2000), where the responsibility is understood as one of the components of competence (knowledge, skills, values, and attitudes), i.e. as a competence of value. It is likely, which was confirmed by researches (Gustović-Ercegovac, 1992; Ljubetić, 2007; Mandarić Vukušić, 2016) that the responsible parental behaviour is an integral part of parental pedagogical competence. In other words, a parent who fosters responsibility as a value, also has the attitude that responsible behaviour is important, has sufficient knowledge and information on the role of responsibility in the life of the individual and the community, and very likely knows how to develop responsible behaviour (skills).

Contemporary society is burdened with changes in all aspects of human living, and in particular in those concerning the family and its functioning, and parenting. Parenting is at the same time a process, relationship and role, and implies undertaking various activities aimed in particular at taking care of the child and encouraging his/her development, and developing and improving interpersonal relations (Ljubetić, 2007; Maleš and Kušević, 2011; McClain, 2013; Stacey, 2013). Parents are constantly facing new challenges, one of which is how to raise a child for a responsible behaviour and competent performance in all spheres of life, both in the current moment and in the future as well. The roots of children’s responsible behaviour lie in the family child-rearing during the child's early and pre-school age, especially in a family environment. Responsible behaviour towards oneself, others and the world around oneself ("personal and social responsibility", according to Juul, 2008; Juul and Jensen, 2010) are key points of child-rearing that (at least to some extent) guarantee a quality
(co)existence, the development of the individual and the community, respect for human values and the rights of individuals in a society, tolerance, understanding and accepting diversity, and the like. Competent and responsible adults, especially parents, are likely to find effective strategies for teaching their children responsible behaviour not only by leading them (teaching them), but also by providing them with an appropriate model of responsible behaviour. A competent and responsible parent successfully meets his/her own needs, but not at the expense of the other parent and / or child, assumes responsibility for their own parenting and constantly questions and self-assesses his/her parental performance trying to determine whether it leads him/her to the desired goal, without endangering the child in the process (Ljubetić 2011; 2012). Quality parental self-assessment is the basis for continuous work on oneself and improving parental personality and parental performance (Delač Hrupelj et al., 2000; Janičić-Holzer, 2007; Ljubetić, 2012). Competent and responsible parents build and foster care-demanding parenting style (Dacey and Kenny, 1994) believing that it will achieve the best educational results. Modern parenting is full of challenges possibly because the focus has been transferred from the parental rights to the children’s rights (Maleš and Kušević, 2011), and it is why the responsible behaviour (of children and adults) needs to be observed in that context. Researches show that in addition to the parents feeling confident of the decisive influence on their child and sensitivity to parenting, parental responsibility is one of the fundamental components of pedagogically competent parenting (Ljubetić, 2007; Mandarić Vukušić, 2016). Parents as the child's primary educators are responsible not only for taking care of the child and encouraging his/her development, but also for using all personal capacities and social potentials in order to achieve quality development of their child (Milanović et al., 2000). Parental pedagogical competence implies a relationship between the parent and the child on whose quality depends the satisfaction and confidence of parents as well as the success of the child (Jurčević Lozančić and Kunert, 2015). Lack of knowledge, lack of confidence, unsatisfactory relationship with the child and, as its natural consequence, the burden of parenting (Ljubetić, 2007), are the characteristics of the parental pedagogical incompetence that can greatly endanger the full and complete child development. For these reasons it is necessary to increase parental competence; the need to educate parents (Stričević, 2011; Petani and Kristić, 2012; Mandarić Vukušić, 2016), arises from the social and economic changes that are altering family and environment, and from the legal framework that emphasizes the importance, rights and responsibilities of parents, in particular personal responsibility of parents for the child and the family. Professional staff in kindergartens are the first who need to: a) notice parental need for additional education in parenting, b) devise prevention and
compensatory programs in parenting, c) implement one-time and continuous programs in line with parents' needs, and d) monitor and evaluate the implementation of programs and their effects directly on parents and indirectly on their children.

**Research methodology**

**Research problem**

Pedagogical competence and responsibility towards oneself and others emerge as a possible response to the challenges that modern times pose to individuals. This is why parents need to teach their children responsibility, which they can do best by setting their own example. In this study, it was presumed that the competent parent is the one who feels secure in his/her role as a parent and who assumes responsibility for the relationship with his/her child. Therefore, the research problem is to determine the perception of parental educational competence in parenting using self-assessment.

**Research aim**

With regard to the defined problem, the aim of the research is to determine the extent to which parents feel competent in their parental role.

**Hypotheses**

The main hypothesis (H\textsubscript{main}) of this research is that parents assess themselves as pedagogically competent in parenting. Two sub-hypotheses were formulated:

- **H1** - there is no statistically significant difference in self-assessed parental pedagogical competence with regard to the gender of the child, and
- **H2** - there is no statistically significant difference in self-assessed parental pedagogical competence with regard to the age of the child.

**Research instrument and data analysis procedure**

For this research, a questionnaire was used which consists of two parts: (1) general information about the respondents (gender, age, occupation, number of children, gender of children, age of children, leisure and support of the extended family) and (2) a questionnaire by Gustović Ercegovac (1992) concerning parents’ self-assessment of their competence for the parental role. The instrument consists of twenty variables presented as statements, and the respondent circles one of the five possible answers on an agree-disagree scale from completely correct to completely wrong. Completely correct is marked with number 1, and completely wrong with number 5.
A descriptive and inferential data analyses were conducted. Descriptive analysis included frequency, percentage, mean value, and deviation from the mean. Inferential analysis included factor analysis and t-test. The results are shown in tables and are interpreted.

**Research sample and procedure**

Ninety parents of early and pre-school aged children who at the time of the survey (May and September 2016) attended kindergartens in the city of Kaštela participated in this study. In the total sample, there were 86.7% women and 13.3% men. Participants were aged 30-39 (74.4%), 40 years and over (17.8%), and 20-29 (7.8%). A total of 80% of them were employed, while 20% were unemployed. The structure of the sample with respect to the number of children in the family was as follows: parents with two children (52.2%), three or more children (37.8%) and one child (10%). With respect to the gender of children, 60% of survey participants have male and 40% female children.

**Results and interpretation**

**The structure of the field of parental pedagogical (in)competence**

To understand the field of parental pedagogical (in)competence on this sample of respondents, factor analysis (Table 1) was conducted.

<table>
<thead>
<tr>
<th>Item number and content</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 1. Lack of knowledge and lack of confidence in child-rearing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.81</td>
</tr>
<tr>
<td>15. I need more knowledge to treat my child more properly.</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16. I am thinking about what will later turn out to be a mistake in child-rearing.</td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19. I always think I could have acted differently.</td>
<td>0.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. I am often not sure that I am properly raising my child.</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. I think I do not have enough knowledge to approach my child.</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. If I had been better raised, I would have known more how to treat my children.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Factor 2. Confidence in child-rearing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.76</td>
</tr>
<tr>
<td>20. I am convinced that all my actions are for the good of my child.</td>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. I feel confident when I'm being a parent.</td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. I know by instinct what the child needs.</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. When I see that I did something wrong towards my child, it really hurts me.</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. I am convinced that I treat my child well.</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Raising a child is a burden for me.</td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. I often feel that my child has a better relationship with</td>
<td>0.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The conducted analysis (Table 2) extracted four factors: lack of knowledge and lack of confidence in child-rearing (0.81), confidence in child-rearing (0.76), blaming someone else (0.55), and lack of confidence regarding the ability to influence (0.63). Having implemented the statistical analysis, it was found that item 17 negatively correlated with item from the same factor ($f_4$) and, because of a higher coefficient of reliability of this factor ($f_4$) it was excluded from further analysis.

By examining the contents of variables that shape factors it is clear that the field of parental pedagogical (in)competence in this sample is described by the factors: (1) lack of knowledge and lack of confidence in educational performance, (2) blaming someone else, and (3) lack of confidence regarding the ability to influence the child on one hand, which are the components of parental pedagogical incompetence, while on the other hand, a feeling of parents’ confidence in educational performance, as a result of the content of the variables, marks pedagogically competent parents. The results are in line with the results of previous studies (Bašić, 1993; Ljubetić, 2012).

A competent parent is also responsible for selecting their own educational activities (“I am convinced that I treat my child well”; “When I see that I did something towards my child, it really hurts me”), is confident in their parental performance (“I am convinced that all my actions are for the good of my child.”; “I feel confident when I'm being a parent”), sensitive to the needs of the child (“I know by instinct what the child needs”), has a good relationship with the child (“I often feel that my child has a better relationship with me than with others”) and does not feel that parenting is a burden but rather a challenge (“Raising a child is not a burden for me”).
A parent who "feels" his/her child, builds a quality relationship with him/her, reflects on his/her parenting and responsibly choose child-rearing methods, is the best model for shaping the responsible behaviour of the child, and acquiring and developing vitally important competences.

**Research hypotheses**

Wishing to determine the (non)existence of statistically significant difference in self-assessed parental pedagogical competence with regard to the gender of the child and to test the first hypothesis, the t-test (Table 2) was performed.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Child Gender</th>
<th>N</th>
<th>M</th>
<th>Sd</th>
<th>t</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1 lack of knowledge and lack of confidence</td>
<td>girl</td>
<td>36</td>
<td>3.60</td>
<td>0.86</td>
<td>0.22</td>
<td>88</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>boy</td>
<td>54</td>
<td>3.56</td>
<td>0.89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f2 confidence</td>
<td>girl</td>
<td>36</td>
<td>1.73</td>
<td>0.74</td>
<td>0.37</td>
<td>88</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>boy</td>
<td>54</td>
<td>1.67</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f3 blaming someone else</td>
<td>girl</td>
<td>36</td>
<td>3.72</td>
<td>0.94</td>
<td>1.19</td>
<td>88</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>boy</td>
<td>54</td>
<td>3.94</td>
<td>0.81</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f4 lack of confidence in the influence</td>
<td>girl</td>
<td>36</td>
<td>3.82</td>
<td>0.98</td>
<td>1.69</td>
<td>88</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>boy</td>
<td>54</td>
<td>4.15</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A review of the results (Table 2) has shown that there is no statistically significant difference at a significance level of p <0.05, within the results of the t-test which confirms H1, which states: *There is no statistically significant difference in self-assessed parental competence with regard to the gender of the child*. It is possible to conclude that the parents feel equally competent for raising male and female children.

The obtained results differ from those obtained in the study by Ljubetić (2007) where a statistically significant difference between mothers and fathers was revealed in relation to the gender of their children, because mothers assessed they were more burdened by parenting when it came to their daughters than sons. The author explains these results by the differences in the traditional child-rearing by gender. According to traditional beliefs, female children are under greater "danger" than male, thus it is necessary to protect female children. On the other hand, the same study revealed there was no statistical difference between fathers in assessing their pedagogical competence with respect to the gender of children. Therefore, Ljubetić
(2007) concludes that fathers raise children, and mothers raise sons and daughters.

It is possible that, as it has been nearly 10 years since the previous research, the perception of parenting has changed and traditional child-rearing by gender is no longer viable, but it is also possible that the differences in parents’ responses in the recent research can be attributed to an unbalanced sample of parents by gender.

In addition, the study was undertaken to establish the (non)existence of statistically significant difference in self-assessed parental pedagogical competences with regard to the age of the child. Therefore, the t-test was performed (Table 3).

Table 3. Results of t-test to test the difference in parental competence with regard to the age of the child

<table>
<thead>
<tr>
<th>Factors</th>
<th>Child Age</th>
<th>N</th>
<th>M</th>
<th>Sd</th>
<th>t</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1 lack of knowledge</td>
<td>3-5</td>
<td>53</td>
<td>3.61</td>
<td>0.81</td>
<td>0.45</td>
<td>88</td>
<td>0.66</td>
</tr>
<tr>
<td>and lack of confidence</td>
<td>6-7</td>
<td>37</td>
<td>3.52</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f2 confidence</td>
<td>3-5</td>
<td>53</td>
<td>1.70</td>
<td>0.63</td>
<td>0.15</td>
<td>88</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>6-7</td>
<td>37</td>
<td>1.68</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f3 blaming someone else</td>
<td>3-5</td>
<td>53</td>
<td>3.72</td>
<td>0.86</td>
<td>1.75</td>
<td>88</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>6-7</td>
<td>37</td>
<td>4.05</td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f4 lack of confidence in the influence</td>
<td>3-5</td>
<td>53</td>
<td>4.05</td>
<td>0.83</td>
<td>0.4</td>
<td>88</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>6-7</td>
<td>37</td>
<td>3.97</td>
<td>1.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The T-test showed that at a significance level of p <0.05 there was no statistically significant difference within the obtained results (Table 3) with regard to the age of the child, which confirms H2 which states: *There is no statistically significant difference in self-assessed parental pedagogical competence with regard to the age of the child.*

This result was somewhat surprising if one takes into account the fact that parents show less confidence in raising older children as parental responsibility increases with the age of the child. Lacković-Grgin (2011) states that a sense of competence and satisfaction with parenting may vary in relation to the developmental characteristics of children, so that young children especially those with a "difficult temperament" increase parental stress. A study by Ljubetić (2007) reveals that mothers of five-year and seven-year old children feel more confident in their parental performance than the mothers of six-year-olds. Ljubetić (2007) explains this result by the fact that at that age children are about to start school, so she believes that mothers question their parental achievements more intensively in this period.
On the other hand, fathers also find the child’s sixth year of age challenging which also represents a burden to them which the author (Ljubetić, 2007) explains by fathers’ lack of knowledge on parenting.

The analysis of the research results, done with the aim of testing the main hypothesis \( H_{\text{main}} \) which states: 

\[ \text{Parents assess themselves as pedagogically competent in parenting,} \]

reveals that it is only partially confirmed as evidenced by four extracted factors: factors of pedagogical incompetence (lack of knowledge and lack of confidence in child-rearing activities, blaming someone else, and lack of confidence in the possibility of influencing the child) and factor of pedagogical competences (confidence of parents in child-rearing activities).

It is clear that parents in the sample occasionally or permanently feel incompetent in their parental performance, and the source of that feeling lies in their lack of knowledge (of the child, his/her needs, development, behaviour, playing, learning, etc.) which makes parents feel insecure, which is further supported by a sense of doubt and lack of confidence in the possibility of influencing their own child. It is highly likely that parents mitigate these unpleasant feelings by blaming others (“If I had been better raised, I would have known more how to treat my children”, “My child is more demanding than other children”, “The most important thing is what we have inherited in the genes” and similar). The results are consistent with earlier studies (Gustović Ercegovac, 1992; Bašić, 1993; Furnham and Weir, 1996; Rogers and Matthews, 2004; Ljubetić, 2007; Mandarić Vukušić, 2016).

**Conclusion**

Recent research has confirmed a series of past ones, which make it obvious that parents need additional knowledge of and in parenting that would empower them in their parental roles and provide them with more confidence in their parental performance. A competent parent is confident in his/her parental performance, but at the same time is responsible for the selection of educational methods, and such a parent is precisely what is needed for a complete and healthy development of the child. We believe that parents, if they had more parental knowledge and skills would do their parental role better and make fewer pedagogical errors regarding the child. Therefore, educators at institutions of early and pre-school education (pre-school teachers and professional staff of all profiles) should be the first to offer parents the opportunity of acquiring knowledge (and skill) in parenting to raise their pedagogical competence and act in a more responsible manner in their parental role.
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Abstract
The flood of 2015 affected entire Thoubal district and parts of Chandel district in Manipur state of India. According to the government reports, nearly 600 square kilometers of area with over 500,000 populations were affected in the Thoubal and Chandel districts. Majority of the population in the flood affected area are farmers, whose paddy crop cultivation was destroyed and it also affected crop production for the next year due to acute shortage of seeds. Fisheries farms got submerged and people lost livelihood opportunities. Animal life also suffered due to inundation of inhabited plain areas for several days. The market and shops were closed and many were submerged for at least one week. Since it was the season for agricultural plantation, the farmers also suffered from food security for the entire season.

The present study examines causes and consequences that lead to the worst floods of July- August 2015 in the plains of Manipur state. The paper also examines the level of local community response towards prevention and preparedness and disaster risk-reduction. The study indicates the lack of protective and preparedness measures, while dealing with such magnitude of floods hazard.

Keywords: Vulnerability, livelihood opportunities, Prevention and preparedness, Disaster risk- reduction, Community resilience

Context
An increasing frequency and trends of both natural and manmade disasters Globally especially in under-developed and developing societies has been taking place (Refer Fig. No 1). The frequency and severity of weather- and climate-related hazards has changed, exposing more people and a greater value of assets to disasters. Climate-related disasters due to
anthropogenic activities are becoming frequent that negatively impacting development progress across the world.

Fig. No. 1

The frequency of all types of hazards in India during last one century has also increased significantly. These hazards have resulted in severe disasters, leading to huge loss of life and total economic damages. A large number of people have been affected by these disasters. (Refer Table No 1)

Table No 1

<table>
<thead>
<tr>
<th>Disaster Type</th>
<th>Events</th>
<th>Total Deaths</th>
<th>Total Affected</th>
<th>Total Damages ‘000’USS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drought</td>
<td>15</td>
<td>4,250,320</td>
<td>1,391,841,000</td>
<td>2,441,122</td>
</tr>
<tr>
<td>Earthquake</td>
<td>32</td>
<td>78,315</td>
<td>28,565,623</td>
<td>5,222,700</td>
</tr>
<tr>
<td>Epidemic</td>
<td>62</td>
<td>4,543,581</td>
<td>325,476</td>
<td>N.A</td>
</tr>
<tr>
<td>Extreme Temperature</td>
<td>57</td>
<td>17,562</td>
<td>250</td>
<td>544,000</td>
</tr>
<tr>
<td>Floods</td>
<td>316</td>
<td>72,334</td>
<td>849,958,256</td>
<td>57,715,188</td>
</tr>
<tr>
<td>Landslides</td>
<td>48</td>
<td>5,000</td>
<td>3,848,321</td>
<td>54,500</td>
</tr>
<tr>
<td>Storm</td>
<td>142</td>
<td>162,178</td>
<td>102,573,969</td>
<td>20,191,996</td>
</tr>
<tr>
<td>Wildfire</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>2,000</td>
</tr>
</tbody>
</table>

Source: EM-DAT, CRED International Database (December 1, 2016)
India is prone to several hazards especially draught, earthquakes, floods and cyclones. (Refer Map No. 1)

Floods have been one of the major disasters in India leading to nearly 72,334 deaths and huge economic damages during last one century. More than 50 million people have been affected by floods in India during last one Century.

The present study examines causes and consequences that lead to the worst floods of July- August 2015 in the plains of Manipur state. The study evaluates the status of disaster preparedness, response and rehabilitation undertaken by State Disaster Management Authority of Manipur. The study also examines the community response and disaster risk reduction measures adopted by the state for future disaster eventuality. The present study is based on observations and information collected during the field visits. A field visit was also conducted on 10th April 2016 in District Thoubal and District Chandel. Several sites including Vanzing Tentha village in Thoubal District and Rungchang Chakpikarong village in Chandel district of Manipur were visited. These two villages were flooded during July- August 2015.
Flood History of North East India Region

India’s Northeastern Region consists of eight states, namely Arunachal Pradesh, Assam, Manipur, Meghalaya, Mizoram, Nagaland, Sikkim, and Tripura. With a total population of 45.53 million (2011 census) and an area of 262,179 square kilometers, the Northeastern Region is relatively sparsely populated compared to much of the rest of India. However, population density varies widely among the northeastern states. Assam and Tripura are the most densely populated followed by Meghalaya and Manipur, while Arunachal Pradesh is the least densely populated (17 persons per square kilometer). (Refer Table 2 and Map No.2)

<table>
<thead>
<tr>
<th>States</th>
<th>Population(as per Census 2011)</th>
<th>Area(Sq Km)</th>
<th>Percentage All India</th>
<th>Person(per Sq Km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arunachal Pradesh</td>
<td>1,382,611</td>
<td>83,743</td>
<td>0.11%</td>
<td>2.54%</td>
</tr>
<tr>
<td>Assam</td>
<td>31,169,272</td>
<td>78,438</td>
<td>2.57%</td>
<td>2.38%</td>
</tr>
<tr>
<td>Manipur</td>
<td>2,721,756</td>
<td>22,327</td>
<td>0.22%</td>
<td>0.67%</td>
</tr>
<tr>
<td>Meghalaya</td>
<td>2,964,007</td>
<td>22,429</td>
<td>0.24%</td>
<td>0.68%</td>
</tr>
<tr>
<td>Mizoram</td>
<td>1,091,014</td>
<td>21,081</td>
<td>0.09%</td>
<td>0.64%</td>
</tr>
<tr>
<td>Nagaland</td>
<td>1,980,602</td>
<td>16,579</td>
<td>0.16%</td>
<td>0.50%</td>
</tr>
<tr>
<td>Sikkim</td>
<td>607,688</td>
<td>7,096</td>
<td>0.05%</td>
<td>0.21%</td>
</tr>
<tr>
<td>Tripura</td>
<td>3,617,032</td>
<td>10,486</td>
<td>0.29%</td>
<td>0.31%</td>
</tr>
<tr>
<td>Total NE</td>
<td>45,533,982</td>
<td>262,179</td>
<td>3.07%</td>
<td>7.97%</td>
</tr>
<tr>
<td>All India</td>
<td>1,210,000,000</td>
<td>3,287,263</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Census of India, General Population Tables

Natural Hazards and Disasters in North East States

Owing to its specific geo-climatic, geological and physical features, North Eastern Division (comprising of 8 states) are vulnerable to all major natural hazards (Drought, Flood, Cyclone, Earthquake, Landslides, fires etc.). Map No.2 depicts the natural hazards vulnerability regions of India. The North-East states being mountainous topography is also vulnerable to the occurrence of other technological/human caused hazards such as transportation accidents, human induced landslides and terror attacks. Human intervention in terms of development programmes without taking into account carrying capacity of the area, use of appropriate technologies in sync with the natural eco system and local requirements in this fragile eco-system has made the region vulnerable to disasters.
Floods Vulnerability in North East Region

Brahmaputra and Barak river basin falling in the North East Division of India are among the most flood prone areas in the world. The Brahmaputra River flows through Assam from east to west over a length of approximately 650 kilometers. Its main branch originates in the Tibetan plateau, flowing from west to east as the Tsangpo River, and then turns south through the eastern Himalaya as the Dihang River to enter Assam, where it is joined by other branches to form the Brahmaputra. The Barak River rises in the Indian state of Nagaland at an elevation of approximately 2,300 meters and passes through the Manipur Hills of Manipur state over a river length of nearly 400 kilometers. It then flows generally westward from Lakhipur through the Cachar Plains region of Assam over a river length of approximately 130 kilometers to enter Bangladesh near Bhanga.

Map No.2
North Eastern States of India

Flood in Assam, Manipur and Tripura (Three states of North East Division) are characterized by their extremely large magnitude, high frequency and extensive devastation. This natural hazard repeats itself every
year and not only costs lives but also affects the economy of the state, which is largely agricultural. Flood is not a new phenomenon in these three states. (Refer Table No.3)

Frequency of occurrence of floods in Brahmaputra and Barak river basins during last 100 years clearly show that these two river basins have recorded excess water discharge and floods. (Refer Table No. 4)

Flood Vulnerability in Manipur

About two third population of Manipur state (1.79 million out of 2.72 million populations, as per Census 2011) is concentrated in the Manipur Valley surrounded by mountain hills, (Manipur valley constitutes only about 8.2% of the state area). Rivers from these mountain hills flow into valley and very often lead to flash floods and landslides during rainy seasons in the mountain areas and flood the plain areas. (Refer Map No.3) All the major river systems of Barak River in the State are vulnerable to flash floods/flooding during rainy season, as captured in the Vulnerability Atlas of Manipur state.

Floods in Manipur Valley is primarily due to heavy rainfall in the upper catchment areas. Intensity of rainfalls is higher in the hilly region than in the plain region. Thus Manipur Valley has large upper catchment area where rainfall is normally high. These good amounts of rainfall feed many streams and rivers, which finally drain, through Manipur Valley (Refer Map No. 4). In the hilly region very steep slopes occupy the major portion. The denuded land due to deforestation in the hilly areas enhance more erosion and run off conditions. There are many vulnerable points along the riverbanks of the major rivers of Manipur Valley, which get breached every year during rainy season. In these areas; erosion, sliding and slumping of the banks are common.

Table No 3.

<table>
<thead>
<tr>
<th>Date and Year</th>
<th>Major Floods in Barak Rivers Basins 1990-2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Week of August 2015</td>
<td>The state has witnessed moderate to heavy rainfall in the first week of August 2015, with several rivers flowing above the danger mark. The flood washed away bridges and national highways besides rendering thousands of people homeless in Manipur. Low-lying areas. The flood also inundated the capital city of Imphal and its outskirts.</td>
</tr>
<tr>
<td>August 2002</td>
<td>Severe flood occurred in Manipur valley in August 2002. Breach of embankment took place at 59 places. Due to incessant rain in the catchments, all the rivers flowing in and around Imphal, Thoubal and Bishnupur districts were rising from August 11, 2002. On August 13, 2002, the water levels in all major rivers/streams in Manipur valley were rising alarmingly crossing the R.F.L on the same day. The flood mainly occurred in the south eastern parts of Manipur valley. About 10,000 houses and 20,000 hectares of paddy fields were affected.</td>
</tr>
<tr>
<td>June-July 2001</td>
<td>Flood of low magnitude occurred in some parts of Manipur Valley. On 7th June breach of embankment of Nambol River took place at Nambol, Kongkham: inundating Kongkham, Sabal Leikai, Maibam and Naorem.</td>
</tr>
</tbody>
</table>
September 2000  
Flood occurred in Manipur Valley in September 2000. Breaches of river embankment take place at 30 different places. Not less than 2,400 houses and 7,800 hectares of paddy field were affected. Breaches of river embankment take place at 11 places of Thoubal River, 6 places of Wangjing River, 2 places of Arong River, 2 places of Sekmai River and 3 places of Manipur River. The flood was of moderate magnitude.

September 1999  
There was incessant rainfall from 24th August to 3rd September 1999. The flood mainly affected the southern parts of the Valley. Not less than 7,300 houses and 15,300 hectares of paddy fields were affected.

July, August 1998  
Flood occurred in the Valley in July 1998 affecting some areas of Iroisemba. In August, breach of river embankment took place at one place of Wangjing River, as a result inundating the areas of Lamding Nashikhong, Lamding Laishram Leikai and some adjoining areas.

September 1997  
Flood occurred in Manipur Valley in September 1997. All the rivers flowing through Manipur Valley were rising rapidly from 25th September 1997. Breaches of embankments took place at four different places of Nambul River, two places of Wangjing River, one place of Merakhong River, two places of Imphal River, two places of Thongjaorok River, one place of Khujairok River and one place of Khabi River. Due to the flood, damage caused to houses rose up to 4965 numbers. The flood was of high magnitude.

October 1992  
Due to the incessant rainfall in the upper catchment area of the major rivers of Manipur Valley, water level of all the rivers rose rapidly. The daily precipitation in the form of rainfall on 14th, 15th and 16th October 1992 was very high and heavy discharge occurred in the rivers and caused breached, overtopping and piping at some of the places.

(Source: Manipur State Disaster Management Plan, Vol I and Reported by Earth Sciences Department, Manipur University, Canchipur, Imphal)

Table No.4

<table>
<thead>
<tr>
<th>Year</th>
<th>Excess</th>
<th>Deficient</th>
<th>Excess</th>
<th>Deficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1901-1910</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1911-1920</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1921-1930</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1931-1940</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1941-1950</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>1951-1960</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>1961-1970</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1971-1980</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>1981-1990</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>1991-2000</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2001-2010</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>


All the major river systems in the State are vulnerable to flooding, as captured in the Vulnerability Atlas. The high stream velocity of the Thoubal river causes breaching of river banks

---

23 Ibid.
at Okram, Sabaltongba, Khekman, Ningombam, Leishangthem, Phoudel and Haokha. The confluence of the Imphal river with the Iril river at Lilong, makes it voluminous and rapid, causing the breach of embankment in Chajing, Haoreibi, Samurou and Lilong. Khuga River flows through strong to steep slope. Hence river velocity is moderate to high, creating flood problem in Kumbi and Ithai Village. The Chakpi River meets the Manipur river at a reverse direction causing flood in surrounding areas of Sugnu extending up to Wangoo, during rainy season. Most of the embankments are poorly maintained. Many vulnerable points in Imphal river Thoubal river and Iril river were identified for prone to flooding due to river channel encroachment. The rapid increase in the valley’s built-up areas is also an important factor for the recent increase in flash floods in urban areas.

In addition to meteorological factors like; the intensity and amount of rainfall and other forms of precipitation, during specific period, flood vulnerability is affected by the structural and non structural parameters like;

**Structural and non structural measures include:**
- Structural design and maintenance of, embankments/banks, flood walls, flood levees,

---

24 Manipur State Disaster Management Plan, Vol I and Reported by Earth Sciences Department, Manipur University, Canchipur, Imphal
25 Manipur State Disaster Management Plan, Vol I and Reported by Earth Sciences Department, Manipur University, Canchipur, Imphal
• Channel improvement desilting/dredging of rivers, dams, reservoirs and other water storages,
• Drainage improvement, diversion of flood water, catchment area treatment/afforestation, anti-erosion works,
• Alignment, location, design and provision of waterway i.e. vents, culverts, bridges and causeways in national highways, state highways, district and other roads and
• Railways embankments and inspection, rehabilitation and maintenance
• River channels should be free from encroachments.

River flooding is a regular hazard faced by the State, but it has usually manifested into disaster during last few years, due to drainage failures in urban areas, increased run-off loads in hard surfaces, due to large scale deforestation causing increasing erosion capacity of flowing water, illegal encroachment of river channels and engineering defective construction of dams and bridges, creating barriers in the free flow of excessive water during heavy rainfall in catchment areas. Other identified causes of floods in Manipur valley, includes poor urban drainage, deforestation, breaching of river banks, improper damming and their poor maintenance, sediment pollution, siltation, shallowing of river beds and lakes, changing of land-use pattern, vanishing of traditional recharging structures and water bodies. Earlier various lakes of Manipur, mostly located in the southern part of the valley, served as effective reservoirs of excess runoff. Most of the lakes are severely degraded in quality to the extent of complete disappearance resulting in severe curtailment of their water holding capacities.

**Manipur State Flood Disaster 2015**

Manipur witnessed worst ever floods in July- August 2015, as large area in Imphal, Thoubal, and Chandel districts were inundated for nearly 10-15 days due to heavy rainfall from 29th July to 2nd August 2015. According to GIS map a large area of Imphal, Thoubal and Chandel districts were inundated for near 15-20 days. (Refer Map No.3 Inundated area due to floods in 2015)

Surprisingly neither the national media nor state media reported the worst flood that affected entire Thoubal district and parts of Chandel district according to affected people. This is said to be the worst flood in last 200 years. The Asian Highway No 1, connecting Imphal and Moreh- Mayanmar was affected and remained cut off for nearly 10-15 days. The old bridge at Pallel was damaged and the lone and newly constructed Pallel Bridge, yet to open had been affected. Chakpi River in southern Chandel district washed away the lone Chapikarong bridge. The Chakpi River flooded the entire
Serou region in southern part of Thoubal district. The worse affected areas in Thoubal district were Kakching sub-divisional areas, Wabagai-Hiyangalam and Sugnu and Serou area in Thoubal district. According to the government reports nearly 600 square kilometers of area with over 500,000 populations were affected in the Thoubal and Chandel districts.26

Majority of the population in the flood affected area are farmers, whose paddy crop cultivation was destroyed and it also affected crop production for the next year, due to acute shortage of seeds. Fisheries farms got submerged and people lost livelihood, as animals, poultry and piggery in domestic homes are the sole source of livelihood for most of the villagers, which were also destroyed. The market and shops were closed and many were submerged at least for one week. Since it was the season for agricultural plantation, the farmers had suffered food security for the entire season. The inundated area of Manipur in 2015 floods is also known as the rice bowl of Manipur that produce large quantity of agricultural products, not only for the region but also for the entire state. Hence floods in 2015 created food scarcity condition for the state.

Failure to adhere to the basic tenants of both structural and non-structural measures mentioned above attributed to the floods of July- August 2015 in Manipur State. The observations from the field visits and discussions with flood victims brought out the following major reason for flood devastation of July- August 2015, which could have been avoided, if appropriate measures and steps were taken by government, community and state disaster management authorities

**Flood July- August 2015 in Manipur Valley**

26 Discussion with the District Authorities held during field visit.
Major Causes of Flood Disaster in Manipur
Inadequate Carrying Capacity of Rivers due to illegal encroachment of river channels

All the major rivers of Manipur state after the confluence of the rivers from hilly areas meeting in the plain areas have inadequate carrying capacity in the plain areas. The capacity of the river channels in the plain areas has been reduced further from its original capacity owing to illegal encroachment of land for commercial agricultural activities (banana cultivation - See photograph taken during the field visit), construction of illegal buildings on the edge of river channels and continuous siltation of these rivers, raising the water levels of rivers. After the discussion with community and government staff, it was observed that de-siltation of river channels and maintenance of embankments has not been undertaken for a long time in Manipur. Instead community members have been allowed to encroach the river channels for commercial agricultural activities. These agricultural activities have created barriers in the free flow of water, during heavy rainfall season. All the three major rivers in Manipur proved insufficient to accommodate the enormous discharge of floodwater in July- August 2015. The floodwaters of such enormous volume led to the inundation of plain areas of Thoubal and Chandel districts in Manipur, due to breaches in the embankments as well as damming conditions created by land encroachments and defective engineering structures.

Heavy discharge of water from dams constructed in and around the Manipur valley, due to poor maintenance and leakage from Dams were also mentioned as a major cause of flooding during the periods of July- August 2015. Maintenance of dams and regular maintenance of embankments/banks/ river walls has been ignored since a long time in the state. Discharge from these dams and tributaries of the major river systems of Manipur state simultaneously brought down water with enormous force and high speed in the river channels. This made it difficult to manage the floodwater.

Encroachment of River Channel for commercial agriculture( Thoubal River)

![Encroachment of River Channel](image1)
Banana Cultivation in the river channels of Thoubal River

Photographs taken on 10th April 2016 by Research Team of DRP-JN
Defective Structural Design of the Old Bridge at Rungchang Chakpikarong village in Chandel district

Due to continuous rainfall for four days in the higher catchment area of surrounding mountain hills of Chakpikarong village, huge trees and wooden logs were brought down by the river Chapki from higher reaches. These trees, eroded soil and wooden logs brought down by the river Chapki was blocked at the old bridge of Chapki river due to defective structural design of the bridge (like; huge and wide pillars closely spaced). This blockade created conducive damming condition. According to the flood victims the new bridge was constructed 5 years earlier at the same point but due to state governments lethargy, the old bridge was not dismantled, in spite of several repeated requests from the community. (Refer Photographs below)

Old bridge and New bridge standing side by side for last 5 years with no purpose
Structural Design defect of Old bridge created Dam Conditions during July- August Floods 2015

Owing to the poor maintenance of embankments, flood walls and flood levees of old bridge, the Chapki river was blocked at the old bridge for several days. This stopped the free flow of water through old bridge and water started rising backwards, flowing over the water channels and inundating village Rungchang and other adjacent villages. Since the village is flat surfaced, thus the flood water inundated many villages downstream for 10-15 days. All the low lying areas were completely inundated. People were vociferously of the opinion that due to negligence of the government in demolishing the old bridge on Chakpi river, where new bridge had been already constructed, had caused floods of 2015 in the village and its surrounding areas.

Unabated urban expansion

Imphal city has been expanding fast, converting many wetlands and water bodies into dwelling units. In this process of expansion, even the flood spill channels have been encroached upon and residential colonies have come up closer to water bodies. During the floods of July- August 2015, these areas were the worst affected. Floodwaters followed the natural path and inundated whatever came in their way.

Excessive and unabated deforestation in the Manipur Hills and its tributary basin

During last three decades, Manipur has been denuded from forest cover by human intervention on a large scale. Forest rights given to the tribals have often been misused for commercial felling of trees. The excessive deforestation in the hills and its tributary river basins has increased
erosive capacity of rivers and increased siltation in river channels and water bodies, thereby increasing water levels in these river channels and water bodies. Unfortunately, no efforts were made towards channel improvement, desilting / dredging of rivers and other water bodies like; wetlands, lakes, etc;

**Disaster Management and Risk Reduction Policy**

Sendai Framework of Action has rightly endorsed Disaster risk-reduction management (DRM) through community resilience measures as a key to reduce the disaster related affects. DRM is therefore the key to minimize the human fatalities, loss of building and other construction and infrastructure structures, agricultural crops, loss of animal and livestock. Mainstreaming disaster risk-reduction management within the policies and programmes of different sectors ensures that the effects of disasters are minimized. At the same time, it enables governments to ensure that these policies and programmes do not put people at risk. According to the UNISDR- 2009, DRM is

|“the systematic process of using administrative directives, organizations and operational skills and capacities to implement strategies, policies and improved coping capacities in order to lessen the adverse impacts of hazards and the possibility of disaster”|

“People are already experiencing the impacts of climate change through slow onset changes, for example sea level rise and greater variability in the seasonality of rainfall, and through extreme weather events, particularly extremes of heat, rainfall and coastal storm surges”.27 At the same time, economic damage from climate-related extreme events and disasters has increased dramatically in the last 50 years, with developing country economies being particularly badly hit.28 There has been significant rise in economic losses from disasters for the Asia and Pacific region.29

While it is clear that climate- and disaster-related shocks and stresses undermine economic growth and development, there are many actions that governments and other agencies can take to reduce the risks to lives,

---


28 Ibid, pp, 7

livelihoods and economies. Poor people suffer the most from disasters, as they lack the capacity and resources to effectively cope with disasters. Risk management in policies and programmes, to reduce disaster risk reduction is vital for helping to ensure that the most vulnerable people can access the benefits of development. Some people see mainstreaming as a way to realize certain human rights, including the right to safety. The impetus for mainstreaming risk in development can also be linked to a government’s fiduciary responsibility; Jackson makes this point when he notes that mainstreaming risk is a government’s “duty to their citizens to maximise the utility of the public resources disposable to them, similar to a private company’s fiduciary duty to maximise value to shareholders”.

Floods being the most common natural disaster, people have, out of experience, devised many ways of coping with them. On account of frequent occurrence of floods since times immemorial, people have learnt to live with them. They have generally set up settlements away from frequently flooded areas, which have been used for other activities such as agriculture, grazing of cattle etc. The crops that can sustain submergence are grown in the flood prone areas, during rainy season. However, encroachments into the flood plains over the years have aggravated the flood problem and a need to take effective and sustained flood management (FM) measures has been felt. FM measures include both structural and nonstructural. If these FM are in place a considerable protection towards DRM can be ensured for the protection from human fatalities, loss of building and other construction and infrastructure structures, agricultural crops, loss of animal and livestock.

The assumption that it is more expensive to invest in disaster-resilient development, such as drought-resistant crops and flood proofed roads, disaster resilient shelters has not been corroborated with evidences. In fact a cost-benefit analysis for the housing sector shows, this is not always the case. The cost of building homes that can withstand floods is far lower than the cost of repairing homes that cannot stand when a flood does hit. Results have shown that costs of building flood resilient structures, houses and

30 Ibid, pp 54
cultivating flood resilient agricultural crops can be minimized with use of modern technology.

**Flood Disaster Management in Manipur: Preparedness, Response, Damage Assessment and Rehabilitation: Sample Survey Results**

Manipur state has long history of flood management strategies through local traditions like widening of river channels and clearing river channels from wastes but such measures have been stopped by the community to increase incomes through illegal encroachments of river channels.

Although Manipur state had a historical record of flood management, yet surprisingly the state has remained a blind spot, in both the Central Water Commission and Indian Meteorological Department's monitoring and flood forecasting establishments. The Central Water Commission (CWC), India's premier water resources body that is responsible for flood forecasts and related advisories to states, had no forecast for any place in Manipur during July-August 2015 floods. This was despite the fact that the India Meteorological Department website clearly indicated heavy rainfall in the state. Unfortunately the subject of flood control, unlike irrigation, does not figure as such in any of the three legislative lists included in the Constitution of India. The primary responsibility for flood control thus lies with the states.

The flood disaster management policy of Manipur is completely dependent on Central government. Manipur State Disaster Management Authority (SDMA) is still in its infancy stage Unfortunately the provisions of Disaster Management Act 2005 and Disaster Management Policy 2009 have not made progress in the state. The preparedness, response and recovery and rehabilitation to July-August 2015 flood disaster, indicated that no efforts have been made to institutionalize Disaster Risk Reduction into governance, as envisaged in Disaster Management Act, 2005 and National Disaster Management Policy, 2009. Disaster Risk Reduction (DRR) has not been mainstreamed into development planning to build capacities and promote effective institutional mechanism and promote community based DRR. Even the research has not been promoted for an effective, well coordinated and timely preparedness and responsive system.

The State government and administration was caught unawares and once Manipur valley was flooded during July-August 2015, the State machinery officials, police and military were paralyzed. Flood victims could not be rescued for nearly a week nor could they be provided with any relief.

---

34 [https://sandrp.wordpress.com/2013/06/25/central-water-commissions-flood-forecasting-pathetic-performance-in-uttarkhand-disaster/]
material like drinking water, food, clothes, and medicines—all basic essential requirements for life. The state government and SDMA made no efforts to requisition boats, life jackets for rescue of marooned victims. Moreh, a town on the India-Myanmar border, and Jiribam were completely cut off from the rest of the state due to landslides caused by flash floods triggered by the heavy downpour. Normal vehicular movement along the Imphal-Jiribam section of NH-37 had been disturbed after damages were caused to a bridge on Barak river. Since the area was cut off from rest of the Manipur valley, the community had to depend on local support without food supplies and essential subsistence requirements. Animals of the village were wiped out and food scarcity was common feature for many months.

Detailed discussion was held with Manipur State Disaster Management Authority (SDMA) and district administration of Thoubal and Chandel districts, to understand the steps and efforts made for the flood disaster preparedness and management. Present preparedness of the SDMA has been assessed after seeking key information from the authorities.

A sample survey of flood victim respondents was conducted to assess the preparedness, response, damage assessment and rehabilitation measures undertaken by state government authorities, community and civil society organizations. Vanzing Tentha village in Thoubal District and Rungchang Chakpikarong village in Chandel district were selected for the survey. These two villages were flooded during July- August 2015. (Refer Annexure-II).

Table No 5 depicts the characteristics of respondents selected for the survey. The survey was conducted among 20 male and 10 female respondents. These respondents represented diverse age and occupation groups.

Table No 6 depicts the perception and preparedness of disaster management among the community after the 2015 flood disaster.

### Table No 5

<table>
<thead>
<tr>
<th>Areas/ Localities</th>
<th>Sample Survey Respondent Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sex</td>
</tr>
<tr>
<td></td>
<td>Male</td>
</tr>
<tr>
<td>Thoubal District</td>
<td>10</td>
</tr>
<tr>
<td>Chandel District</td>
<td>10</td>
</tr>
<tr>
<td><strong>All Areas</strong></td>
<td><strong>20</strong></td>
</tr>
</tbody>
</table>

Source: Field Survey by Research Team at Thoubal and Chandel District of Manipur April – June 2016
Key Findings

Field observation at the survey site clearly reflected that Thoubal River has been encroached by villagers for banana cultivation which has hindered the free flow of discharge of rain water. Discharge from dams located in the Manipur valley due to structural defects also released water in the rivers in plain areas. Village Chakpikarong located at the foothill of the surrounding mountain ranges had never witnessed flooding in the past memory of the people. In fact, the village is located at higher elevation and is not prone to flooding. The village was flooded on 29th July 2015 midnight. The water entered the village from western side and on 30th July havoc was in store for the village. It rained continuously for 4 days. Debris brought down by the river from higher reaches (tree trunks, stones, boulders, mud and branches of tree) was blocked at Chapki old bridge creating damming condition. These manmade barriers in the river channel hindered the free flow of excessive water supply in the river because of continuous rainfall during July- August 2015 flooding. Unfortunately, neither government nor community has learnt any lessons from the past floods.

Field observations and information collected in both village of Chakpikarong, District Chandel and village Vanzing Tanthi of Thoubal district are tabulated (Refer Table No 8) 35. Major key findings from the study as stated by the respondents and based on field observations are as follows:

- There was no early warning by government, regarding the floods. For one week, the inundated areas remained cut off. There was no disaster preparedness for the floods of July- August 2015 in Thoubal and Chandel districts. The government was totally unprepared to face such disaster.
- Major cause of sudden flooding disaster of large areas in the plains of Manipur state was due to manmade actions like deforestation, encroachment of land for cultivation and other buildings in the existing river channels and defective construction practices of dams and bridges without any maintenance services. These human activities created artificial barriers in the way of free flow of river water.
- Government response to rescue people, affected by floods was slow and weak. Communities, local civil societies and local clubs were more responsive to help people immediately after the flood disaster. People with support from local communities shifted to more secure areas and some food was made available to them. Immediate relief in terms of makeshift shelter, food, drinking water, and clothing were slow from government authorities.

35 Detailed discussion was held with Mr. N.L. Wangam (aged 75 years), Village head, Mr. H.B. Chumvol (aged 51 years), Village Authority member and group discussion with villagers and in particular with Women Groups.
In the 'relief camps' people had nothing to sleep on except for a piece of cloth and men and women, boys and girls all cramped together.

- The roads damaged during 2015 floods were yet to be repaired completely. In fact government’s pathetic actions towards stopping land encroachment in the river channels were a measure causes for sudden inundation of areas in both districts. In spite of community appeals to demolish the old bridge on river Chapki, no action was taken by government until our field visit. This manmade disaster in the village inundated the area for 10 days, forcing people to move to higher reaches and live in makeshift and tented accommodations.

(Refer Photographs below depicting poor maintenance and engineering structural defects, Photographs show that debris brought down by river was blocked by the old bridge, creating dam. The debris was still not cleared even after 9 months. Villager fear that this might be another alarm for flood in 2016, if the old bridge is not demolished)

Photograph taken by Research Team 10\textsuperscript{th} April 2016

- Response from government was weak, even after one month of the floods, inundating large habitable settlements. Community lost complete agricultural season without any agricultural activity, the main source of their livelihood for the whole agricultural season. Little support from NGO’s and Government in terms for food, lead to a situation of borrowing of money from money lenders at annual interest rate of 24%, to sustain their basic livelihood levels and basic food security requirements. The borrowed money along with high interest rates are pushing them into vicious circle of poverty.
Angry locals have alleged that the state government has not done enough to help those affected by the floods in terms of quick response, relief and rehabilitation.

- The floods affected the subsistence and basic livelihood opportunities of affected people as growing agricultural season was disturbed due to water logging and sediments in the fields even during next agricultural season. Community stated, that the cascading effects of borrowing money from money lenders at high interest rates, still continue and government rehabilitation package is still awaited. People have to repay their loans with high interest rates.

- Government support in terms of MGNERGA, food security scheme and IYA has been very slow due to weak response of conducting survey for the identification of victim’s property, animal and agricultural losses. Even after nearly one year no major rehabilitation package has been given to affected people.

- The government has not even identified any emergency operation sites for safety in case of emergency situation in the current year or in future years.

- However, people felt that they were better prepared to face any eventuality as there is a strong sense of solidarity among the community with support from civil society organizations.

Field visit observations and discussion with flood victims in the selected villages conducted on 10th April 2016 was conveyed to the State Disaster Management Authority for necessary steps to be taken to avoid any such eventuality of flood disaster in the year 2016. District authorities were requested to demolish the old bridge immediately as the villagers were firmly of the opinion that another disaster is waiting in 2016, if the bridge is not demolished and the existing dams repaired and maintenance of the dams ensured. It is heartening to note that the old bridge has been demolished at our suggestion giving a much needed relief to the inhabitants of the village. (Refer Photographs below).

Another recommendation of the visiting team was to distribute the relief funds to the victims immediately, so that the loan drawn at a high interest rate by the victims could be returned back to save them from the vicious circle of poverty. Orders have been issued for the release of the relief fund.
Table No 6
Surveyed Respondents in Thoubal and Chandel District Perception of Preparedness of Disaster Management(Percentage)

<table>
<thead>
<tr>
<th>Area/ Locality</th>
<th>July- August 2015 Percentage</th>
<th>Present Time Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Installed Early Warning System</td>
<td>No Idea 100%</td>
<td>No Idea 100%</td>
</tr>
<tr>
<td>Appropriate Awareness created about flood eventually by Government</td>
<td>Yes 5%</td>
<td>Yes 30%</td>
</tr>
<tr>
<td>Awareness about flood eventually by Civil Society/ NGOS</td>
<td>Yes 20%</td>
<td>Yes 60 %</td>
</tr>
<tr>
<td>Awareness through mock drills by Government</td>
<td>Yes 5%</td>
<td>Yes 15%</td>
</tr>
<tr>
<td>Knowledge of Rules and Regulations in place like not to construct around river channels/ flood channels</td>
<td>Yes 10%</td>
<td>Yes 35%</td>
</tr>
<tr>
<td>Implementation status of such rules</td>
<td>Yes 5%</td>
<td>Yes 25%</td>
</tr>
<tr>
<td>Knowledge of de-silting and drudging activities of government for river channels/ flood spill channels</td>
<td>No 5%</td>
<td>No 15%</td>
</tr>
<tr>
<td>Implementation of de-silting and drudging activities of government for river channels/ flood spill channels</td>
<td>Yes 5%</td>
<td>Yes 15%</td>
</tr>
<tr>
<td>Your perception on implementation of rules and regulations for the removal of unauthorized and illegal constructions around river channels/ flood channels</td>
<td>Good 5%</td>
<td>Good 15%</td>
</tr>
<tr>
<td>Do you have any knowledge of any safety audits in place by government to avoid flooding in the flood prone areas</td>
<td>No Idea 100%</td>
<td>No Idea 85%</td>
</tr>
<tr>
<td>Did you observe or have knowledge of steps taken by government to strengthen flood protection walls/ strengthen bunds</td>
<td>No Idea 90%</td>
<td>No Idea 80%</td>
</tr>
<tr>
<td>If yes how would you rate its implementation</td>
<td>No Idea 100%</td>
<td>No Idea 85%</td>
</tr>
<tr>
<td>Do you have/ had any knowledge that government has identified Emergency Operation Services or safe areas of evacuations in case of emergency at the time of disasters</td>
<td>No Idea 100%</td>
<td>No Idea 85%</td>
</tr>
<tr>
<td>How would you rate the overall preparedness of Government to face any such eventuality in future</td>
<td>Good 5%</td>
<td>Good 10%</td>
</tr>
<tr>
<td>How would you rate the overall preparedness of community themselves to face any such eventuality in future</td>
<td>Good 10%</td>
<td>Good 80 %</td>
</tr>
</tbody>
</table>

Source: Field Survey by Research Team at Thoubal and Chandel District of Manipur April – June 2016
Recommendations

- Strengthening the flood infrastructure in the Barak Basin to cope up with the probability of next extreme flooding event of the magnitude observed in 2015. This includes the preparation of an integrated DPR for the construction of the alternate flood channel for increasing the carrying capacity of the main tributary rivers with main rivers in the plain areas of Manipur.
- Dredging of the existing river channels, flood channels, wetlands and strengthening of breached and weak embankments. Encroachments in the river channels by community for commercial agricultural must be stopped and the river channels must be freed from such obstructions. Proper maintenance of these riverbanks is very much necessary and retaining walls needs to be constructed to reduce the flooding conditions.
- The management of the water bodies/lakes and wetlands in the Barak river Basin should be brought under one regulatory authority for their integrated management.
- The government, with the help of academia/research institutes, must consider undertaking a scoping study to assess the probability of flooding in immediate future, based on the understanding to be developed from the interactions of ground water, surface water and the landslide prone areas in the Barak river basin.
- SDMA and district authorities must urgently operationalize, the Flood Early Warning System (FEWS) for Barak River Basin.
- The State Government must initiate on priority (with the help of leading academic institutions), to undertake transparent flood zonation and flood vulnerability assessments of people and places at village level, so that the flood risk reduction is integrated with developmental planning at village level in all District Development Plans.
- Knowledge driven all-inclusive multidisciplinary flood planning needs to be initiated on priority by engaging technocrats with relevant expertise, to develop insights into flooding mechanisms in the Barak river basin, building on comprehensive existing studies.
- NGOs and CBOs and local communities must be encouraged to launch awareness generation campaigns on Disaster Management and risk-reduction measures converging both local and traditional knowledge with modern scientific knowledge. Effective support from SDMA and academia must be strengthened for these trainings. Such awareness should be generated and demonstrated with the help of local folk theatre, integrating the art with the theme of disaster risk reduction. Regular awareness campaign should be encouraged regarding safety measures against potential hazards using students body from schools and institutes of higher educations,
media, campaigns, development and distribution of leaflet, posters, meetings, workshop on priority basis.

- SDMA should formulate literature of do’s and don’ts for building codes and disaster related rescue in local / vernacular languages with help from experts and educate public in basic response measures. There should be networking with community and the concerned authority to share knowledge and best practices on anticipated hazards with accuracy and effective approach.

- Municipalities and Panchayati Raj Institutions, Autonomous District Councils, Community Based Organizations and people (youth and school children) should be empowered and strengthened to undertake and monitor the time bound implementation, accountability and transparency of sanctioned projects.

- A convergence of welfare programmes and greater accountability of implementing departments would improve performance and participation of all stakeholders during disasters by generating a sense of belongingness and ownership amongst people.

- Training has been found to be the most effective tool of reducing vulnerabilities. Municipalities and Panchayati Raj Institutions, Autonomous District Councils, Community Based Organizations should ensure capacity building of the officers, employees and other staff, so that they are well trained for quick management of disasters and carry out relief, rehabilitation and reconstruction activities in the affected areas.

- The "belief" that upper reaches of Manipur cannot live without supplies from outside was clearly found during the floods 2015. Thus efforts should be made to provide supplies by helicopter services in the cut off areas during such disasters.

- The state of Manipur requires an urgent need for developing disaster resilient afforestation and reforestation measures.

- Synergy should be created with the Central and State government poverty alleviation, infrastructure development and livelihood generation programmes to enhance adaptive and coping capacity of people through skill development and capacity building for local resources management.

- Emergency Operation Site (EOS) should be identified based after identifying disaster vulnerability sites for future eventuality, and these sites should be fully prepared with all multipurpose emergency services like appropriate shelters, medical support, drinking water and appropriate bedding and food.

- Immediate relief and rehabilitation should be distributed to the identified victims after survey, so that victims do not fall in the vicious circle of borrowing loan at at interest rates and eventually fall within the vicious circle of poverty.
References:
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