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Abstract 
 In this paper, we show the validity of the method of upper andlower solutions to 

obtain an existence result for a first order impulsive differential equations with variable 

moments. 
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Introduction 

In this paper we will consider the following system of differential equations with 

impulses at variable times: 

 

I. 

 The investigation of theory of impulsive differential equations with variable moments 

of time is more difficult than the impulsive differential equations with fixed moments. This 

paper concerns the existence of solutions for the functional differential equations with 

impulsive effects at variable times. We consider the first order initial value problem (IVP for 

short): 

𝑦′ 𝑡 = 𝑓 𝑡,𝑦 𝑡        𝑎. 𝑒   𝑡 ∈  0,𝑇 , 𝑡 ≠ 𝜏𝑘 𝑦 𝑡  ,𝑘 = 1,…𝑚 

𝑦 𝑡+ = 𝐼𝑘 𝑦 𝑡    𝑡 = 𝜏𝑘 𝑦 𝑡  , 𝑘 = 1,… ,𝑚       (1,1) 

𝑦 𝑡 = 𝜑 𝑡       𝑡 ∈ [−𝑟, 0] 
 Here 𝑓: [0,𝑇) × 𝐷 → ℝ𝑛  is a given function. 

 We let  

𝐷 =  𝜓:  −𝑟, 0 → ℝ𝑛 ,𝜓 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑒𝑣𝑒𝑟𝑦𝑤ℎ𝑒𝑟𝑒 𝑒𝑥𝑐𝑒𝑝𝑡  𝑓𝑜𝑟 𝑎 𝑓𝑖𝑛𝑖𝑡𝑒  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑖𝑛𝑡𝑠 𝑡  𝑎𝑡 𝑤ℎ𝑖𝑐ℎ 𝜓 𝑡  𝑎𝑛𝑑 𝜓 𝑡 +  𝑒𝑥𝑖𝑠𝑡,𝑎𝑛𝑑 𝜓 𝑡 − = 𝜓(𝑡 )} 

𝜑 ∈ 𝐷 ; 0 < 𝑟 < ∞, 𝜏𝑘 :ℝ𝑛 → ℝ, 𝐼𝑘 :ℝ𝑛 → ℝ𝑛 ,𝑘 = 1,… ,𝑚   are given functions satisfying 

some assumptions that will be specified later. 

 Impulsive differential equations have been studied extensively in recent years. Such 

equations arise in many applications such as spacecraft control, impact mechanics, chemical 

engineering and inspection process in operations research. Especially in the area of impulsive 

differential equations and inclusions with fixed moments; see the monographs of Bainov and 

Simeonov, Lakshmikantham et al, and Samoilenko and Perestyuk, the papers of Benchohra et 

al and the references therein. The theory of impulsive differential equations with variable 

time is relatively less developed due to the difficulties created by the state-dependent 

impulses. Recently, some interesting extensions to impulsive differential equations with 

variable times have been done by Bajo and Liz, Frigon and O‘Regan, Kaul et al, Kaul and 

Liu, Lakshmikantham et al, Liu and Ballinger and the references cited therein. 

Preliminaries 

Consider 

Ωa = {y:  a − r, T → ℝn ,    𝑎 − 𝑟 < 𝑇,
𝑦 𝑡  𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑒𝑣𝑒𝑟𝑦𝑤ℎ𝑒𝑟𝑒 𝑒𝑥𝑐𝑒𝑝𝑡 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑡𝑘𝑎𝑡 𝑤ℎ𝑖𝑐ℎ  
 𝑦 𝑡𝑘

− 𝑎𝑛𝑑 𝑦 𝑡𝑘
+ ,𝑘 = 1,… ,𝑚 𝑒𝑥𝑖𝑠𝑡 𝑎𝑛𝑑 𝑦 𝑡𝑘

− = 𝑦 𝑡𝑘 } 
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𝛺𝑎
1 = { 𝑦 ∈ 𝛺𝑎 ,   𝑦 𝑖𝑠 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑏𝑙𝑒 𝑎𝑙𝑚𝑜𝑠𝑡 𝑒𝑣𝑒𝑟𝑦𝑤ℎ𝑒𝑟𝑒 𝑜𝑛  

 𝑎 − 𝑟,𝑇 ,𝑎𝑛𝑑 𝑦′ ∈ 𝐿𝑙𝑜𝑐
1  𝑎 − 𝑟,𝑇 } 

𝐴𝐶𝑙𝑜𝑐   0,𝑇 ,ℝ𝑛  𝑖𝑠 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠 𝑦 ∈ 𝐶( 0,𝑇 ,ℝ𝑛  

 𝑤ℎ𝑖𝑐ℎ 𝑎𝑟𝑒 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝑙𝑦 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑜𝑛 𝑒𝑣𝑒𝑟𝑦 𝑐𝑜𝑚𝑝𝑎𝑐𝑡 𝑠𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 [0,𝑇) 
 Throughout this section we will assume that the following conditions hold: 

 H1) 𝑓: [0,𝑇) × 𝐷 → ℝ𝑛  is an 𝐿𝑙𝑜𝑐
1  0,𝑇 − 𝐶𝑎𝑟𝑎𝑡ℎé𝑜𝑑𝑜𝑟𝑦 function, by this we mean 

a) The map 𝑡 → 𝑓(𝑡,𝑦) is measurable for all 𝑦 ∈ 𝐷 

b) The map 𝑦 → 𝑓(𝑡,𝑦) is continuous almost all 𝑡 ∈ [0,𝑇) 

c) Foe each 𝑟 > 0 there exists 𝜇𝑟 ∈ 𝐿𝑙𝑜𝑐
1 [0,𝑇) such that  𝑦 < 𝑟 implies 

 𝑓(𝑡,𝑦) ≤ 𝜇𝑟(𝑡) for almost all 𝑡 ∈ [0,𝑇) 

 H2) the functions 𝜏𝑘 ∈ 𝐶1(ℝ𝑛 ,ℝ) for 𝑘 = 1,… ,𝑚. Moreover 

0 < 𝜏1 𝑥 < 𝜏2 𝑥 < ⋯ < 𝜏𝑚 𝑥 < 𝑇 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ∈ ℝ𝑛  

 H3) there exist constants 𝑐𝑘  such that  𝐼𝑘(𝑥) ≤ 𝑐𝑘 , 𝑘 = 1,… ,𝑚, for each 𝑥 ∈ ℝ𝑛 . 

 H4)   𝑓(𝑡, 𝑦) ≤ 𝑞 𝑡 𝜓( 𝑦 ) 

For almost all 𝑡 ∈ [0,𝑇) with 

𝜓:  0,∞ → (0,∞) a Borel measurable function; 
1

𝜓
∈ 𝐿𝑙𝑜𝑐

1 [0,∞) and 

𝑞 ∈ 𝐿𝑙𝑜𝑐
1 ( 0,∞ ,ℝ+) and 

 𝑞 𝑠 𝑑𝑠
𝑡∗

0

<  
𝑑𝑢

𝜓(𝑢)

∞

𝜑(0)

   𝑓𝑜𝑟 𝑎𝑛𝑦  𝑡∗ < 𝑇  𝑎𝑛𝑑  𝜑 0 = 𝜑0 

 H5)  for all  𝑡, 𝑥 ∈ [0,𝑇] × ℝ𝑛  and for all 𝑦𝑡 ∈ 𝐷 

 𝜏′ 𝑘 𝑥 ,𝑓(𝑡,𝑦𝑡) ≠ 1   𝑓𝑜𝑟  𝑘 = 1,… ,𝑚 

Where   . , .   denotes the scalar product in ℝ𝑛 . 

 H6) for all 𝑥 ∈ ℝ𝑛  

𝜏𝑘 𝐼𝑘 𝑥  ≤ 𝜏𝑘 𝑥 < 𝜏𝑘+1 𝐼𝑘 𝑥      𝑓𝑜𝑟   𝑘 = 1,… ,𝑚 

 

Theorem 1 

 under the assumptions (H1)-(H6), the problem (1.1) has at leastone solution on [0,T] 

Proof.  The proof will be given in several steps; 

Step 1; 
Consider the problem  

𝑦′ 𝑡 = 𝑓 𝑡,𝑦𝑡      𝑎. 𝑒  𝑡 ∈  0,𝑇  
𝑦 𝑡 = 𝜑 𝑡    𝑡 ∈  −𝑟, 0                               (1.2) 

which will be needed when we examine the IDE (1.1) we use the Schauder-Tychonoff 

theorem to establish existence results of (1.2) for completeness we state the fixed point result.  

 

Theorem 2 

 Let 𝐾  be a closed convex subset of a locally convex linear topological space 𝐸 . 

Assume that  𝑓:𝐾 → 𝐾  is continuous and that 𝑓(𝐾) is relatively compact in 𝐸. Then 𝑓  has 

at least one fixed point in 𝐾. 

Transform the problem (1.2) into a fixed point problem. 

Consider the operator 𝑁:𝛺0 → 𝛺0 defined by 

𝑁 𝑦  𝑡 =

 
 

 
𝜑 𝑡                             𝑡 ∈ [−𝑟, 0]

𝜑 0 +  𝑓 𝑠,𝑦𝑠 𝑑𝑠   𝑡 ∈ [0,𝑇]
𝑡

0

  

Let 

𝐾 = {𝑦 ∈ 𝛺0:   𝑦 𝑡  ≤  𝑏 𝑡 ,     𝑡 ∈  0,𝑇 } 
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Where 

𝑏 𝑡 = 𝐽−1   𝑞 𝑥 𝑑𝑥
𝑡

0

  

𝐽 𝑧 =  
𝑑𝑥

𝜓(𝑥)

𝑧

𝜑0

 

Notice 𝐾 is a closed, convex, bounded subset of 𝛺0. 

We next claim that 𝑁 maps 𝐾 into 𝐾. To see this let 𝑦 ∈ 𝐾. Notice for 𝑡 < 𝑇 that 

 𝑁𝑦 𝑡  ≤  𝜑0 +  𝑞 𝑠 𝜓  𝑦 𝑠   𝑑𝑠
𝑡

0

≤  𝜑0 +  𝑞 𝑠 𝜓 𝑏 𝑠  𝑑𝑠
𝑡

0

 

=  𝜑0 +  𝑏′ 𝑠 𝑑𝑠
𝑡

0

= 𝑏(𝑡) 

Thus, 𝑁𝑦 ∈ 𝐾  and so 𝑁:𝐾 → 𝐾. 

It remains to show that 𝑁:𝛺0 → 𝛺0  is continuous and completely continuous. 

Claim I:  is continuous 

Claim II:  maps bounded set into bounded set in 𝛺0 

Claim III:  maps bounded sets into equicontinuous sets of 𝛺0 

 

 As a consequence of Claims I to III together with the Arzela-Ascoli 

theorem we can conclude that 𝑁:𝛺0 → Ω0 is completely continuous. 

 The Schauder-Tychonoff theorem implies that 𝑁 has a fixed point in  , i.e. (1.2) has a 

solution 𝑦 ∈ 𝛺0. denote this solution by 𝑦1.  

 Define the function 

𝑟𝑘 ,1 𝑡 = 𝜏𝑘 𝑦1 𝑡  − 𝑡,      𝑡 ∈ [0,𝑇] 
 (H2) implies that 

𝑟𝑘 ,1 0 ≠ 0  𝑓𝑜𝑟  𝑘 = 1,… ,𝑚 

If 𝑟𝑘 ,1 ≠ 0 on [0,𝑇], 𝑘 = 1,… ,𝑚; i,e. 𝑡 ≠ 𝜏𝑘(𝑦1 𝑡 ) on [0,𝑇] and for 𝑘 = 1,… ,𝑚; then 

𝑦1 is a solution of problem (1.1). 

It remains to consider the case when 

𝑟1,1 𝑡 = 0      𝑓𝑜𝑟 𝑠𝑜𝑚𝑒  𝑡 ∈ [0,𝑇] 
Since 𝑟1,1(0) ≠ 0 and 𝑟1,1 is continuous, there exists 𝑡1 > 0 such that 𝑟1,1 𝑡1 = 0 and 

𝑟1,1(𝑡) ≠ 0 for all 𝑡 ∈ [0, 𝑡1). Thus by (H2) we have 𝑟𝑘 ,1(𝑡) ≠ 0, for all 𝑡 ∈ [0, 𝑡1) and 

𝑘 = 1,… ,𝑚. 
 

Impulsive Functional Differential Equations 

 In this section various existence results are established for the impulsive functional 

differential equation 

𝑦′ 𝑡 = 𝑓 𝑡,𝑦𝑡          𝑎. 𝑒  𝑡 ∈  𝑡1,𝑇  
𝑦 𝑡1

+ = 𝐼1 𝑦1 𝑡1   2.1  

𝑦 𝑡 = 𝑦1 𝑡          𝑡 ∈ [𝑡1 − 𝑟, 𝑡1] 
Transform problem (2.1) into a fixed point problem. 

Consider the operator 𝑁1:𝛺𝑡1
→ 𝛺𝑡1

 defined by 

𝑁1 𝑦  𝑡 =

 
 
 

 
 𝑦1 𝑡       𝑖𝑓    𝑡 ∈ [0, 𝑡1]

𝐼1 𝑦 𝑡1  +  𝑓 𝑠,𝑦𝑠 𝑑𝑠    𝑖𝑓  𝑡 ∈ (𝑡1,𝑇]
𝑡

𝑡1
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As in section 1, we can show that 𝑁1 is completely continuous. and the set 

𝐾1 = {𝑦 ∈ 𝛺𝑡1
,  𝑦 𝑡  ≤ 𝑏 𝑡 , 𝑡 ∈  𝑡1 − 𝑟,𝑇 } 

is closed, convex, bounded subset of 𝛺𝑡1
where 

𝑏 𝑡 = 𝐽−1   𝑞 𝑥 𝑑𝑥
𝑡

𝑡1

  

𝐽 𝑧 =  
𝑑𝑥

𝜓(𝑥)

𝑧

𝜑0

 

Thus 𝑁1:𝐾1 → 𝐾1. 

 As a consequence of the Schauder-Tychonoff theorem, we deduce that 𝑁1 has a fixed 

point 𝑦 which is a solution to problem (2.1). Denote this solution by 𝑦2. 

Define 

𝑟𝑘 ,2 𝑡 = 𝜏𝑘 𝑦2 𝑡  − 𝑡    𝑓𝑜𝑟 𝑡 ≥ 𝑡1 

If 

𝑟𝑘 ,2 𝑡 ≠ 0     𝑜𝑛     𝑡1,𝑇 ,     𝑓𝑜𝑟 𝑎𝑙𝑙  𝑘 = 1,… ,𝑚 

Then 

𝑦 𝑡 =  
𝑦1 𝑡          𝑖𝑓   𝑡 ∈  0, 𝑡1 ,

𝑦2 𝑡           𝑖𝑓    𝑡 ∈ (𝑡1,𝑇]
  

is a solution of problem (2.1). 

 It remains to consider the case when there exists 𝑡 > 𝑡1 with 

𝑟𝑘 ,2 𝑡 = 0,       𝑘 = 1,… ,𝑚 

by (H6) we have 

𝑟𝑘 ,2 𝑡1
+ = 𝜏𝑘 𝑦2 𝑡1

+  − 𝑡1 = 𝜏𝑘  𝐼1 𝑦1 𝑡1   − 𝑡1 

> 𝜏𝑘−1 𝑦1 𝑡1  − 𝑡1 

≥ 𝜏1 𝑦1 𝑡1  − 𝑡1 = 𝑟1,1 𝑡1 = 0 

Since 𝑟𝑘 ,2 is continuous, there exists 𝑡2 > 𝑡1 such that 

𝑟𝑘 ,2 𝑡2 = 0,         𝑟𝑘 ,2 𝑡 ≠ 0   𝑓𝑜𝑟 𝑎𝑙𝑙  𝑡 ∈ (𝑡1, 𝑡2) 

Suppose now that there is 𝑡∗ ∈ (𝑡1, 𝑡2) such that 

𝑟1,2 𝑡
∗ = 0 

from (H6), it follows that 

𝑟1,2 𝑡1
+ = 𝜏1 𝑦2 𝑡1

+  − 𝑡1 = 𝜏1  𝐼1 𝑦1 𝑡1   − 𝑡1 

≤ 𝜏1 𝑦1 𝑡1  − 𝑡1 = 𝑟1,1 𝑡1 = 0 

 Thus the function 𝑟1,2 attains a nonnegative maximum at some point 𝑡1
∗ ∈ (𝑡1,𝑇] . 

Since 
𝑦′

2
 𝑡 = 𝑓(𝑡,𝑦2 𝑡 ) 

Then 

𝑟′1,2 𝑡1
∗ = 𝜏′1 𝑦2 𝑡1

∗  𝑦′
2
 𝑡1

∗ − 1 = 𝜏′1 𝑦2 𝑡1
∗  𝑓 𝑡1

∗,𝑦2 𝑡1
∗  − 1 = 0 

Therefore 

 𝜏′1 𝑦2 𝑡1
∗  ,𝑓(𝑡1

∗,𝑦2 𝑡1
∗ ) = 1 

which is a contradiction by (H5). 

 Continue this process and the result of the theorem follows. Observe that if 𝑇 < ∞ the 

process will stop after a finite number of steps taking into account that 𝑦𝑚+1 ≔ 𝑦│[𝑡𝑚 ,𝑇] is a 

solution to the problem  

𝑦′ 𝑡 = 𝑓 𝑡,𝑦𝑡           𝑎. 𝑒   𝑡 ∈  𝑡𝑚 ,𝑇  

𝑦 𝑡𝑚
+ = 𝐼𝑚 𝑦𝑚−1 𝑡𝑚                   (3.1) 

𝑦 𝑡 = 𝑦𝑚−1 𝑡            𝑡 ∈ [𝑡𝑚 − 𝑟, 𝑡𝑚 ] 
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 The solution 𝑦 of the problem (1.1) is then defined by 

𝑦 𝑡 =  

𝑦1 𝑡          𝑖𝑓    𝑡 ∈ [−𝑟, 𝑡1]

𝑦2 𝑡          𝑖𝑓    𝑡 ∈ (𝑡1, 𝑡2]
⋮

𝑦𝑚+1 𝑡         𝑖𝑓    𝑡 ∈ (𝑡𝑚 ,𝑇]
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