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Abstract  
 A communication failure is an aspect which may affect a whole 
system so significantly that it is unable to provide its functionality any 
longer. In this paper, we have implemented average consensus algorithm into 
30 distributed systems and focused on examining the effect of a message 
delivery failure modeled by Bernoulli distribution. We modified the 
probability of a failure occurrence and examined the effect of these changes 
on the number of the iterations necessary for a distributed system to achieve 
the consensus and the deviation of the final values from the expected ones.  
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Introduction  
 Inspired by (Kenyeres, 2011), we have provided an analysis of a 
failure scenario causing a message loss. In contrast to (Kenyeres, 2011) 
focused on the three different failure scenarios: dead, misbehaving and 
stalling entity scenarios, we deal with a failure of a message delivery. The 
authors of (Kenyeres, 2011) examined the effect of en entity which stops 
working during the process of reaching the consensus and is present no 
longer in a system (dead entity). They also examined the scenario when an 
entity sends a fixed value (stalling entity) and when it sends randomly 
chosen value from the values of its neighbors. 
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 Thus, in our experiments, the system does not contain one corrupted 
entity, but a failure might occur at each entity and affects it only temporary. 
We assume that this failure is a stochastic event with Bernoulli distribution. 
When it happens, an entity lost information from one neighbor. 
 In the first chapter of this paper, average consensus algorithm has 
been introduced. We have introduced the basic concept of this algorithm as 
well as the mathematical tools to describe it. In the next part, the message 
delivery failure and Bernoulli distribution have been explained. In the last 
part, the results of the practical experiments have been shown and the 
theoretical conclusion has been provided. 
 
Average consensus 
 We use tools defined within the graph theory to describe distributed 
systems (Kenyeres, 2011), (Kenyeres, 2012) and (Kenyeres, 2015). We 
assume that a distributed system is a graph formed by a set of the vertices 
representing particular entity - we label this set as V and a set of the edges 
representing connectivity within a system as 𝐸 ⊂ 𝑉𝑥𝑉. A particular 
vertex/entity is labeled as 𝑣𝑖 and the edge between 𝑣𝑖 and 𝑣𝑗  is labeled 
as (𝑣𝑖 , 𝑣𝑗). Since we assume that two entities are symmetric, the following 
statement is valid: 

(𝑣𝑖, 𝑣𝑗) ∈ 𝐸  ⇔  (𝑣𝑗 , 𝑣𝑖)  ∈ 𝐸 
 As mentioned above, we have chosen average consensus algorithm 
(AC) for the analysis. AC is classified as a distributed, iterative, consensus 
algorithm calculating average value of a set containing initial values locally 
available in the entities. Subsequently, they iteratively update their inner 
values according to the previous state and the information received from 
their neighbors.  
 Let 𝑥(𝑘) 𝜖 𝑅𝑁 be the vector containing the values of all the entities at 
iteration k. Its size is determined by the parameter N, i.e. the size of a system. 
The algorithm is considered to be converged when the values of all the 
entities equal to the average calculated from the initial ones.  

𝑥(𝑘𝑙) =
𝑥(1) ∗ 𝐽1,𝑁

𝑇 ∗ 𝐽1,𝑁

𝑁
  

 The parameter 𝑘𝑙 represents the last iteration; therefore, the number 
of iterations necessary for a system to achieve the consensus and J is an all-
ones matrix.  
 The consensus is achieved by iterative updating of the inner value as 
follows: 

𝑥𝑖(𝑘 + 1) = ��[𝑊(𝑘)]𝑖𝑗 ∗ 𝑥𝑖(𝑘)�
𝑁

𝑗=1
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 The matrix  𝑊 𝜖 𝑅𝑁𝑥𝑁 affects the speed of the algorithm's 
convergence as well as the interval of the convergence. It is a diagonally 
symmetric matrix whose size is determined by the size of a distributed 
system. It is defined as follows: 

 Here 𝐴 𝜖 {0,1}𝑁𝑥𝑁 is an adjacency matrix determining the 
neighborhood relations between particular entities. It is defined as follows: 

[𝐴(𝑘)]𝑖𝑗 = �
1, 𝑖𝑓 �𝑣𝑖 , 𝑣𝑗� ∈ 𝐸 
0, 𝑖𝑓 �𝑣𝑖 , 𝑣𝑗� ∉ 𝐸 ⋁ 𝑖 = 𝑗

 

 The behavior of the algorithm is described as follows: 

𝑙𝑖𝑚
𝑘→∞

𝑥(𝑘) =
𝑥(1) ∗ 𝐽1,𝑁

𝑇 ∗ 𝐽1,𝑁

𝑁
  

 Therefore, it is necessary to define the convergence event to indicate 
that a system has achieved the consensus. We define this event as follows: 

|𝑚𝑎𝑥(𝑥(𝑘)) −𝑚𝑖𝑛(𝑥(𝑘))| < б 
 The parameter б defines the condition of convergence. As the 
algorithm precision increase with the decreasing value of б, we used small 
values (ten thousandths) in order to achieve a high precision.  
 
A message delivery failure 
 In contrast to (Kenyeres, 2011), where a failure of particular entities 
were analyzed, this paper deals with a scenario where the system does not 
contain one corrupted entity, but a failure might occur at each entity and 
affects it only temporary. 
 We assume that this failure is a stochastic event with Bernoulli 
distribution. We assume that there is a probability with which a message 
might not be deliver from one of the entities to another.  When it happens, an 
entity lost information from one neighbor.  
 Bernoulli distribution describes a stochastic process assumed to 
acquire two possible outcomes (Scheaffer, 2009). In general, we distinguish 
between two states: the success and a failure. According to (Scheaffer, 
2009),, the states are defined as follows: 

𝑋 = �1, 𝑤ℎ𝑒𝑛 𝑡ℎ𝑒 𝑜𝑢𝑡𝑐𝑜𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑟𝑖𝑎𝑙 𝑖𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑎𝑠 𝑎 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 
0, 𝑤ℎ𝑒𝑛 𝑡ℎ𝑒 𝑜𝑢𝑡𝑐𝑜𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑟𝑖𝑎𝑙 𝑖𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑎𝑠 𝑎 𝑓𝑎𝑖𝑙𝑢𝑟𝑒  

𝑊(𝑘) =  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1
𝑁 

+ ɛ ∗ �𝑥1(𝑘)
𝑥1(𝑘)

− 1� ∗  [𝐴]11
1
𝑁

+ ɛ ∗ �𝑥2(𝑘)
𝑥1(𝑘)

− 1� ∗  [𝐴]12 … … 1
𝑁

+ ɛ ∗ �𝑥𝑁(𝑘)
𝑥1(𝑘)

− 1� ∗  [𝐴]1𝑁
1
𝑁

+ ɛ ∗ �𝑥1(𝑘)
𝑥2(𝑘)

− 1� ∗  [𝐴]21
1
𝑁

+ ɛ ∗ �𝑥2(𝑘)
𝑥2(𝑘)

− 1� ∗  [𝐴]22 … … 1
𝑁

+ ɛ ∗ �𝑥𝑁(𝑘)
𝑥2(𝑘)

− 1� ∗  [𝐴]2𝑁
… … … … …
… … … … …
… … … … …
… … … … …

1
𝑁

+ ɛ ∗ �𝑥1(𝑘)
𝑥𝑁(𝑘)

− 1� ∗  [𝐴]𝑁1
1
𝑁

+ ɛ ∗ �𝑥2(𝑘)
𝑥𝑁(𝑘)

− 1� ∗  [𝐴]𝑁2 … … 1
𝑁

+ ɛ ∗ �𝑥𝑁(𝑘)
𝑥𝑁(𝑘)

− 1� ∗  [𝐴]𝑁𝑁⎦
⎥
⎥
⎥
⎥
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 Thus, the probability that the outcome of the trial is success is 
determined by the probability 𝑝 𝜖 (0,0.9 > within our experiments. 
Consequently, the probability of a failure is then determined by 1-p. The 
probability distribution is defined as follows: 

𝑝(𝑥) = 𝑝𝑥 ∗ (1 − 𝑝)1−𝑥 , 𝑥 = 0,1  
 Here p(x) determines the probability X = x. A random variable whose 
distribution can be described according to the previous formula has Bernoulli 
distribution. Within the experiments, we assume that there is the probability 
that a message will not be delivered correctly. A recipient classified this 
message as damaged and discards it. The value of p determines the 
probability of the failure occurrence for every edge in single iteration. The 
probability p is same for all the entities in a system.  
 
Experiments 
 In the experiments, we have focused our attention on examining the 
effect of the described scenario. We assume that p is the probability of a 
failure occurrence. This probability is same for each iteration and for each 
edge.  

𝑝(𝑣,𝑘) = 𝑐𝑜𝑛𝑠𝑡 
 We executed two experiments with varying p. We examined the 
effect of this type of failure on the deviation of the final values from the 
expected and the change of 𝑘𝑙. We repeated the same experiments on 30 
systems whose size and attributes were the same. We generated them using 
the generator described and used in (Kenyeres, 2012),(Kenyeres, 2013) and 
(Kenyeres, 2012). Then the obtained results were averaged and depicted in 
the graphs. 
 An example of a topology is shown in the following figure: 
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 In the first experiment, we focused on examining the effect of p on 
the percentage growth of iterations necessary for a system to achieve the 
consensus ∆𝑘𝑙 [%].  
 From the obtained results, we can see that the function has an 
increasing character.  Obviously, the function grows with the increase of p. 
For some intervals the function does not grow, but oscillates, which is caused 
by the fact that we implemented the element of a coincidence into our 
simulation processes.  
 In our second experiment, we focused on examining the effect of  p 
on the average deviation labeled as ∆𝑥 [%] and calculated as follows: 

∆𝑥 =
∑ �

𝑥(1) ∗ 𝐽1,𝑁
𝑇

𝑁 − 𝑥𝑖(𝑘𝑙)�𝑁
𝑖=1

𝑁
∗ 100 [%] 

 
 From the results, we can see that the function is growing as the 
parameter p is increasing. Even though the probability of a failure equals to 
90 %, the final deviation is not as significant as could be expected. For 
p=90%, the deviation reaches almost 6 %, which is a very small value 
regarding to the high value of a failure. We did not make an experiment for 
p=100% because this probability of a failure would have caused that the 
elements in a system would not have been able to update their inner states 
(they would have had no information from their neighbors).  
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Conclusion 
 In this paper, we showed the effect of a message failure delivery on 
the quality of average consensus algorithm. We changed the probability with 
which the failure occurred and observed that a higher probability causes 
more damage. Its effect on the average deviation is almost negligible (the 
maximal deviation was less than 6%) in contrast to on the growth of 
iterations where we observe the nine fold growth of the iterations compared 
with the mistake-free scenarios.  
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