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GLOBAL SOLUTIONS OF THE FUCHSIAN-CAUCHY PROBLEM  IN 
GEVREY SPACES 

 
 

 
Faiza Derrab, MA 

University Djillali Liabès/Sidi-Bel-Abbès, Mathematics Department,  Exact Sciences Faculty, Algeria 
 
 

 
Abstract: 

We consider the Fuchsian Cauchy problem associated to linear partial differential equations 
with Fuchsian principal part of order m and weight µ in the sense of M. S. Baouendi and C. Goulaouic 
[2]. We obtain existence and uniqueness of a global solution to this problem in the space of 
holomorphic functions with respect to the fuchsian variable t and in Gevrey spaces with respect to the 
other variable x. The method of proof is based on the application of the fixed point theorem in some 
Banach spaces defined by majorant functions that are suitables to this kind of equations. We introduce 
new majorant functions as in [4]and [5] which allow us to simplify the proof given in [3].  

 
Key Words: Fuchsian linear partial differential equations, Global solution, Gevrey spaces, Method of 
majorants, Fixed point theorem 
 
Introduction 
           In [1], is established by J.M.Bony and P.Schapira that the hyperbolicity of the operator is 
sufficient so that the Cauchy problem is well posed in the class of holomorphic functions (Bony-
Schapira-Theorem). But, this result was established by C.Wagschal in [10] for operators not 
necessarily hyperbolics. 
           To demonstrate his local existence theorem for an holomorphic solution of a semilinear 
operator, A.Cauchy used his method known as the "Majorant series method" which consists to find 
the solution of the problem in the form of a serie and to prove the convergence of this serie by 
bounding above the modulus of the coefficients of this serie by those of another serie whose terms are 
positive and is convergent. 
            C. Wagschal [10] simplified local resolution of the nonlinear Goursat problem in spaces of 
holomorphic functions and in Gevrey spaces to the fixed point theorem. His technique consists to 
define Banach algebras, either through the formalism of majorant functions of A.Cauchy in the 
holomorphic case, either through the formalism of formal series in the Gevrey case, in which his 
problem is reduced to the search for fixed points of some map that he builts from the original problem 
and he shows strictly contracting in balls of these algebras.  
 And since the method of fixed point developed by C.Wagschal [10] has been used 
successfully in other problems. It cites the work of P.Pongérard and C.Wagschal [7] its aim  is to 
reduce the global resolution of the Cauchy-Kowalvski problem to the fixed point theorem in spaces of 
entire functions and entire functions of finite order.  
 Interest was directed later to study or to simplify the study of Fuchsian equations by the 
method of fixed point. The major difficulty is in the search for Banach spaces, so for majorant 
functions, suitable for the study of this type of equations.  
 P.Pongérard [9] extended the conclusions of [7] to Fuchsian operators in the class of entire 
functions and entire functions of finite order using this method of fixed point. 
 In [4], we have simplified the proof given by P.Pongérard in [9] by defining new majorant 
functions by introducing a new parameter ρ and we generalized his result to a differential operator 
with several Fuchsian variables.  
               In [3], the authors have extended the result of [9] to a global resolution in spaces of 
holomorphic functions with respect to the Fuchsian variable and in Gevrey classes with respect to the 
other variables. One of these classes of Gevrey is more general than the class introduced in [10] and 
the second is introduced by H. Komatsu in [6]. 
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               In this work, we simplify the proof given in [3] using the same technique introduced in [4] 
by defining new majorant functions by introducing a new parameter ρ. Thus, we establish a global 
solution for our problem which is holomorphic with respect to the Fuchsian variable and is in Gevrey 
spaces with respect to the other variable. Our study is limited to Gevrey class defined by H.Komatsu 
[6]. This same technique has enabled us in [5] to give global resolution for some nonlinear equations 
of Fuchs type in these same Gevrey classes. 
The Problem Formulation And Result 
           We study Fuchsian linear partial differential equations in the space ℂ × ℝ𝑛. We denote by 𝑡 
the generic point of ℂ  and by  𝑥 = (𝑥1, … , 𝑥𝑛) the generic point of ℝ𝑛. Let Ώ be an open set in ℝ𝑛. 
For a multiindice 𝛼 = (𝛼1, … ,𝛼𝑛) ∈ ℕ𝑛 we denote 𝐷𝛼 = 𝐷1

𝛼1 …𝐷𝑛
𝛼𝑛  where 𝐷𝑗 = 𝐷𝑥𝑗  is the 

partial derivative with respect to 𝑥𝑗 and by |𝛼| = 𝛼1 + 𝛼2 + ⋯+ 𝛼𝑛.  
 Let 𝑚 ≥ 1 be an integer, we denote by 𝐸 a subset of {(𝑙,𝛼)𝜖ℕ× ℕ𝑛;   𝑙 +|𝛼| ≤ 𝑚,   𝑙 <
𝑚,   𝛼 ≠ 0}. 
 Let 0 ≤ 𝜇 ≤ 𝑚, we consider the Cauchy problem 

�
𝑎(𝑡,𝐷𝑡)𝑢(𝑡, 𝑥) = � 𝑎(𝑙,𝛼)(𝑡, 𝑥) 𝑡𝜐+1+𝑙−𝜇

(𝑙,𝛼)𝜖𝐸

𝐷𝑡𝑙𝐷𝛼𝑢(𝑡, 𝑥)  + 𝑓(𝑡, 𝑥);         (𝑡, 𝑥) ∈ ℂ × Ώ,

𝐷𝑡
𝑗𝑢(𝑡, 𝑥) = 𝑤𝑗(𝑥),              0 ≤ 𝑗 < 𝜇,       𝑥 ∈ Ώ,                                                                            

 (1)    

 where 𝑎(𝑡,𝐷𝑡) is the linear differential operator defined by 𝑎(𝑡,𝐷𝑡) =  ∑ 𝑎𝑙𝑡𝑙−𝜇𝑚
𝑙=𝜇 𝐷𝑡𝑙 ,   

and 𝑎𝑙   for 𝜇 ≤ 𝑙 ≤ 𝑚   are complex constants with 𝑎𝑚 ≠ 0. 
𝑎(𝑡,𝐷𝑡) is then a Fuchsian principal part of order 𝑚 and weight 𝜇. 
 𝜐 = 𝜐(𝑙) is the integer number defined by 𝜐 = max(  𝜇 − 𝑙 − 1,0) and the coefficients 
𝑎(𝑙,𝛼) for (𝑙,𝛼)𝜖𝐸  are polynomial functions with respect to 𝑥 of order strictly inferior to |𝛼| with 
holomorphic coefficients in ℂ𝑡 . It means that 

𝑓𝑜𝑟 (𝑙,𝛼)𝜖𝐸,   𝑎(𝑙,𝛼)(𝑡, 𝑥)

= � 𝑎𝑙𝛼𝛽(𝑡) 𝑥𝛽
|𝛽|<|𝛼|

 𝑤ℎ𝑒𝑟𝑒 𝑎𝑙𝛼𝛽 𝑖𝑠 𝑎𝑛 ℎ𝑜𝑙𝑜𝑚𝑜𝑟𝑝ℎ𝑖𝑐 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 ℂ𝑡.                (2)     

 We associate to the operator 𝑎(𝑡,𝐷𝑡) the polynomial 𝑃(𝜆) =  ∑ 𝑎𝑙 ∏ (𝜆 − 𝑗)𝑙−1
𝑗=0

𝑚
𝑙=𝜇  and 

we consider ∐ = 1𝜙 . 
 We obtain:   𝑡𝜇 𝑎(𝑡,𝐷𝑡) =  ∑ 𝑎𝑙𝑡𝑙𝑚

𝑙=𝜇 𝐷𝑡𝑙 = 𝑃(𝑡𝐷𝑡).   Then  𝑃(𝑡𝐷𝑡)  is a Fuchsian 
principal part of weight 0. 
 For the choice of 𝑓 and  𝑤𝑗   (0 ≤ 𝑗 < 𝜇),  we introduce the following definitions. We recall 
the Gevrey class definition in the sense given by H.Komatsu in [6] 
Definition 1: Let 𝑑 ≥ 1. A function 𝑣 ∈ ∁∞(Ώ) is said to be in the Gevrey class 𝐺(𝑑) if for every 
compact set 𝐾 ⊂ Ώ and ℎ > 0 there exists a constant 𝑐 = 𝑐𝐾,ℎ ≥ 0 such that  

∀𝛼 ∈ ℕ𝑛 ,   𝑠𝑢𝑝𝑥∈𝐾 |𝐷𝛼 𝑣(𝑥)|  ≤  𝑐 ℎ|𝛼| (|𝛼|!)𝑑. 
Examples:  

1. For 𝑛 ∈ ℕ ;     𝑓𝑛(𝑥) = 𝑠𝑖𝑛 𝑛𝑥 ∈ 𝐺(𝑑)(ℝ). Then the vector space generated by   
{𝑠𝑖𝑛 𝑛𝑥, 𝑐𝑜𝑠 𝑛𝑥,  𝑛 ∈ ℕ} is a subset of 𝐺(𝑑)(ℝ). 

2. For 𝑏 ∈ ℕ ;   𝑥 ∈ ℝ𝑛,   𝐿(𝑥) = 𝑥𝛽  a polynomial of order 𝛽 ∈ ℕ𝑛  such that |𝛽| ≤ 𝑏, we 
obtain  𝐿(𝑥) ∈ 𝐺(𝑑)(ℝ𝑛). Then the set ℝ[𝑥] of polynomials is a subet of 𝐺(𝑑)(ℝ𝑛). 

       For 𝑈 an open set in ℂ, we denote by ∁𝜔,∞(𝑈 × Ώ) the algebra of functions 𝑢: 𝑈 × Ώ → ℂ  
which admit derivatives for every order with respect to 𝑥, are continuous in 𝑈 × Ώ and holomorphic 
with respect to 𝑡. 
Definition 2: We say that a function 𝑢 is of  𝐺(𝜔,𝑑)(𝑈 × Ώ) class if 𝑢  belongs to ∁𝜔,∞(𝑈 × Ώ) and 
if for every compact set 𝐾 ⊂ Ώ and ℎ > 0 there exists a constant 𝑐 = 𝑐𝐾,ℎ ≥ 0 such that  

∀𝛼 ∈ ℕ𝑛, ∀𝑡 ∈ 𝑈, ∀𝑥 ∈ 𝐾;   |𝐷𝛼 𝑢(𝑡, 𝑥)|  ≤  𝑐 ℎ|𝛼| (|𝛼|!)𝑑. 
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 For 𝑅 > 0, we denote by 𝐷𝑅 = {𝑡 ∈ ℂ;   |𝑡| < 𝑅}.    
 𝐺(𝜔,𝑑)(ℂ × Ώ) denotes the set of functions 𝑢 ∈ ∁𝜔,∞(ℂ × Ώ) such that  for all 𝑅 > 0, 
𝑢 ∈ 𝐺(𝜔,𝑑)(𝐷𝑅 × Ώ). 
 𝐺(𝜔,𝑑)(ℂ × Ώ) is a sub-algebra of  ∁𝜔,∞(𝑈 × Ώ). 
 The coefficients 𝑎(𝑙,𝛼) assumed verifying (2), then we obtain the following theorem: 
Theorem 1: If 𝑃(𝜆) ≠ 0 for every integer 𝜆 ≥ 𝜇, then for any functions 𝑤𝑗 ∈ 𝐺(𝑑)(Ώ),
(0 ≤ 𝑗 ≤  𝜇) and 𝑓 ∈ 𝐺(𝜔,𝑑)(ℂ × Ώ); the Cauchy problem (1) admits a unique solution 𝑢 ∈
𝐺(𝜔,𝑑)(ℂ × Ώ).  
Remark 1: 

1.  The theorem1 establishes that the solution of the problem (1) inherits  the G(d) Gevrey 
regularity of the data 𝑤𝑗 , (0 ≤ 𝑗 ≤  𝜇).  

1) If Ώ is a bounded open set in ℝn, then we can extend the same study for Fuchsian operators 
where the coefficients 𝑎(𝑙,𝛼) are polynomials of any order 𝑁𝑙,𝛼. In this case, the hypothesis 
(2) is written in the form: 

     𝑓𝑜𝑟 (𝑙,𝛼)𝜖𝐸,   𝑎(𝑙,𝛼)(𝑡, 𝑥)

= � 𝑎𝑙𝛼𝛽(𝑡) 𝑥𝛽
|𝛽|<𝑁𝑙,𝛼

 𝑤ℎ𝑒𝑟𝑒 𝑎𝑙𝛼𝛽 𝑖𝑠 𝑎𝑛 ℎ𝑜𝑙𝑜𝑚𝑜𝑟𝑝ℎ𝑖𝑐 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 ℂ𝑡 . 

Proof of theorem 1 

A. Reduction of the Cauchy problem (1)  
     We set 

𝑃1(𝑢) = 𝑎(𝑡,𝐷𝑡)𝑢 − ∑ 𝑎(𝑙,𝛼)(𝑡, 𝑥) 𝑡𝜐+1+𝑙−𝜇(𝑙,𝛼)𝜖𝐸 𝐷𝑡𝑙𝐷𝛼𝑢. 

 Then by denoting  𝑣(𝑡, 𝑥) = 𝑢(𝑡, 𝑥) − ∑ 𝑡𝑗

𝑗!
𝜇−1
𝑗=0 𝑤𝑗(𝑥)   and   𝑔 = 𝑓 − 𝑃1(∑ 𝑡𝑗

𝑗!
𝜇−1
𝑗=0 𝑤𝑗) ; 

the Cauchy problem (1) is equivalent to the problem  �
𝑃1(𝑣) = 𝑔                                   
𝐷𝑡
𝑗𝑣(𝑡, 𝑥) = 𝑤𝑗(𝑥),   0 ≤ 𝑗 < 𝜇.

 

 By a second change of unknown: 𝑣(𝑡, 𝑥) = 𝑡𝜇𝑧(𝑡, 𝑥), the previous problem is reduced to 
solving the equation: 𝑃1(𝑡𝜇𝑧) = 𝑔. 
 Using the relation:  𝑡𝜇𝑎(𝑡,𝐷𝑡) (𝑡𝜇𝑧) = 𝑃(𝑡𝐷𝑡)(𝑡𝜇𝑧) = 𝑡𝜇  𝑃(𝑡𝐷𝑡 + 𝜇)𝑧; the Cauchy 
problem (1) is reduced to the resolution of the equation  

𝑃(𝑡𝐷𝑡)𝑧 = � 𝑎(𝑙,𝛼)(𝑡, 𝑥) 𝑡𝜐+1+𝑙−𝜇
(𝑙,𝛼)𝜖𝐸

𝐷𝑡𝑙𝑡𝜇𝐷𝛼𝑧 + 𝑔                                         (3) 

 and its solution is given by:   𝑢 = ∑ 𝑡𝑗

𝑗!
𝜇−1
𝑗=0 𝑤𝑗+𝑡𝜇𝑧. 

 The coefficients 𝑎(𝑙,𝛼) always verify the hypothesis (2). 𝑃(𝑡𝐷𝑡) is a Fuchsian principal part 
of weight 0 which verifies 𝑃(𝜆) ≠ 0 for every 𝜆 ∈ ℕ. 
 For proving that  𝑔 ∈ 𝐺(𝜔,𝑑)(ℂ × Ώ) we need the following lemma. 
Lemma 1: Let  𝑅 > 0  and 𝑣 ∈ 𝐺(𝜔,𝑑)(𝐷𝑅 × Ώ).  Then for every 𝛼 ∈ ℕ𝑛,    𝐷𝛼𝑣 ∈ 𝐺(𝜔,𝑑)(𝐷𝑅 ×
Ώ). 

For the reduction of the equation (3) we use the following lemma 
Lemma 2:   

1.  ∃𝑐0 > 0 such that 𝑃(𝜆) ≥ 𝑐0 𝑚𝑎𝑥(1, 𝜆𝑚)  for every 𝜆 ∈ ℕ.  
2. For any 𝑅 > 0,  the operator 𝑃(𝑡𝐷𝑡) is an automophism of the vector space 𝐺(𝜔,𝑑)(𝐷𝑅′ ×

Ώ)  for every 0 < 𝑅′ < 𝑅.  Its inverse is defined by: 

𝑃−1(𝑢)(𝑡, 𝑥) = �
𝑡𝑘

𝑘!
𝑘∈ℕ

 
𝐷𝑡𝑘𝑢(0, 𝑥)
𝑃(𝑘)

 . 
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 In replacing 𝑧 by 𝑃−1(𝑧) in equation (3) and  noting again 𝑧 by 𝑢, then equation (3) is 
equivalent to:  

𝑢 = � 𝑎(𝑙,𝛼)(𝑡, 𝑥) 𝑡𝜐+1+𝑙−𝜇
(𝑙,𝛼)𝜖𝐸

𝐷𝑡𝑙𝑡𝜇𝐷𝛼𝑃−1(𝑢) + 𝑔                                         (4) 

 Thus, the resolution of the Cauchy problem (1) is reduced to looking for the fixed points of 
the map 𝐹  defined by:       

𝐹(𝑢) = 𝐻(𝑢) + 𝑔                                                                                                   (5) 
where the operator 𝐻 is defined by 

𝐻(𝑢) = � 𝑎(𝑙,𝛼)(𝑡, 𝑥) 𝑡𝜐+1+𝑙−𝜇
(𝑙,𝛼)𝜖𝐸

𝐷𝑡𝑙𝑡𝜇𝐷𝛼𝑃−1(𝑢)                                         (6) 

 This takes us to introduce a Banach space associated to a majorant function where we 
establish that the map 𝐹 is strictly contracting so we can apply the Banach fixed point theorem. We 
bring a new majorant function in this work compared to [3], we consider the majorant function of  [9] 
and we apply the same technique introduced in [4], it concerns the introduction of the parameter 𝜌 
which allows us to simplify the proof presented in [3]. 

B. Banach space   ∁
𝛷𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ (𝛺𝑅)  

 Let 𝐷 be an open neighborhood of the origine in ℂ and Φ be the formal serie 𝛷 = 𝛷(𝑡, 𝑥) =
∑ 𝛷𝛼𝛼∈ℕ𝑛 (𝑡) 𝑥

𝛼

𝛼!
 where 𝛷𝛼 is an entire serie ≫ 0 which converges in 𝐷. 

 For any function  𝑢 ∈ ∁𝜔,∞(𝑈 × Ώ), the relation  𝑢 ≪ 𝛷 is defined in [10] by  
𝑢 ≪ 𝛷 ⇔ (∀𝛼 ∈ ℕ𝑛),    (∀𝑥 ∈ Ω),    𝐷𝛼𝑢(𝑡, 𝑥) ≪ 𝛷𝛼(𝑡). 

 Let 𝑅 > 0. For a parameter 𝜌 > 0, we denote by  𝐷𝜌𝑅 = {𝑡 ∈ ℂ;   𝜌|𝑡| < 𝑅},  Ω𝜌,𝑅 =
𝐷𝜌,𝑅 × Ω  and we denote by convention  𝐷𝜌𝜌,𝑅 = 𝐷𝑅 ;     Ω𝜌,𝜌𝑅 = Ω𝑅 .  
 For a parameter 𝜁 = (𝜁1, … , 𝜁𝑛) ∈ (ℝ+

∗ )𝑛 and a given integer 𝑠 ≥ 𝑚, we consider the 
Gevrey formal serie 

Φ𝜌,𝜌𝑅,𝜁
𝑑 = Φ𝜌,𝜌𝑅,𝜁

𝑑 (𝑡, 𝑥) = �(𝜌𝑡)𝑝 (𝜌𝑅)𝑠′𝑝  
𝑝∈ℕ 

�𝐷𝑠𝑝𝜙𝜌𝑅,𝜁�
𝑑

(𝜁. 𝑥)
(𝑠𝑝)!

                (7) 

where 𝜁. 𝑥 = (𝜁1. 𝑥1, … , 𝜁𝑛. 𝑥𝑛);  𝑠′ = 𝑠 − 1 ≥ 0;  𝜙 is the majorant function defined by 

𝜙𝜌𝑅,𝜁(𝜁. 𝑥) = 𝑒𝜌−1(𝜁.𝑥) 1
𝜌𝑅 − 𝜁. 𝑥

 .                                                                      (8) 

 We denote by ∁
Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ (𝐷𝑅 × Ώ) the space of functions  𝑢 ∈ ∁𝜔,∞(𝐷𝑅 × Ώ) such that 

∃𝑐 ≥ 0;  𝑢 ≪ Φ𝜌,𝜌𝑅,𝜁
𝑑 . 

 ∁
Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ (𝐷𝑅 × Ώ)  with the norm  ||𝑢||Φ𝑑 = min{𝑐 ≥ 0;       𝑢 ≪ c Φ𝜌,𝜌𝑅,𝜁
𝑑 }  is a Banach 

space. 

C. Proof of the contracting of  𝐹 
For every compact set  𝐾 in Ώ of non-empty interior 𝐾°, we denote 𝐾𝑅 = 𝐷𝑅 × 𝐾°. 

If 𝜁 = (𝜁1, … , 𝜁𝑛);   𝜁′ = (𝜁′1, … , 𝜁′𝑛) ∈ (ℝ+
∗ )𝑛, we write 𝜁 ≤ 𝜁′  if  𝜁𝑗 ≤ 𝜁𝑗′  for every  1 ≤ 𝑗 ≤

𝑛 and we write  𝜁 < 𝜁′ if  (𝜁 ≤ 𝜁′ 𝑎𝑛𝑑  𝜁 ≠ 𝜁′).   
 Assume that the coefficients 𝑎(𝑙,𝛼) verify the hypothesis (2) then for any function 𝑔 ∈
𝐺(𝜔,𝑑)(ℂ × Ώ) and using some intermediate results not stated in this paper , we prove the following 
proposition. 
Proposition 1: Let 𝐾 be a fixed compact set  in Ώ of non-empty interior 𝐾° and let 𝑅 > 0 be fixed. 
Then, for 𝜌 > 0  and  𝜁 ∈ (ℝ+

∗ )𝑛 verifying  𝜌𝑅 > 1 and  𝜁 = (𝜁0, … , 𝜁0) < (1, … ,1),  there exists  
𝜌0 > 0 and a constant 𝑐 ∈]0,1[ such that: for any 𝜌 ≥ 𝜌0, there exists 𝑏𝜌 > 0 for which 

∀𝑏 ≥ 𝑏𝜌;     𝐹�𝐵(0, 𝑏)� ⊂ 𝐵(0, 𝑏) ⊂ ∁
Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ (𝐾𝑅)                                     (9) 
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∀𝑢,𝑢′ ∈ ∁
Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ (𝐾𝑅);    �|𝐹(𝑢) − 𝐹(𝑢′)|�
Φ𝑑  ≤ c �|𝑢 − 𝑢′|�

Φ𝑑               (10) 

 where 𝐵(0, 𝑏) is the closed ball of center 0 and radius 𝑏 of  ∁
Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ (𝐾𝑅). 

 Under the hypotheses of this proposition, we deduce from the fixed point theorem that the 
map 𝐹 admits a unique fixed point in ∁

Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ (𝐾𝑅).  

D. Construction of the fixed point of  𝐹  in Ώ𝑅 
 In the rest of  the proof we fix 𝜁 = (𝜁0, … , 𝜁0) < (1, … ,1).  

 For the construction of the fixed point of  𝐹  in Ώ𝑅, we use the three following statements. 
Lemma 3: Let  𝑅 > 0  and let  𝐾 be a compact set in Ώ of non-empty interior 𝐾°.   For any 𝜌,𝜌′ >
0 such that 𝜌 ≥ 𝜌′ we have 

∁
Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ (𝐾𝑅) ⊂ ∁
Φ𝜌′,𝜌′𝑅,𝜁
𝑑

𝜔,∞ (𝐾𝑅) 

 and the canonical function of the inclusion is continuous of norm inferior to 1. 
Proposition 2: Let  �𝐾𝑗�𝑗∈ℕ  be an exhaustive sequence of compact sets in Ώ, then there exist an 

increasing sequence of positive numbers 𝜌𝑗 = 𝜌𝐾𝑗  and a sequence  �𝑢𝑗�𝑗∈ℕ  of fixed points of 𝐹 
such that 

i) 𝑢𝑗  is unique in  ∁
Φ𝜌𝑗,𝜌𝑗𝑅,𝜁
𝑑

𝜔,∞ �𝐷𝑅 × 𝐾𝑗°�, 

ii) 𝑢𝑗 ∈ ⋂ ∁
Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ �𝐷𝑅 × 𝐾𝑗°�𝜌≥𝜌𝑗 . 

Lemma 4: There exists a unique fixed point 𝑢 of the strictly contracting 𝐹 defined in 𝐷𝑅 × Ω 
satisfying  

(∀𝑗 ∈ ℕ),       𝑢 ∕ 𝐾𝑗° ∈ � ∁
Φ𝜌,𝜌𝑅,𝜁
𝑑

𝜔,∞ �𝐷𝑅 × 𝐾𝑗°�
𝜌≥𝜌𝑗

. 

              Next, we prove that this solution 𝑢 defined in 𝐷𝑅 × Ω in lemma 4 is in the class 
𝐺(𝜔,𝑑)(𝐷𝑅 × Ώ). Then, using the priciple of analytic continuation we show for every 𝑅 > 0, the 
uniqueness of this fixed point of 𝐹 in the class  𝐺(𝜔,𝑑)(𝐷𝑅 × Ώ).  
E. End of the proof of theorem 1 

         For every 𝑅 > 0, the map 𝐹 admits a unique fixed point 𝑢𝑅 in 𝐺(𝜔,𝑑)(𝐷𝑅 × Ώ). Then, 
 using the reattachment of the solutions 𝑢𝑅, we define a unique fixed point of 𝐹 in  
𝐺(𝜔,𝑑)(ℂ × Ώ). 

To complete the proof of the theorem 1, we take 𝑡𝜇𝑢 +  ∑ 𝑡𝑗

𝑗!
𝜇−1
𝑗=0 𝑤𝑗  as the unique solution in 

𝐺(𝜔,𝑑)(ℂ × Ώ) of the Cauchy problem (1). 

Conclusion 
This technique of introducing the parameter 𝜌 > 0,  allows us to define new majorant 

functions in this paper to simplify the proof given in [3]. We have also used this same technique in [5] 
with success to study some nonlinear equations of Fuchs type in this same class of Gevrey. Also we 
have used this technique in [4] to simplify the proof of [9] for linear Fuchsian operators with several 
variables.  
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Abstract: 
 This work deals with a domain decomposition approach for non stationary non linear 
advection diffusion equation. The domain of calculation is decomposed into q≥2 non-overlapping 
sub-domains. On each sub-domain the linear part of the equation is descretized using implicit  finite 
volumes scheme and the  non linear advection term is integrated explicitly into the scheme. As non-
overlapping domain decomposition, we propose the Schur Complement (SC) Method. The proposed 
approach is applied for solving the local boundary sub-problems. The numerical experiments applied 
to Burgers equation show the interest of the method compared to the global calculation. The proposed 
algorithm has both the properties of stability and efficiency. It can be applied to more general non 
linear PDEs and can be adapted to different FV schemes. 

 
Key Words: Non linear advection-diffusion problems, Structured mesh, Burgers equation, Finite 
volumes method (FVM), Schur Complement (SC) 
 
The system of equations  
 Let us consider the following initial boundary value problem:  
 Find  𝑐:  Ω x (0, T) → ℝ    such that 

2

1

0

( ) (0, )

( , ) ( , ) (0, )(1.1)

( ,0) ( )

s

s s

D

f cc c g in T
t x

c x t c x t on T

c x c x in

ν
=

∂∂ − ∆ + = Ω×∂ ∂ = ∂Ω×



= Ω

∑
 

 Where   Ω ⊆ ℝ2   is a bounded polygonal domain and (0; T), where T > 0, time interval. By 
Ω�  and 𝜕Ω we denote the closure and boundary of  Ω, respectively. 
 We assume that the data have the following properties [6, 7, 8]:  

a)  𝑓𝑠 ∈ 𝐶1 (ℝ),   𝑓𝑠 (0) = 0, |𝑓𝑠| ≤ 𝐶𝑓′, 𝑠 = 1,2,     
b) 0,ν >  
c)  [ ] 2( 0, ; ( ))g C T L∈ Ω   

d)  DC  is the trace of some [ ]* 1( 0, ; ( )) ( (0, )) (0, ),C C T H L T on T∞∈ Ω ∩ Ω× ∂Ω×  

e)  2
0 ( )c L∈ Ω . 

 In virtue of assumption a), the functions 𝑓𝑠 satisfy the Lipschitz condition with constant  𝐶𝑓′ , 
the functions  𝑓𝑠  are fluxes of the quantity c in the direction 𝑥𝑠, its represent convective terms, the 
constant  𝜈 > 0  is the diffusion coefficient. 
 We use the standard notation for function spaces (see, e.g. [9]):  𝐿𝑝(Ω),  𝐿𝑝(Ω × (0,𝑇)) 
denote the Lebesgue spaces, 𝑊𝑘,𝑝(Ω),  𝐻𝑘(Ω) =  𝑊𝑘,2(Ω)  are the Sobolev spaces, 𝐿𝑝(0,𝑇;𝑋) is 
the Bochner space of functions p-integrable over the interval (0, T) with values in a Banach space X, 
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𝐶([0,𝑇];𝑋) (𝐶1([0,𝑇];𝑋)) is the space of continuous (continuously differentiable) mappings of 
the interval [0,T] into X. 
 We shall assume that problem (1.1) has a weak solution (cf. [6,7]), satisfying the regularity 
conditions: 

2
1

2(1.2) , , (0, ; ( ))pc cc L T H
t t

∞ +∂ ∂
∈ Ω

∂ ∂
 

 where an integer p ≥ 1 will denote a given degree of polynomial approximations. Such a 
solution satisfies problem (1.1)  pointwise.  Under  (1.2), 

[ ] [ ]1 2( 0, ; ( )), ( 0, ; ( ))p cc C T H and C T L
t

+ ∂
∈ Ω ∈ Ω

∂
 

Finite volume approach 
 The finite volumes approach consists in dividing the domain of calculation Ω into a finite 

number of control volumes (CVs) Vi (i=1,.., N×M) with 
1

N M

i
i

V
×

=

Ω =  .  

 For a general CV we use the notation of the distinguished points (mid-point, midpoints of 
faces) and the unit normal vectors according to the notation as indicated in  Figure 1 (right) . The 
midpoints of neighboring CVs we denote with capital letters W, S, etc. (see Figure 1 left), these 
notations are given in [3]. 

 

 
Figure 1. FV structured mesh of domain Ω 

 By integrating the equation (1.1) over an arbitrary CV  𝑉𝑃 and applying the Green formula, 
we obtain: 

(2.1)     
, ,

2

, , ,
1

( ) ( ( )) ( ) ( ) ,
P a P a P P

P s a s a P a a P PV S S V
a s a

c t dV f c t n dS c t n dS g t dV
t

ν
=

∂
+ − ∇ =

∂ ∑ ∑ ∑∫ ∫ ∫ ∫  

 where 𝑆𝑎,𝑃 (𝑎 = 𝑒,𝑛,𝑤, 𝑠) are the four faces of volume 𝑉𝑃 (see Figure 1), ,1 ,2( , )a a an n n=  

are the unit normal vectors to the face 𝑆𝑎,𝑃 and  µ(𝑉𝑃) is the volume of cell 𝑉𝑃.  
 Approximating the linear operator t ν∂ − ∆   by the implicit Euler method and the non-linear 
term by an explicit approximation, we get: 

(2.2)       
, ,

1 2
1

, , ,
1

( ) ( ) ( ) ,
a P a P

n n
n n nP P

P s a s a P a a P P PS S
a s a

c cV f c n dS c n dS V g
t

µ ν µ
+

+

=

−
+ − ∇ =

∆ ∑ ∑ ∑∫ ∫  

where  
1 ( , ) ,
( ) P

n n
P PV

P

g g x t dV
Vµ

= ∫  

and 

      0 0
0 0

1 ( ) , ( ).
( ) P

p P P PV
P

c c x dV or c c x
Vµ

= =∫  
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 -   For the discretization of diffusion term, we have considered a centred difference scheme. 
 - For the convective terms we use the numerical flux, for the CV 𝑉𝑃 and 𝑆𝑎,𝑃 (𝑎 =
𝑒,𝑛,𝑤, 𝑠): 

(2.3)      

2

,2
1

, 2
1

,
1

( ) 0,
( )

( ) ( , , , ) 0,

n
s P a s

sn
s a s

s n
s I a s

s

f c n if K
f c n

f c n I E W S N if K

=

=

=

 >= 
 = ≤


∑
∑

∑
 

where   
2

,
1

1( ) , ( ).
2

n n n n
s a s P I

s
K f c n c c c

=

= = +∑  

 - For the approximation of the volume and surface integrals, we have employed the midpoint 
rule. 
 Let us denote that 𝑐𝐼𝑛 is the concentration on the volume 𝑉𝑃 (I=P, E, W, N or S) at time 𝑡𝑛. 
The concentration variables 𝒸𝐼𝑛+1  and 𝑐𝐼𝑛 (I=P, E, W, N or S) in equation (2.2) can be arranged as 
follows: 

(2.4)      1 1 1 1 1 ,n n n n n
P P E E W W N N S S Pa c a c a c a c a c b+ + + + ++ + + + =  

 𝑏𝑃 is a constant depending on, the source term g𝑃𝑛, 𝑐𝑃𝑛, the discretized convection flux, the 
boundary and the initial conditions. 
 Finally, the numerical scheme is expressed as the linear system: 

𝐴𝐶𝑃𝑛+1 = 𝑏, 
 where A is a (N × M , N × M)  type matrix of coefficients 𝑎𝐼 (I=P, E, W, N or S), 𝐶𝑃𝑛+1 and b 
are the vectors of 𝒸𝑃𝑛+1 and 𝑏𝑃 respectively. 
Schur complement method 
Domain decomposition 
 The domain Ω is decomposed into multi-domain nonoverlapping strip decomposition 
Ω1, … , Ω𝑞 where  Ω� = ⋃ Ω�𝑖

𝑞
𝑖=1   and Ω𝑖 ∩ Ω𝑗 = ∅ when i ≠ j (figure 2). 

 Let Γ𝑖𝑗 denote the interface between Ω𝑖 and Ω𝑗 and Γ =∪ Γ𝑖𝑗, and by 𝑛𝑖 the normal 
direction (oriented outward) on Γ𝑖𝑗 for i=1, …, q-1 and j=i+1.  
 For simplicity of notation we also set 𝑛 = 𝑛𝑖. 

Ω1 Ω2 Ω3    .…     Ωq 

Figure 2. Non-overlapping strip decomposition 
Considering a rectangular mesh of Ω, each subdomain Ω𝑖 is partitioned into 𝑛𝑖  (i=1,…,q) 

cells in X direction and m cells in Y direction (figure 3). 

 
Figure 3. Domain decomposition and structured conforming mesh of domain Ω 
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 The problem (1.1) can then be expressed as : 

(3.1)     

2

1

1 1

0

( ) (0, ), 1,...,

( , ) ( , ) ( ( ) (0, )
( ,0) ( )

, 1,...,

i s i
i i

s s

i D i ii i i

i i

i j ij

ji
ij

c f cc g in T i q
t x

c x t c x t on T
c x c x in
c c on i j q

cc on
n n

ν
=

+ −

∂ ∂ − ∆ + = Ω × = ∂ ∂
 = ∂Ω − Γ ∪Γ ×


= Ω
 = Γ =
 ∂∂

= Γ
∂ ∂

∑

 

 The last two interface conditions are known as transmission conditions on  Γ𝑖𝑗. 
 The decomposed problem (3.1) is discretized on each sub-domain Ω𝑖, i=1,…,q using the 
implicit finite volume scheme described in Section 2. For the interface conditions we have used the 
centred differences scheme. We obtain the following system for  i=1, …, q-1 and  j=i+1: 

(3.2)      

1 1 1 1

1 1 1 1

1 1

1 1 1 1

( )

( )

( )

0 ( )

i i i i i i i i i

j j j j j j j j j

i j

i j i j

n n n n
P P W W N N S S P i

n n n n
P P E E N N S S P j

n n
e w ij

n n n n
e e p p ij

a c a c a c a c b in a

a c a c a c a c b in b

c c on c

c c c c on d

+ + + +

+ + + +

+ +

+ + + +

 + + + = Ω


+ + + = Ω


= Γ


+ − − = Γ

 

where 

�
𝜎𝑖 =  𝑒𝑖 𝑎𝑛𝑑 𝜎𝑗 =  𝑒𝑗       𝑖𝑓 𝑉𝑃𝑖⋂ Γ𝑖𝑗 ≠  ∅ (𝑖 = 1, … , 𝑞 − 1) 
𝜎𝑖 =  𝐸𝑖 𝑎𝑛𝑑 𝜎𝑗 =  𝑊𝑗    𝑒𝑙𝑠𝑒                                                         

 𝑏𝑃𝑖is a constant depending on, the source term g𝑃𝑖
𝑛 , 𝑐𝑃𝑖

𝑛 , the discritized convection flux, the 
boundary and the initial conditions in Ωi, i=1,...,q. 
Schur complement 
 The methods based on Schur Complement exists in two versions. The first one uses the 
Steklov Poincaré operator and the second one is an algebraic version.  
 For exemple in [1, 2, 4]  and in [5] , one finds presentations of these methods (for linear 
advection diffusion equation) used in the context of a finite elements method  and finite volumes  
method, respectively. 
 In this work, we have used an algebraic version of Schur Complement technique.  
 Let 𝐶𝑖𝑛+1 and 𝐶Γ𝑛+1 denote the vector of the unknowns of Ωi (i=1,…, q)  and Г at time 𝑡𝑛+1 
(respectively),  and 𝑏𝑖  denote the vector of 𝑏𝑃𝑖. 
 The decomposed problem (3.2) can be written in the following matrix form: 

(3.3)    

1
1 1 11

1
2 2 22

1

1
1 2

0 ... 0
0 ... 0
. . ... . . ..
0 ... 0

... 0

n

n

n
q q qq

n
q

A A bC
A A bC

A A bC
A A A A C

+
Γ

+
Γ

+
Γ

+
Γ Γ Γ ΓΓ Γ

     
     
     
     =
     
     
        

 

with  
  𝐴𝑖,  𝐴𝑖Γ describe respectively (a) and (b) of system (3.2),  and 𝐴Γ𝑖, 𝐴ΓΓ (i=1,…,q) describe 
respectively (c) and (d) of system (3.2). 
 The matrix 𝐴𝑖 present the coupling of the unknowns in Ωi, 𝐴ΓΓ it is related to the unknowns 
on the interface, 𝐴Γ𝑖 and 𝐴𝑖Γ representing the coupling of the unknowns of each sub-domain Ωi with 
those of the interface Γ𝑖,𝑖+1 for (i=1,…, q-1). 
 The system (3.3) can be sought formally by block Gaussian elimination.  
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 Eliminating 𝐶𝑖𝑛+1 (i=1,…,q) in the system (3.3),  yields the following reduced linear system 
for 𝐶Γ𝑛+1: 

(3.4)      𝑆𝐶Γ𝑛+1 = χΓ, 
where 

χΓ =  −  � 𝐴Γ𝑖𝐴𝑖−1𝑏𝑖,
i=1,…,q

 

and 

S = 𝐴ΓΓ  − � 𝐴Γ𝑖𝐴𝑖−1𝐴𝑖Γ,
i=1,…,q

 

S is the Schur Complement matrix.  
 After calculating,   𝐶Γ𝑛+1, 𝐶𝑖𝑛+1 can be obtained immediately and independently (in parallel) 
by solving 

(3.5)          𝐴𝑖𝐶𝑖𝑛+1 = 𝑏𝑖 − 𝐴𝑖Γ𝐶Γ𝑛+1 (i=1,…,q) 
Numerical Simulations 
 In this section, we shall verify the proposed approach by numerical experiments. 
 Let us apply FV mono-domain (FV-MonoD) and the combined FV method Schur 
Complement (FV-SC) to the 2D viscous Burgers equation [6, 7, 8]: 

(4.1)        𝜕𝑐
𝜕𝑡
− 𝜈Δ𝒸 + 𝒸 𝜕𝑐

𝜕𝑥1
+ 𝒸 𝜕𝑐

𝜕𝑥2
= g, 

 The spatial domain is the square  Ωi = (−1,1)2, the time interval 𝑇 = (0,1),   𝜈 = 0.01, the 
initial data 𝒸0 = 0 and the Dirichlet conditions 𝒸D = 0. The right-hand side g is chosen so that it 
conforms to the exact solution [8]: 

𝒸(𝑥, 𝑡) = (1 − 𝑒−2𝑡)(1 − 𝑥12)2(1− 𝑥22)2 
 As we want to examine the error of the space discretization, we overkill the time step so that 
the time discretization error is negligible. 
 Figure 4 (a,b,c,d) show respectively the analytical, the numerical mono-domain, the multi-
domain (q=2) and the multi-domain (q=9) solutions. 
 Figure 5  shows the convergence of the proposed algorithm when varying the mesh of 
calculation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  

Figure 4a. Analytical solution Figure 4b.  Numerical mono-
domain solution 

 
 
. 
 

  



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

12 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   Figure 4c.  Numerical multi-domain          Figure 4d.  Numerical multi-domain  
                    (q=2) solution      (q=9) solution    
 

Figure 4.  Numerical and analytical solution 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Convergence of numerical scheme 

Conclusion 
 A new approach coupling implicit  FV and   Algebraic Schur Complement methods applied to 
a semi linear advection-diffusion equation, on 2D structured and conforming mesh, is presented.   
 The numerical experiments show  that the  proposed  algorithm  applied to a non-overlapping 
multi-subdomain decomposition has both the properties of stability and accuracy. 
 On the other hand , its reduces the calculation cost  compared to global FV calculation. 
 As perspective of this work we project to develop a new algorithm integrating the non linear 
advection part implicitly. This algorithm will include for example  Newton method to compute the 
advection term after each time step of the numerical scheme.  
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Abstract:  
In this paper we introduce a new type of edge magic and antimagic labeling and study the same for 
various classes of graphs. 

 
Key Words: Graph, labeling, function, magic, antimagic 
 
Introduction 
 A graph labeling is an assignment of integers to the vertices or edges or both subject to certain 
conditions .Labeled graphs are becoming an increasingly useful family of Mathematical Models from 
abroad range of applications. The graph labeling problem that appears in graph theory has a fast 
development recently. This problem was first introduced by Alex Rosa in 1967. Since Rosa's article, 
many different types of graph labeling problems have been defined around this. This is not only due 
to its mathematical importance but also because of the wide range of the applications arising from this 
area, for instance, x-rays, crystallography, coding theory, radar, astronomy, circuit design, and design 
of good Radar Type Codes, Missile Guidance Codes and Convolution Codes with optimal 
autocorrelation properties and communication design. An enormous body of literature has grown 
around the subject in about 1500 papers. They gave birth to families of graphs with attractive names 
such as graceful, Harmonious, felicitous, elegant, cordial, magic antimagic, bimagic and prime 
labeling etc. A useful survey to know about the numerous graph labeling methods is the one by J.A. 
Gallian recently [2012][1].All graphs considered here are finite simple and undirected. 
 The vertex-weight of a vertex v in G under an edge labeling is the sum of edge labels 
corresponding to all edges incident with v. Under a total labeling, vertex-weight of v is defined as the 
sum of the label of v and the edge labels corresponding to the entire edges incident with v. If all 
vertices in G have the same weight k, we call the labeling vertex-magic edge labeling or Vertex-magic 
total labeling respectively and we call k a magic constant. If all vertices in G have different weights, 
then the labeling is called vertex-antimagic edge labeling or vertex-antimagic total labeling. The edge-
weight of an edge e under a vertex labeling is defined as the sum of the vertex labels corresponding to 
every vertex incident with e under a total labeling, we also add the label of e. Using edge-weight, we 
derive edge-magic vertex or edge-magic total labeling and edge-antimagic vertex or edge-antimagic 
total labeling. 
Definition 1.1: A (p, q) graph G is said to be (1,0) edge-magic with the common edge count k if there 
exists a bijection f : V(G) → {1, …, p} such that for all e = (u,v) ∈ E(G), f(u) + f(v) = k. It is said to be 
(1, 0) edge-antimagic if for all e = (u,v) ∈ E(G), f(u) + f(v)are distinct. 
Definition 1.2: A (p,q) graph G is said to be (0,1) vertex-magic with the common vertex count k if 
there exists a bijection f : E(G) → {1, …, q} such that for each u ∈ V(G), e ∈Σ f(e) =k for all e = (u,v) 
∈ E(G) with v ∈ V(G). It is said to be (0, 1) vertex-antimagic if for each u ∈ V (G), e ∈Σ  f(e) are 
distinct for all e =(u,v) ∈E(G )with v ∈V(G). 
Definition 1.3: A (p,q) graph G is said to be (1,1) edge-magic with the common edge count k if there 
exists a bijection f : V(G) ∪ E(G) → {1, …, p+q} such that f(u) + f(v) +f(e) = k for all e = (u,v) ∈ 
E(G). It is said to be (1,1) edge-antimagic if f(u) + f(v) + f(e) are distinct for all e = (u,v) ∈ E(G). 
 In this paper we introduce a new type of edge magic and antimagic labeling and study the 
same for various classes of graphs. 
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Main Results 
Definition 2.1: Let G(V,E) be a simple graph with p vertices and q edges. An  injective function f : 
V(G) → N, is said to be max-min edge magic labeling if for every edge uv in E,   
max{f(u),f(v)}/min{f(u),f(v)} is a constant where N is the set of natural numbers. f is said to be an  
max-min edge antimagic labeling if max{f(u),f(v)}/min{f(u),f(v)} is distinct.  
Theorem 2. 2: Pn admits max-min edge magic labeling. 
 Proof: Let  the vertices V={v1,v2,…,vn } and  Let f: V→ {ai}, a≥2, 1≤i≤n f(vi)= ai, such that  
for all xy €E,f(y)=af(y) for constant a.  
 We calculate the edge labels λ(uv) = max{f(u),f(v )}/min{f( u),f( v )}. 
 For1≤i≤n, λ (vivi+1) = max{f( vi),f( vi+1 )}/min{ f( vi ),f( vi+1 )}  =ai+1/ai=a. 
 Hence Pn admits max-min edge magic labeling. 
Theorem 2.3: Pn admits max-min edge antimagic labeling for all n. 
 Proof: Let  the vertices V={v1,v2,…,vn } Let f:V→N such that f(vi)= i;1≤i≤n, and the edge set 
E ={vi vi+1:1≤i≤n-1}. 
 For1≤i≤n-1, let λ (vivi+1) = max{f( vi),f( vi+1 )}/min{ f( vi ),f( vi+1 )}   
= (i+1)/i,. 
 For 1≤ i,j≤n-1  clearly λ (vi vi+1) ≠ λ (vj vj+1)  . 
 If λ (vi vi+1) = λ (vj vj+1)  
  then i+1/i = j+1/j 
 ⇒ ij+j=ij+i 
 ⇒  i=j which is a contradiction. Hence all edges are distinct, proving the theorem. 
Theorem 2.4: Cn admit admits max-min edge antimagic labeling for all n. 
 Proof: The cycle graph has n vertices and n edges. . Let  the vertices V={v1,v2,…,vn } Let 
f:V→N such that f(vi)= i;1≤i≤n, and  
 the edge set E = {vi vi+1:1≤i≤n-1} ∪ { v1vn} 
 for  1≤i≤n-1 , λ (vivi+1) = max{f( vi),f( vi+1 )}/min{ f( vi ),f( vi+1 )} = (i+1)/i , 
 and  λ (v1vn) = max{f( v1),f( vn )}/min{ f( v1),f( vn)}=n. 
 Since λ (vivi+1) ≠ λ (v1vn), 
 If λ (vi vi+1) = g (v1vn), 
 then  ⇒(i+1)/i = n 
 ⇒ i+1 = ni which is a contradiction. 
 clearly all edges are distinct proving the theorem 
Theorem 2.5: Cn

+admits admits max-min edge antimagic labeling. 
 Proof: Let the vertices V= {v1, v2,…,v2n } Let f: V→N such that  
 f(vi)=2i -1;1≤i≤n,f(vi)=2i;n+1≤i≤2n. 
 and the edge set E = { vi vi+1:1≤i≤n-1}∪ { v1 vn }∪ { vi vi+1: n+1≤i≤2n} 
 for 1≤i≤n-1, λ (vivi+1) = max{f( vi),f( vi+1 )}/min{ f( vi ),f( vi+1 )} = (2i+1)/ (2i-1).  
 also λ (v1vn) = max{f( v1),f( vn )}/min{ f( v1),f( vn)}=n. 
 and for n+1≤i≤2n, λ (vivi+1) = max{f( vi),f( vi+1 )}/min{ f( vi ),f( vi+1 )} =  2i+2/2i = i+1/i. 
 Clearly   all edges are distinct proving Cn

+admits admits max-min edge antimagic labeling. 
Theorem 2.6: The wheel graph admits max-min edge anti magic labeling. 
 Proof:  The wheel graph has n vertices and 2(n-1) edges. Let  the vertices V={v1,v2,…,vn } 
Let f:V→N such that f(v1)= 1, f(vi)= 2i-1;2≤i≤n-1,  and the edge set E = { v1vi :2 ≤ i ≤n-1}∪ { vivi+1: 2 
≤ i ≤n-1}∪  {v2vn}. 
 For 2 ≤ i ≤n-1, λ (v1 vi) = max{f( v1 ),f( vi )}/min{ f( v1 ),f( vi )} = i/1 =i,  
 For 2 ≤ i ≤n-1, λ (vi vi+1 ) = max{f( vi ),f( vi+1 )}/min{ f( vi),f( vi+1 )}= i+1/(i ), 
 and λ (v2vn) = max{f( v2),f( vn )}/min{ f( v2),f( vn)}= n/2.  
 Clearly all edges are distinct, proving the theorem. 
Theorem 2. 7: K1,n admits max-min edge antimagic labeling . 
 Proof: Let  the vertices V={v1,v2,…,vn+1 }, and the edge set be E = { v1 vi: 2≤i≤n+1} now for 
2≤i≤n+1, max{f(v1),f(vi)}/min{ f(v1),f(vi)}= i .Clearly all edges are distinct and also are in Arithmetic 
progression, hence : K1,n admits max-min edge antimagic labeling . 
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Theorem 2. 8: The comb graph admits max-min edge antimagic labeling. 
 Proof: Let the vertices V= {v1, v2,…,vn ,u, u2,…,un }Let f:V→N such that f(vi)= 2i-1;1≤i≤n 
and f(ui)= 2i;1≤i≤n.Let E={ vi ui; 1≤i≤n}∪ { vi vi+11≤i≤n-1}, 
 and also for 1≤i≤n λ (ui vi) = max{f(ui),f(vi)}/min{f(ui),f(vi)}= 2i/(2i-1) and for 1≤i≤n-1 λ (vi 
vi+1) = max{f(vi),f(vi+1)}/min{f(vi),f(vi+1)}=  2i+1/(2i-1) are distinct.  
 Hence the comb graph admits max-min edge antimagic labeling.   
 Corollary: binary tree, Cn

t (Cn), gear graph, Cn (Cn), corona ,Sunflower graph, one vertex 
union of ‘t’ isomorphic copies of any cycle is max-min edge antimagic labeling. 
Conclusion 
 Max-Min edge antimagic labeling is studied for paths, cycle graph wheel graph, star graphs, 
binary tree, Cn

t (Cn), gear graph, Cn (Cn), corona ,Sunflower graph, one vertex union of ‘t’ isomorphic 
copies of any cycle Also max-min edge magic labeling is observed for path graphs.Investigating max-
min edge magic labeling for other classes is our future work. 
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Abstract: 

In this paper, we introduce some special classes of ideals in Γ-semirings called prime k-ideal, 
prime full k-ideal, prime ideals, maximal and strongly irreducible ideals. Considering and 
investigating properties of the collection A , T , M , B  and S  of all proper prime k-ideals, proper 
prime full k-ideals, maximal ideals, prime ideals and strongly irreducible ideals, respectively, of a Γ-
semiring R, we construct the respective topologies on them by means of closure operator defined in 
terms of intersection and inclusion relation among these ideals of Γ-semiring R. The respective 
obtained topological spaces are called the structure spaces of the Γ-semiring R. We study a several 
principal topological axioms and properties in those structure spaces of Γ-semiring such as separation 
axioms, compactness and connectedness etc. 
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Introduction and preliminaries 
 Algebraic structures play a prominent role in mathematics with wide ranging applications in 
many disciplines such as theoretical physics, computer sciences, control engineering, information 
sciences, coding theory etc. 
            The theory of semiring was first developed by H. S. Vandiver [33] and he has obtained 
important results of the objects. Semiring constitute a fairly natural generalization of rings, with board 
applications in the mathematical foundation of computer science. Also, semiring theory has many 
applications to other branches. For example, automata theory, optimization theory, algebra of formal 
process, combinatorial optimization, Baysian networks and belief propagation (cf. [12, 13, 14]). 
           It is well known that the concept of Γ-rings was first introduced and investigated by Nobusawa 
in 1964 [27], which is a generalization of the concept of rings. The class of Γ -rings contains not only 
all rings but also all Hestenes ternary rings. Later Barnes [2] weakened slightly the conditions in the 
definition of Γ-ring in the sense of Nobusawa. After these two papers were published, many 
mathematicians obtained interesting results on Γ-rings in the sense of Barnes and Nobusawa 
extending and generalizing many classical notions and results of the theory of rings. Γ-semirings were 
first studied by M. K. Rao [28] as a generalization of Γ-ring as well as of semiring. The concepts of Γ-
semirings and its sub-Γ-semirings with a left(right) unity was studied by J. Luh [26] and M. K. Rao in 
[28]. The ideals, prime ideals, semiprime ideals, k -ideals and h -ideals of a Γ-semiring, regular Γ-
semiring, respectively, were extensively studied by S. Kyuno [21, 22, 24] (cf. [23]) and M. K. Rao 
[28, 29]. 
           In Γ-semirings, the properties of their ideals, prime ideals, semiprime ideals and their 
generalizations play an important role in their structure theory, however the properties of an ideal in 
semirings and Γ-semirings are somewhat differerent from the properties of the usual ring ideals. In 
order to amend these differs, the concepts of k-ideals and h-ideals in a semiring were introduced and 
considered by D. R. LaTorre [25] in 1965. For the properties of some h-ideals in Γ-semirings, the 
reader is referred to the recent papers of T. K. Dutta and S. K. Sardar, K. P. Shum in [7,8,9, 10, 31]. 
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            The notion of Γ-semiring not only generalizes the notions of semiring and Γ -ring but also the 
notion of ternary semiring. We point out here that this notion provides an algebraic background to the 
non-positive cones of the totally ordered rings. We recall here that the non-negative cones of the 
totally ordered rings form semirings but the non-positive cones do not form semirings because the 
induced multiplication is no longer closed. For further study of semirings, Γ-semirings and their 
generalization and examples, the reader is referred to [7, 8, 9, 10, 16, 28, 29, 31]. 
            In this paper, we introduce some special classes of ideals in Γ-semirings called prime k-ideal, 
prime full k-ideal, prime ideals, maximal and strongly irreducible ideals. Considering and 
investigating properties of the collection A , T , M , B  and S  of all proper prime k-ideals, proper 
prime full k-ideals, maximal ideals, prime ideals and strongly irreducible ideals, respectively, of a Γ-
semiring R , we construct the respective topologies on them by means of closure operator defined in 
terms of intersection and inclusion relation among these ideals of Γ-semiring R . The respective 
obtained topological spaces are called the structure spaces of the Γ-semiring R . In fact we define this 
topology on A  and topology on T  will be the subspace topology from A  since T  is a subset of 
A . This topological space has been studied in different algebraic structures [1, 3, 4, 5, 6, 11, 18, 19, 
20,32]. Recently, in [17] we have studied the topological structure on semihypergroups. We study 
several principal topological axioms and properties in those structure spaces of Γ-semiring such as 
separation axioms, compactness and connectedness etc. 
            Recall first the basic terms and definitions from the Γ-semiring theory. 
            Let R and Γ be two additive commutative semigroups. Then R is called a Γ-semiring if there 
exists a mapping RRR →×Γ×  (the image to be denoted by baα , for Rba ∈,  and Γ∈α ) 
satisfying the following conditions:   
    1.  cabacba ααα ++ =)( ;  
    2.  cbcacba ααα ++ =)( ;  
    3.  cacaca βαβα ++ =)( ;  
    4.  cbacba βαβα )(=)(  for all Rcba ∈,,  and Γ∈βα , .  
            Obviously, every semiring R  is a Γ-semiring with R=Γ  where baα  denotes the product of 
elements Rba ∈;;α , but not conversely. 
            If R  contains an element 0  such that 0==0 ++ xxx  and 0=0=0 αα xx  for all Rx∈ , 
for all Γ∈α , then 0  is called the zero element (absorbing zero) or simply the zero of the Γ-semiring 
R . A non-empty subset T  of R  is said to be a sub-Γ-semiring of R  if ),( +T  is a subsemigroup of 

),( +R  and Tba ∈α ; for all Tba ∈;  and for all Γ∈α . A non-empty subset I  of a Γ-semiring R  
is called an ideal of R  if IIRIRIIII ⊆Γ⊆Γ⊆+ ,, , where for subsets VU ;  of R  and Θ of Γ,  

 Θ∈∈∈Θ ∑ iiiiii

n

i
VvUuvuVU γγ ,,:{=

1=

 and n  is a positive integer}.  

            An ideal I  of a Γ-semiring R  is called a k -ideal if for IyxRyx ∈+∈ ;;  and Iy∈  
implies that Ix∈ . For a Γ-semiring R , let }=|{=)( xxxRxRE +∈+ . A k -ideal I  of R  is said 
to be full if IRE ⊆+ )( . A proper ideal P  of a Γ-semiring R  is called a prime ideal of R  if 

Pba ⊆Γ  implies Pa∈  or Pb∈  for all ba,  of R . An ideal I  of a Γ-semiring R  is called proper 
iff RI ⊂  holds, where ⊂  denotes proper inclusion, and a proper ideal I  is called maximal iff there 
is no ideal A  of R  satisfying RAI ⊂⊂ . An element e  of a Γ-semiring R  is called identity 
element of R  if exxxe αα == , for all Γ∈∈ α;Rx . 
            Throughout this paper, R will always denote a Γ-semiring with zero and unless otherwise 
stated a Γ-semiring means a Γ-semiring with zero. 
On topological space of prime k -hyperideals of Γ-semiring 
             Let we denote with A  the collection of all prime k -ideals and T  the collection of all prime 
full k -ideals of a Γ-semiring R . For any subset A  of A , we define  
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 }:{= IIIA i
AiI

⊆∈
∈
A .  

            It can be easily seen that ∅∅ = . 
Theorem 2.1 Let BA,  be any two subsets of A . Then   

    1.  AA⊆ .  

    2.  AA = .  
    3.  BABA ⊆⇒⊆ .  
    4.  BABA ∪∪ = .  
            Proof. (1). It is clear that iiAiI

II ⊆
∈  for each i  and hence AA⊆ . 

            (2). By (1), we have AA⊆ . Conversely, let AI j ∈ . Then jiAiI
II ⊆

∈ . Now AIi ∈  

implies that itAtI
II ⊆

∈  for all Λ∈i . Thus  

 ji
AiI

t
AtI

III ⊆⊆
∈∈
   

 So AI j ∈  and hence AA⊆ . Consequently, AA = . 

             (3). Let us suppose that BA⊆ . Let AIi ∈ . Then ijAjI
II ⊆

∈ . Since BA⊆ , it follows 

that  
 ij

AjI
j

AjI

III ⊆⊆
∈∈
 .  

             This implies that BIi ∈  and hence BA⊆ . 

            (4). It is clear that BABA ∪⊆∪ . 

            Conversely, let BAIi ∪∈ . Then ijBAjI
II ⊆

∪∈ . It can be easily seen that  

 












∩













∈∈∪∈
j

BjI
j

AjI
j

BAjI

III  = .  

            Since jAjI
I ∈

 and jBjI
I ∈

 are ideals of R , we have  

 ij
BAjI

j
BjI

j
AjI

j
BjI

j
AjI

IIIIII ⊆












∩












⊆













Γ













∪∈∈∈∈∈
 = .  

           We have iI  is a prime ideal of R  and hence either ijAjI
II ⊆

∈  or ijBjI
II ⊆

∈  i.e. either 

AIi ∈  or BIi ∈  i.e. BAIi ∪∈ . Consequently, BABA ∪⊆∪  and hence BABA ∪∪ = .  

Definition 2.2 The closure operator AA→  gives a topology Aτ  on A . This topology Aτ  is called 
the hull-kernel topology and the topological space AA τ,( ) is called the structure space of the Γ-
semiring R .  
           Let I  be a k -ideal of a Γ-semiring R . We define 

 }:{=)( IIII ′⊆∈′∆ A  and }:{=)(\=)( IIIIIC ′∈′∆∆ ÚAA .  
Proposition 2.3 Let R  be a Γ-semiring and I  a k -ideal of R . Then any closed set in A  is of the 
form )(I∆ .  
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            Proof. Let A  be any closed set in A , where A⊆A . Let }:{= Λ∈iIA i  and iAiI
II  ∈

= . 

Then I  is a k -ideal of R . Let AI ∈′ . Then IIiAiI
′⊆

∈ . This implies that II ′⊆ . Consequently, 

)(II ∆⊆′ . So )(IA ∆⊆ . 

            Conversely, let )(II ∆∈′ . Then II ′⊆  i.e. IIiAiI
′⊆

∈ . Consquently, AI ∈′  and hence 

AI ⊆∆ )( . Thus )(= IA ∆ .  
Corollary 2.4 Let R  be a Γ-semiring and I  a k -ideal of R . Then any open set in A  is of the form 

)(IC∆ .  
            Let R  be a Γ-semiring and Ra∈ . We define 

 }:{=)( IaIa ∈∈∆ A  and }:{=)(\=)( IaIaaC ∉∈∆∆ AA .  
Proposition 2.5 Let R  be a Γ-semiring and Ra∈ . Then }:)({ RaaC ∈∆  forms an open base for 
the hull-kernel topology Aτ  on A .  
              Proof. Let Aτ∈U . Then )(= ICU ∆ , where I  is a k -ideal of R . Let )(= ICUJ ∆∈ . 
Then JIÚ . This implies that there exists Ia∈  such that Ja∉ . Thus )(aCJ ∆∈ . It remains to 
show that UaC ⊂∆ )( . Let )(aCK ∆∈ . Then Ka∉ . This implies that KIÚ . Consequently, 

UK ∈  and hence UaC ⊂∆ )( . So we find that UaCJ ⊂∆∈ )( . Thus }:)({ RaaC ∈∆  is an open 
base for the hull-kernel topology Aτ  on A .  
Theorem 2.6 Let R  be a Γ-semiring. The structure space ),( AA τ  is a 0T -space.  
              Proof. Let 1I  and 2I  be two distinct elements of A . Then there is an element a  either in 

21 \ II  or in 12 \ II . Let us suppose that 21 \ IIa∈ . Then )(aC∆  is a neighbourhood of 2I  not 
containing 1I . Hence ),( AA τ  is a 0T -space.  

Theorem 2.7 Let R  be a Γ-semiring. ),( AA τ  is a 1T -space if and only if no element of A  is 
contained in any other element of A .  
             Proof. Let ),( AA τ  be a 1T -space. Let us suppose that 1I  and 2I  be any two distinct 
elements of A . Then each of 1I  and 2I  has a neighbourhood not containing the other. Since 1I  and 

2I  are arbitrary elements of A , it follows that no element of A  is contained in any other element of 
A . 
            Conversely, let us suppose that no element of A  is contained in any other element of A . Let 

1I  and 2I  be any two distinct elements of A . Then by hypothesis, 21 II ⊂/  and 12 II ⊂/ . This 
implies that there exist Rba ∈,  such that 1Ia∈ , but 2Ia∉  and 2Ib∈ , but 1Ib∉ . Consequently, 
we have )(1 bCI ∆∈ , but )(1 aCI ∆∉  and )(2 aCI ∆∈ , but )(2 bCI ∆∉  i.e. each of 1I  and 2I  has a 
neighbourhood not containing the other. Hence ),( AA τ  is a 1T -space.  
Corollary 2.8 Let M  be the set of all proper maximal k -ideals of a Γ-semiring R  with identity. 
Then ),( MM τ  is a 1T -space, where Mτ  is the induced topology on M  from ),( AA τ .  
Theorem 2.9 Let R  be a Γ-semiring. ),( AA τ  is a Hausdorff space if and only if for any two distinct 
pair of elements JI ,  of A , there exist Rba ∈,  such that JbIa ∉∉ ,  and there does not exist any 
element K  of A  such that Ka∉  and Kb∉ .  
             Proof. Let ),( AA τ  be a Hausdorff space. Then for any two distinct elements JI ,  of A , 
there exist basic open sets )(aC∆  and )(bC∆  such that )(aCI ∆∈ , )(bCJ ∆∈  and 

∅∆∩∆ =)()( bCaC . Now )(aCI ∆∈  and )(bCJ ∆∈  imply that Ia∉  and Jb∉ . If possible, let 
A∈K  such that Ka∉  and Kb∉ . Then )(aCK ∆∈  and hence )()( bCaCK ∆∩∆∈ . It is 
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impossible, since ∅∆∩∆ =)()( bCaC . Thus there does not exist any element A∈K  such that 
Ka∉  and Kb∉ . 

            Conversely, let us suppose that the given condition holds and A∈JI ,  such that JI ≠ . Let 
Rba ∈,  be such that JbIa ∉∉ ,  and there does not exist any A∈K  such that Ka∉  and Kb∉ . 

Then )(),( bCJaCI ∆∈∆∈  and ∅∆∩∆ =)()( bCaC . This implies that ),( AA τ  is a Hausdorff 
space.  
Corollary 2.10 Let R  be a Γ-semiring. If ),( AA τ  is a Hausdorff space, then no proper prime k -
ideal contains any other proper prime k -ideal. If ),( AA τ  contains more than one element, then 
there exist Rba ∈,  such that )()()(= IbCaC ∆∪∆∪∆A , where I  is the k -ideal generated by 

ba, .  
              Proof. Let us suppose that ( ),( AA τ  is a Hausdorff space. Since every Hausdorff space is a 

1T -space, ),( AA τ  is a 1T -space. Hence by Theorem 2.7, it follows that no proper prime k -ideal 
contains any other proper prime k -ideal. Now let A∈KJ ,  be such that KJ ≠ . Since ),( AA τ  is a 
Hausdorff space, there exist basic open sets )(aC∆  and )(bC∆  such that )(),( bCKaCJ ∆∈∆∈  
and ∅∆∩∆ =)()( bCaC . Let I  be the k -ideal generated by ba, . Then I  is the smallest k -ideal 
containing a  and b . Let A∈K . Then either KbKa ∉∈ ,  or KbKa ∈∉ ,  or Kba ∈, . The case 

KbKa ∉∉ ,  is not possible, since ∅∆∩∆ =)()( bCaC . Now in the first case, )(aCK ∆∈  and 
hence )()()( IbCaC ∆∪∆∪∆⊆A . In the second case, )(aCK ∆∈  and hence 

)()()( IbCaC ∆∪∆∪∆⊆A . In the third case, )(IK ∆∈  and hence )()()( IbCaC ∆∪∆∪∆⊆A . 
So we find that )()()( IbCaC ∆∪∆∪∆⊆A . Again, clearly A⊆∆∪∆∪∆ )()()( IbCaC . Hence 

)()()(= IbCaC ∆∪∆∪∆A .  
Theorem 2.11 Let R  be a Γ-semiring. ),( AA τ  is a regular space if and only if for any A∈I  and 

RaIa ∈∉ , , there exists a k -ideal J  of R  and Rb∈  such that )()()( aCJbCI ∆⊆∆⊆∆∈ .  
            Proof. Let ),( AA τ  be a regular space. Let A∈I  and Ia∉ . Then )(aCI ∆∈  and 

)(\ aC∆A  is a closed set not containing I . Since ),( AA τ  is a regular space, there exist disjoints 
open sets U  and V  such that UI ∈  and VaC ⊆∆ )(\A . This implies that )(\ aCV ∆⊆A . Since 
V  is open, V\A  is closed and hence there exists a k -ideal J  of R  such that )(=\ JV ∆A , by 
Proposition 2.3. So we find that )()( aCJ ∆⊆∆ . Again, since ∅∩ =VU , we have UV \A⊆ . 
Since U  is open, U\A  is closed and hence there exists a k -ideal K  of R  such that 

)(=\ KU ∆A  i.e. )(KV ∆⊆ . Since )(=\, KUIUI ∆∉∈ A . This implies that IKÚ . Thus there 
exists )( RKb ⊂∈  such that Ib∉ . So )(bCI ∆∈ . Now we show that )(bV ∆⊆ . Let 

)(KVM ∆⊆∈ . Then MK ⊆ . Since Kb∈ , it follows that Mb∈  and hence )(bM ∆∈ . 
Consequently, )(bV ∆⊆ . This implies that )()()(=\)(\ JbCJVb ∆⊆∆⇒∆⊆∆ AA . Thus we 
find that )()()( aCJbCI ∆⊆∆⊆∆∈ . 
            Conversely, let us suppose that the given condition holds. Let A∈I  and )(K∆  be any 
closed set not containing I . Since )(KI ∆∉ , we have IK ⊂/ . This implies that there exists Ka∈  
such that Ia∉ . Now by the given condition, there exists a k -ideal J  of R  and Rb∈  such that 

)()()( aCJbCI ∆⊆∆⊆∆∈ . Since ∅∆∩∆∈ =)()(, KaCKa . This implies that 
)(\)(\)( JaCK ∆⊆∆⊆∆ AA . Since )(J∆  is a closed set, )(\ J∆A  is an open set containing the 

closed set )(K∆ . Clearly, ∅∆∩∆ =))(\()( JbC A . So we find that )(bC∆  and )(\ JA  are two 
disjoints open sets containing I  and )(K∆  respectively. Consequently, ),( AA τ  is a regular space.  
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Theorem 2.12 Let R  be a Γ-semiring. ),( AA τ  is a compact space if and only if for any collection 
Ra ⊂Λ∈αα}{ , there exists a finite subcollection }1,2,...,=:{ niai  in R  such that for any A∈I , 

there exists ia  such that Iai ∉ .  
            Proof. Let ),( AA τ  be a compact space. Then the open cover }:)({ RaaC ii ∈∆  of ),( AA τ  
has a finite subcover }1,2,...,=:)({ niaC i∆ . Let A∈I . Then )( iaCI ∆∈  for some Rai ∈ . This 
implies that Iai ∉ . Hence }1,2,...,=:{ niai  is the required finite subcollection of elements of R  
such that for any A∈I , there exists ia  such that Iai ∉ . 
            Conversely, let us suppose that the given condition holds. Let }:)({ RaaC ii ∈∆  be an open 
cover of A . Suppose to the contrary that no finite subcollection of }:)({ RaaC ii ∈∆  covers A . 
This means that for any finite set },...,,{ 21 naaa  of elements of R ,  
 ⇒≠∆∪∪∆∪∆ A)(...)()( 21 naCaCaC  
 ⇒∅≠∆∩∩∆∩∆⇒ )(...)()( 21 naaa  
 ⇒∆∩∩∆∩∆∈∈⇒ )(...)()(thatsuchexiststhere 21 naaaII A  
 .hypothesisourscontradictwhich,,...,, 21 Iaaa n ∈⇒  
           So the open cover }:)({ RaaC ii ∈∆  has a finite subcover and hence ),( AA τ  is compact.  
Corollary 2.13 If the Γ-semiring R  is finitely generated, then ),( AA τ  is a compact space.  
            Proof. Let }1,2,...,=:{ niai  be a finite set of generators of R . Then for any A∈I , there 
exists ia  such that Iai ∉ , since I  is a proper prime k -ideal of R . Hence by Theorem 2.12, 

),( AA τ  is a compact space.  

Proposition 2.14 Let R  be a Γ-semiring. ),( AT τ  is compact space if {0})( ≠+ RE .  
           Proof. Let }|)({ Λ∈∆ iIi  be any collection of closed sets in T  with finite intersection 

property. Let I  be the proper prime k -ideal which is also full k -ideal generated by )(RE + . Since 
any prime, full k -ideal J  of R  contains )(RE + , then J  contains I . Hence ∅≠∆∈

Λ∈

)( i
i

II  . 

Consequently, ),( TT τ  is compact.  
Definition 2.15 A Γ-semiring R  is called a k -Noetherian Γ-semiring if it satisfies the ascending 
chain condition on k -ideals of R  i.e. if ......21 ⊆⊆⊆⊆ nIII  is an ascending chain of k -ideals of 
R , then there exists a positive integer m  such that mn II =  for all mn ≥ .  
Theorem 2.16 If R  is a k -Noetherian Γ-semiring, then ),( AA τ  is countably compact.  

              Proof. Let ∞∆ 1=}({ nnI  be a countable collection of closed sets in A  with finite intersection 
property (FIP). Let us consider the following ascending chain of prime k -ideals of R : 

...><><>< 321211 ⊆∪∪⊆∪⊆ IIIIII . 
             Since R  is a k -Noetherian Γ-semiring, there exists a positive integer m  such that 

...>=...>=<...< 12121 +∪∪∪∪ mm IIIIII  Thus it follows that )(>...<
1=21 nnm IIII ∆∈∪∪

∞
 . 

Consequently, ∅≠∆
∞ )(

1= nn
I  and hence ),( AA τ  is countably compact.  

Corollary 2.17 If R  is a k -Noetherian Γ-semiring and ),( AA τ  is second countable, then ),( AA τ  
is compact.  
              Proof. The proof follows by Theorem 2.16 and the fact that a second countable space is 
compact if it is countably compact.  
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Remark 2.18 Let }{ iI  be a collection of prime k -ideals of a Γ-semiring R . Then iI  is a k -ideal 
of R  but it may not be a prime k -ideal of R , in general.  
             For this we have the following proposition: 
Proposition 2.19 Let R  be a Γ-semiring and }{ iI  be a collection of prime k -ideals of R  such that 

}{ iI  forms a chain. Then iI  is a prime k -ideal of R .  

             Proof. It is clear that iI  is a k -ideal of R . Let iIBA ⊆Γ )  for any two k -ideals BA,  

of R . If possible, let iIBA Ú, . Then there exist i , j  such that iIAÚ , jIBÚ . Since iI  is a chain, 

let ji II ⊆ . This implies that iIBÚ . Since iIBA ⊆Γ  and iI  is prime, we must have either iIA⊆  or 

iIB ⊆ . It is impossible. Therefore, either iIA ⊆  or iIB ⊆ . Consequently, iI  is a prime k -
ideal of R .  
Theorem 2.20 Let R  be a Γ-semiring. ),( AA τ  is disconnected if and if there exist a k -ideal I  of 
R  and a collection of points Λ∈iia }{  of R  not belonging to I  such that if A∈′I  and 

Λ∈∀′∈ iIai , , then ∅≠′II \ .  
             Proof. Let ),( AA τ  be not connected. Then there exists a non-trivial open and closed subset 

of A . Let I  be the k -ideal of R  for which )(I∆  is closed as well as open. Then )(=)( i
i

aCI ∆∆
Λ∈
  

where Λ∈iia }{  is a collection of points of R . Now since Λ∈∀∆⊆∆ iIaC i ),()(  for any 
)( ii aCI ∆∈  we have iII ⊆ , therefore Iai ∉  as Λ∈∀∉ iIa ii , . For any A∈′I  and 
Λ∈∀′∈ iIa ,α  we have )(II ∆∉′ , consequently II ′Ú , i.e. ∅≠′II \ . 

            Conversely, let us suppose the the given condition holds. Then )(=)( i
i

aCI ∆∆
Λ∈
  is an open 

and closed non-trivial subset of A  and hence ),( AA τ  is disconnected.  
 Definition 2.21 Let R  be a Γ-semiring. The structure space ),( AA τ  of R  is called irreducible if 
for any decomposition 21= AAA ∪ , where 1A , 2A  are closed subsets of A , we have either 

1= AA  or 2= AA .  
Theorem 2.22 Let R  be a Γ-semiring and A  be a closed subset of A . Then A  is irreducible if and 
only if iAiI

I ∈
 is a prime k -ideal of R .  

             Proof. Let A  be irreducible. Let QP,  be two k -ideals of R  such that iAiI
IQP  ∈

⊆Γ . 

Then iIQP ⊆Γ  for all i . Since iI  is prime, we have iIP ⊆  or iIQ ⊆  which implies for AIi ∈ , 

}{PIi ∈  or }{QIi ∈ . Hence )()(= QAPAA ∩∪∩ . Since A  is irreducible and 

)(),( QAPA ∩∩ , are closed, it follows that PAA ∩=  or QAA ∩=  and hence PA⊆  or 

QA⊆ . This implies that iAiI
IP  ∈

⊆  or iAiI
IQ  ∈

⊆ . Consequently, iAiI
I ∈

 is a prime k -ideal 

of R . 
            Conversely, let us suppose that iAiI

I ∈
 is a prime k -ideal of R . Let 21= AAA ∪ , where 

21, AA  are closed subsets of A . Then iAiIiAiI
II 

1∈∈
⊆ , iAiIiAiI

II 
2∈∈

⊆ . We have  

 













∩














∈∈∪∈
∈ 

2121

==
AiI

i
AiI

i
AAiI

iAiI
III .  
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             Also  
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Γ














∈∈∈
i

AiI
i

AiI
i

AiI

III 
121

, 













⊆














Γ














∈∈∈
i

AiI
i

AiI
i

AiI

III 
221

.  

             Thus we have  
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⊆














Γ














∈∈∈∈


2121 AiI
i

AiI
i

AiI
i

AiI

III .  

             Since iAiI
I ∈

 is prime, it follows that  

 i
AiI

i
AiI

II 
∈∈

⊆
1

 or i
AiI

i
AiI

II 
∈∈

⊆
2

.  

             So we find that  
 i

AiI
i

AiI

II 
1

=
∈∈

 or i
AiI

i
AiI

II 
2

=
∈∈

.  

             Let AI ∈β . We have  

 βIIi
AiI

⊆
∈


1

 or βIIi
AiI

⊆
∈


2

.  

             Since AAA ⊆21, , so βIIi ⊆  for all 1AIi ∈  or βIIi ⊆  for all 2AIi ∈ . Thus 11 = AAI ∈β  

or 22 = AAI ∈β , since 1A  or 2A  are closed, i.e. 1= AA  or 2A .  

Theorem 2.23 Let R  be a Γ-semiring. ),( AA τ  is disconnected if and if there exist a k -ideal I  of 
R  and a collection of points Λ∈iia }{  of R  not belonging to I  such that if A∈′I  and 

Λ∈∀′∈ iIai , , then ∅≠′II \ .  
            Proof. Let ),( AA τ  be not connected. Then there exists a non-trivial open and closed subset of 

A . Let I  be the k -ideal of R  for which )(I∆  is closed as well as open. Then )(=)( i
i

aCI ∆∆
Λ∈
  

where Λ∈iia }{  is a collection of points of R . Now since Λ∈∀∆⊆∆ iIaC i ),()(  for any 
)( ii aCI ∆∈  we have iII ⊆ , therefore Iai ∉  as Λ∈∀∉ iIa ii , . For any A∈′I  and 
Λ∈∀′∈ iIai ,  we have )(II ∆∉′ , consequently II ′Ú , i.e. ∅≠′II \ . 

            Conversely, let us suppose the the given condition holds. Then )(=)( i
i

aCI ∆∆
Λ∈
  is an open 

and closed non-trivial subset of A  and hence ),( AA τ  is disconnected.  

Proposition 2.24 Let R  be a Γ-semiring. ),( AT τ  is connected space if {0})( ≠+ RE .  

            Proof. Let I  be the proper prime k -ideal generated by )(RE + . Since any full k -ideal of R  
contains )(RE + , then I  belongs to any closed set )(I ′∆  of A . Consequently, any two closed sets 
of A  are not disjoint. Hence ),( TT τ  is connected 
On topological space of maximal ideals of Γ-semiring 
           In this section, the structure space of all maximal ideals of a Γ-semiring R  with identity e  is 
considered and studied. 
           An ideal is maximal if there is no ideal containing properly it. Let M  be the set of all 
maximal ideals in a Γ-semiring R . We shall define two topologies on M . For every Rx∈ , we 
denote by x∆  the set of all maximal ideals containing x , by xΩ  the set x∆−M , i.e. the set of all 
maximal ideals not containing x . Let I  be an ideal of R , we denote by I∆  the set of all maximal 
ideals containing I . 
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           We choose the family }|{ Rxx ∈∆  as a subbase for open sets of M . We shall refer to the 

resulting topology on M  as ∆ -topology (in symbol, ∆M ). Similarly, we shall take the family 
}|{ Rxx ∈Ω  as a subbase for open sets of M  (in symbol, ΩM ). 

            Let 21, MM  be two distinct elements of ∆M . Then we have RMM =21 + . Therefore there 
are ba,  such that bae +=  and 21, MbMa ∈∈ , so we have 21, MM ba ∋∆∋∆  and ∅∆∩∆ =ba

. Hence we have  
Theorem 3.1 The topological space ∆M  is a 2T -space.  
           Let now M  be an element of ΓM , and Ω∈≠ M1MM , then there is an element a  such that 

1Ma∈  and Ma∉ . Therefore aM Ω∉1  and x
Mx

M Ω∉
∉
1 . This implies x

Mx

M Ω
∉
= . Hence we 

obtain the following  
Theorem 3.2 The topological space ΩM  is a 1T -space.  
            Let I  be an ideal of R  and }{ λa  a generator of I , then we have  

 
λ

λ
aI ∆∆ = .  

            Therefore, the closed sets for the topological space ΩM  have the form 
nIII ∆∪∪∆∪∆ ...

21
, 

where iI  are ideals of R . Let i

n

i

II 
1=

= , if 
iIM ∆∈  for some i , then iIM ⊃  and IM ⊃ . This 

implies MI ∋∆  and we have IiI

n

i

∆⊂∆
1=

. Let us suppose that there is a maximal ideal M  such that 

iI

n

i

IM ∆−∆∈ 
1=

, then IM ∆∈  and 
iI

n

i

M ∆∉
1=

. Hence IM ⊃  and M  does not contain every 

)1,2,...,=( niIi . Therefore, since M  is a maximal ideal, there are elements ii Ia ∈  and Mmi ∈  
such that  

 )1,2,...,=(= nimae ii + .  
          Thus, we have  

 Mmmaaae n ∈++++ ,...= 21   
          and Iaaa n ∈+++ ....21 . This implies RMI =+ . Hence, by MI ⊂ , we have RM = , 
which is a contradiction. This shows the following relation:  

 IiI

n

i

∆∆ =
1=
   

          and we have the following:  
Theorem 3.3 The closed sets for ΩM  are expressed by sets I∆ , where I  is an ideal of R .  
         By Theorem 3.3, we prove the following  
Theorem 3.4 The space ΩM  is a compact 1T -space.  
         Proof. Let }{

λI
∆  be a family of closed sets in ΩM  with the finite intersection property, where 

λI  are ideals in R . Therefore, any finite family of λI  does not contain the Γ -semiring R . Hence the 
ideal I  generated by }{ λI  does not contain the identity e  of R . This shows that I  is contained in a 

maximal ideal M . Hence 
λ

λ
IM ∆∈ . Therefore, since 

λ
λ

I∆  is non-empty, ΩM  is a compact 

space.  
 
 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

26 
 

On topological space of prime ideals of Γ-semiring 
           In this section, the structure space B  of all prime ideals of a Γ-semiring R  with identity e  is 
considered and the relation of B  and the structure space M  of all maximal ideals of R  is 
investigated. Throughout the section, we shall treat a commutative Γ-semiring R  with identity e . An 
ideal P  of R  is prime if and only if Pba ⊆Γ  implies Pa∈  or Pb∈ . Since R  has an identity e , 
any maximal ideal is prime, therefore MB ⊇ . 
          To introduce a topology τ  on B , we shall take },|{= B∈∉ PPxPxτ  for every Rx∈  as an 
open base of B . We have the following  
Theorem 4.1 Let U  be a subset of B , then  

 }|{= PPP
P

′⊂∈′
∈


U

BU ,  

          where U  is the closure of U  by the topology τ .  
          Proof. Let }|{ PPPP

P

′⊂∈′∈′
∈


U

B  and let xτ  be a neighbourhood of P′ , then Px ′∉ , and 

we have Px
P


U∈

∉ . Therefore, there is a prime ideal U∈P  such that P  does not contain x  and 

Px ∋τ . This shows that U∈P . Thus we have proved that the U  contains }|{ PPP
P

′⊂∈′
∈


U

B . 

          If a prime ideal P′  is not in }|{ PPP
P

′⊂∈′
∈


U

B , then ∅≠′−
∈

PP
P


U

. Hence, for 

PPx
P

′−∈
∈


U

, we have U∈∈ PPx ,  and Px ′∉ . This shows U∈∉ PP x ,τ  and xP τ∉′ . 

Therefore ∅∩ =Uxτ  and hence U∉′P . The proof is complete.  
           A similar argument for M  relative to Ω -topology implies the following  
Proposition 4.2 Let U  be a subset of M , then  

 }|{= MMM
M

′⊂∈′
∈


U

MU ,  

             where U  is the closure of U  by the topology Ω .  
          In a similar way to the proof of the Theorem 2.1, we can prove the following  
Theorem 4.3 The closure operation UU →  of B  satisfies the following relations:   
    1.  UU ⊆ .  

    2.  UU = .  
    3.  BUBU ∪∪ = .  
           Proof. We shall prove only the last relation (3). By Theorem 4.1, BU ⊂  implies BU ⊂  and 
hence BUBU ∪⊂∪ . Let BU∪∉P , then U∉P  and B∉P . Hence U

U

PPP
P

=′⊃/
∈′
  and 

B
B

PPP
P

=′⊃/
∈′
 . The sets UB  and BB  are ideals. If PPP ⊂Γ BU , for any elements ba,  such that 

PPbPPa −∈−∈ BU , , we have Pba ⊆Γ  and since P  is a prime ideal, Pa∈  or Pb∈ , which is 

a contradiction. Therefore, BUBUBU ∪∩⊇Γ⊃/ PPPPPP = . Hence BU∪∉P .  
Theorem 4.4 The topological space B  is a 0T -space.  

          Proof. It is sufficient to prove that )(=)( 21 PP  implies 21 = PP . By )( 12 PP ∈ , then 12 PP ⊃ . 
Similarly 21 PP ⊃  and we have 21 = PP .  
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Theorem 4.5 The topological space B  is a compact 1T -space.  
           Proof. Let λU  be a family of closed sets such that ∅=λ

λ

U , then we have RP =
λU∑ , 

where PP
P


λ
λ

U
U

∈

= . Let us suppose that RP ≠∑ λU . Then there is a maximal ideal M  containing 

λUP∑ . Therefore MP ⊂∑ λU  for every λ . Hence M∋λU  for every λ , and we have 

M∋λ
λ

U , which is a contradiction. By RP =
λU∑ , we have there exit Γ∈nγγγ ,...,, 21 , such that 

)1,2,...,=(,...= 2211 niPaaaae
i

inn λ
γγγ U∈ . Hence RP

i

n

i
=

1=
λU∑ . If ∅≠

i

n

i
λU

1=

, then for a prime 

ideal P  of 
i

n

i
λU

1=

, we have )1,2,...,=( niPP
iλ

U⊃  and hence 
i

n

i
PP

λU∑⊃
1=

. Therefore we have 

∅=
1=

i

n

i
λU .  

           By the B -radical )(Br  of the Γ -semiring R , we mean the intersection of all prime ideals of 

R , that is, P
P


B∈

. By the M -radical )(Mr  of R , we mean the intersection of all maximal ideals of 

R , that is, M
M


M∈

. 

           From BM ⊆ , we have )()( MB rr ⊆ . In the following proposition we give a condition to 
be )(=)( MB rr .  
Theorem 4.6 The subset M  of B  is dense in B , if and only if, )(=)( MB rr .  

          Proof. Let BM =  for the topology τ . Then we have  
 B

M

=}|{ PMP
M

⊂
∈
 .  

          Hence  
 )(==)( BM

BM

rPMr
PM

∈∈

⊆ .  

          Since )()( MB rr ⊆ , therefore we have )(=)( MB rr . 

          Conversely, if MB −∈P , then B∈P  and M∈P . Therefore, there is a neighbourhood xτ  

of P  such that ∅∩ =Mxτ . Hence Pr
P


B

B
∈

=)(  is a proper subset of M
M


M∈

. Therefore 

)()( MB rr ≠ , which completes the proof.  
Definition 4.7 If )(Mr  is the zero ideal (0), then A  is said to be semisimple−M .  
          From the Theorem 4.6, we have the following  
Theorem 4.8 If R  is M -semisimple, M  is dense in B .  
On topological space of strongly irreducible ideals of Γ -semiring 
          In this section, the structure space S  of all strongly irreducible ideals of a commutative Γ-
semiring R  with identity e  is investigated. 
          An ideal I  of a Γ-semiring R  is called irreducible, if and only if IBA =∩  for two ideals 

BA,  implies IA =  or IB = . An ideal I  of a Γ -semiring R  is called strongly irreducible, if and 
only if IBA ⊂∩  for any two ideals BA,  implies IA⊂  or IB ⊂ . From BABA ∩⊂Γ  for any 
two ideals BA, , it follows that any prime ideals are strongly irreducible and any strongly irreducible 
ideals are irreducible. 
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          Let S  be the set of all strongly irreducible ideals of R . From the above, it is clear that 
SBM ⊂⊂ . To give a topology σ  on S , we shall take }|{= SxSx ∉∈Sσ  for every Rx∈  as 

an open base of S .  
Theorem 5.1 Let U  be a subset of S , then we have  

 }|{= SSS
S

′⊂∈′
∈


U

SU   

          where U  is the closure of U  by σ .  
          Proof. Let }|{= SSS

S

′⊂∈′
∈


U

SF  and let F∈′S . Let xσ  be an open base of S ′ , then, by 

the definition of the topology σ , Sx ′∉ . Hence, we have Sx
S


U∈

∉ . It follows from this that there is 

a strongly irreducible ideal S  of U  such that x  is not contained in S . Hence Sx ∋σ . Therefore 

U∈′S  and UF ⊂ . 
          To prove that UF ⊃ , take a strongly irreducible ideal S ′  such that F∉′S . Then 

∅≠′−
∈

SS
S


U

. For an element SSx
S

′−∈
∈


U

, we have )( U∈∈ SSx  and Sx ′∈ . Hence xS σ∈′  

and xS σ∉  for all S  of U . Therefore ∅∩ =xσU  and then we have U∉′S . Hence UF ⊃ . The 
proof of the theorem is complete.  
           We shall prove that the topological space S  for the topology σ  is a compact 0T -space. To 
prove that S  is a 0T -space, it is sufficient to verify the following conditions:   

    1.  UU ⊆ .  

    2.  UU = .  
    3.  BUBU ∪∪ =   
    4.  21 = SS  implies 21 = SS .  

           The conditions (1) and (2) are clear, and FU∪  implies FU ⊂ . From this relation, we have 
FUFU ∪⊂∪ . For some element of S  of FU∪ , suppose that U∉S  and F∉S . From 

Theorem 5.1, we have  
 U

U

SSS
S

=′⊃/
∈′
  and F

F

SSS
S

=′⊃/
∈′
 .  

           US  and FS  are ideals. If SSS ⊂∩ FU , by the definition of S , SS ⊂U  or SS ⊂F . Hence 

FUFU ∪∩⊃/ SSSS = . This showa FU∪∉S . 

            To prove that 21 = SS  implies 21 = SS , we shall use the condition (1). Then 21 SS ∋  and by 
the definition of closure operation, we have 21 SS ⊂ . Similarly we have 21 SS ⊃  and 21 = SS . 
Therefore we complete the proof that S  is a 0T -space. 
            We shall prove that S  is a compact space. Let tU  be a family of closed sets with empty 

intersection. Let SS
tS

t 
U

U
∈

= , suppose that SS
t

t
≠∑ U , then there is a maximal ideal M  containing 

the ideal 
t

t
SU∑ . Therefore we have MS

t
⊂U  for every t . By the definition of MS tt

∋UU ,  for 

every t . Hence Mt
t

∋U , which contradicts our hypothesis of tU . Therefore RS
t

t
=U∑ . Hence 

we have there exist Γ∈nγγγ ,...,, 21 , such that ))1,2,...,=((...= 2211 niSaaaae
it

inn U∈γγγ . Hence 
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we have 
it

n

i
SR U∑

1=
= . If ∅≠

it

n

i

U
1=

, for every strongly irerducible ideal S  of 
it

n

i

U
1=

, 

)1,2,...,=( niSS
it

U⊃  and 
it

n

i
SS U∑⊃

1=

. If R
it

n

i

=
1=

U , we can prove easily that S  is a compact 

space. If 
it

n

i

U
1=

 contains a proper strongly irreducible ideal S , we have 
it

n

i
SS U∑⊃

1=

, which is a 

contradiction to 
it

n

i
SR U∑

1=
= . Therefore ∅=

1= it

n

i
UU . Hence S  is a compact space. Thus we have 

proved the following  
Theorem 5.2 The topological space ),( σS  is compact 0T -space.  
             By the radical−S  )(Sr  of a Γ-semiring, we mean the intersection of all strongly 

irreducible ideals of it, i.e., S
S


S∈

. from SBM ⊂⊂ , we have )()()( SBM rrr ⊃⊃ .  

Theorem 5.3 The subset B  of S  is dense in S , if and only if )(=)( SB rr .  

            Proof. Let SB =  for the topology σ , then we have  
 S

B

=}|{ SPS
P

⊂
∈
 .  

            Hence, we have  
 )(==)( SB

SB

rSPr
SP

∈∈

⊂ .  

            On the other hand, )()( SB rr ⊃ . This shows )(=)( BS rr . 

            Conversely, suppose that ∅≠−BS , then there is a strongly irreducible ideal S  such that 
B∉S  and S∈S . Therefore there is a neighbourhood xσ  of S  which does not meet B . Hence 

Sr
S


S

S
∈

=)(  is a proper subset of P
P


B∈

, and we have )()( BS rr ≠ .  

Corollary 5.4 The subset M  of S  is dense in S , if and only if )(=)( SM rr .  
Corollary 5.5 Let R  be a Γ-semiring with 0. If R  is M -semisimple, then M  and B  are dense in 
S . 
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Abstract: 

A general fixed point theorem for commuting mappings on quasimetric spaces is proved. Let 
 be a complete quasimetric space with a constant  and let  be commuting mappings 

form X into itself. If f is continuous and satisfies the following condition:  

 .  

and further, there exist  such that for all ,  

  max   
then f and g have a unique common fixed point in X. 
This result generalizes and extends the main theorem from [1] and [2]. Some new results concerning 
fixed points for commuting mappings on quasimetric spaces are obtained too which extend the results 
obtained in [3].  

 
Key Words: Fixed point, quasimetric space, complete quasimetric space, common fixed point 
 
Introduction and preliminaries 
           In [1], Jungck proved the following fixed point theorem: 
Theorem 1.1 Let  be a complete metric space. Let  and  be commuting continuous self-
mappings on  such that  

 .  
            Further, let there exist a constant  such that for all :  

 .  
           Then  and  have a unique common fixed point in .   
           In [2], iri  proved the following fixed point theorem:   
Theorem  1.2( iri ) Let  be a complete metric space. Let  be a self-mapping on  
such that for some constant  and for every   

  max .  
            Then  possesses a unique fixed point in .   
            In [3] some results concerning fixed points on a metric space are obtained, which generalize 
and unify fixed point theorems in [1] and [2]. 
            In this paper we obtain some new results concerning fixed points for mappings on quasimetric 
spaces. We generalize and extend the results of the Theorem 1.1 and 1.2 for commuting mappings on 
quasimetric spaces. We also extend the results established in [3] for commuting mappings on 
quasimetric spaces. 
          First, we give a standard definition and notation which will be used in the sequel. 

( , )X d 1β ≥ ,f g

( ) ( )g X f X⊂

1
(0, )α

β
∈ ,x y X∈

( , )d gx gy α≤ { ( , ), ( , ), ( , ), ( , ), ( , )}d fx fy d fx gx d fx gy d fy gx d fy gy

( , )X d f g
X

( ) ( )g X f X⊂
(0,1)a∈ ,x y X∈

( , ) ( , )d gx gy ad fx fy≤
f g X
C′ c′

C′ c′ ( , )X d f X
(0,1)a∈ ,x y X∈

( , )d fx fy a≤ { ( , ), ( , ), ( , ), ( , ), ( , )}d x y d x fx d y fy d x fy d y fx
f X



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

32 
 

Definition 1.3 [4] Let  be an arbitrary set and  the set of nonnegative real numbers. A function 
 is called a quasidistance on  if and only if there exists a constant , such 

that for all  and  the following conditions hold:   
     (1)  and   
     (2)   
     (3) .  

          Inequality (3) is often called quasitriangular inequality and  is often called the 
quasitriangular constant of . Of course,  is called a metric when . 
           A pair  is called quasimetric space if  is a set and  is a quasidistance on . It is 
clear that for  we obtain the metric space. 
         The following example illustrate the existence of the quasidistance. 
Example 1.4 Let  and . The function  
such that 

 

          is a quasidistance with . 
          Let we verify the satisfying of the tree conditions of the definiton 1.3. 

   

 

   since  and . 
   

. 

Main results 
           Let  be a complete quasimetric space with a constant  and let  be 
commuting mappings from  into itself. Let  be continuous and satisfies the following condition:  

   

           and further, there exist  such that for all ,  

  max .  
 

          Let  be an arbitrary point in  and define the sequence  in  as follows: By the 
condition  it follows that there exists  such that . In the same way 
we define succesively . Let  such that  

 .  
        We denote  

 .  
          We denote by  the diameter of the set . 

X R+

:d X X R+× → X 1k ≥
,x y z X∈

( , ) 0d x y ≥ ( , ) = 0 = ;d x y x y⇔
( , ) = ( , );d x y d y x
( , ) [ ( , ) ( , )]d x y k d x z d z y≤ +

k
d d = 1k

( , )X d X d X
= 1k

=X R R× 1 2 1 2= ( , ) , = ( , )x x x X y y y X∈ ∈ :d X X R+× →

1 1 2 2 1 1 2 2

1 1 2 2 1 1 2 2

,
( , ) =

, >
k x y x y for x y x y

d x y
x y k x y for x y x y

 − + − − ≤ −
 − + − − −

1k ≥

1.
1 1 1 1

1 2 1 2
2 2 2 2

= 0 =
( , ) = 0 = ( , ) = = ( , )

= 0 =
x y x y

d x y x x x y y y
x y x y
− 

⇔ ⇔ ⇔ − 
2. ( , ) = ( , ), ,d x y d y x x y X∀ ∈ 1 1 1 1=x y y x− − 2 2 2 2=x y y x− −
3.

[ ]

1 1 2 2 1 1 1 1 2 2 2 2

1 1 1 1 2 2 2 2

1 1 2 2 1 1 2 2

( , ) =

=

=

( , ) ( , ) , , , .

d x y k x y x y k x z z y x z z y

k x z z y x z z y

k x z x z k z y z y

k d x z d z y x y z X

≤  − + −   − + − + − + −  ≤   
≤  − + − + − + −  

 − + −  +  − + −  ≤   
≤ + ∀ ∈

( , )X d 1β ≥ ,f g
X f

( ) ( ) (1)g X f X⊂
1(0, )α
β

∈ ,x y X∈

( , )d gx gy α≤ { ( , ), ( , ), ( , ), ( , ), ( , )} (2)d fx fy d fx gx d fx gy d fy gx d fy gy

0x X ( )nx X
( ) ( )g X f X⊂ 1x X∈ 0 1=gx fx

2 ,..., nx x 1nx X+ ∈

1= = ; = 1, 2,...n n ngx fx y n+

1( ; ) = { , ,..., }k k k k nG y n y y y+ +

( ( ; ))kG y nδ ( ; )kG y n
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          We shall prove the following lemma which is necessary to prove our main theorem. 
  

Lemma 2.1 If , then   
     (1)  with .  

     (2) .  

     (3) .  

           Proof. For  and  such that , we have  

 

           Thus  
   

          By using the notion of the superior of a finite number distances we have  
   

for some pair  such that . 
          If , by (3) we have  

   
with  and . Then  

   

a contradiction, since . 

          Thus we have  and this completes the proof of (a). Further, during the proof of lemma is 
proved that  

 .  
          Thus, (b) holds too. Now, let we prove (c). 
          By (a) and using quasitriangular inequality on quasimetric spaces we have  

 

with . 
          Using (b) we have  

   
which implies that  

   

since . 
           Using again (b) we have  

   
           For  and , by (4) we have  

 .  

           Finally,  

( ( ; )) > 0, 0,kG y n k n Nδ ≥ ∈
( ( ; )) = ( , )k k jG y n d y yδ <k j k n≤ +

1( ( ; )) ( ( ; 1))k kG y n G y nδ αδ −≤ +

0 0 1( ( ; )) ( , )
1

G y n k d y yβδ
βα

+ ≤
−

i j 1 <i j≤

1 1 1 1 1 1

( , ) = ( , )

{ ( , ), ( , ), ( , , ( , ), ( , )}

= { ( , ), ( , ), ( , , ( , ), ( , )}

i j i j

i j i j j j i j j i

i j i i i j i j j i

d y y d gx gx
max d fx fx d fx gx d x gx d fx gx d fx gx
max d y y d y y d y y d y y d y y

α

α − − − − − −

≤

≤

1( , ) ( ( , 1)) (3)i j id y y G y j iαδ −≤ − +

( ( ; )) = ( , )k i jG y n d y yδ
,i j <k i j k n≤ ≤ +

>i k
1( ( , )) ( ( , 1))k iG y n G y j iδ αδ −≤ − +

1i k− ≥ j k n≤ +
( ( , )) ( ( , ))k kG y n G y nδ αδ≤

10 < 1α
β

≤ ≤

=i k

1 1( ( , )) = ( , ) ( ( , 1)) ( ( , 1))k k j k kG y n d y y G y j k G y nδ αδ αδ− −≤ − + ≤ +

1 1

1 1 1 1

( ( ; )) = ( , ) [ ( , ) ( , )] =

= ( , ) ( , ) ( , ) ( ( , 1))
l l j l l l j

l l l j l l l

d G y m d y y d y y d y y
d y y d y y d y y G y m

β

β β β βδ
+ +

+ + + +

≤ +

+ ≤ + −
<l j l m≤ +

1( ( ; )) ( , ) ( ; )l l l lG y m d y y G y mδ β βαδ+≤ +

1( ( ; )) ( , ) (4)
1l l lG y m d y yβδ

βα +≤
−

1 > 0βα−

2
1 2 0( ( , )) ( ( , 1)) ( ( , 2)) ... ( ( ; ))k

k k kG y n G y n G y n G y n kδ αδ α δ α δ− −≤ + ≤ + ≤ ≤ +
= 0l =m n k+

0 0 1( ( ; )) ( , )
1

G y n k d y yβδ
βα

+ ≤
−



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

34 
 

 .  

            This completes the proof of Lemma. 
            Now we give and prove our theorem as follows   
Theorem 2.2 Let  be a complete quasimetric space with a constant , quasidistance  
continuous and let  be commuting mappings form  into itself. If  is continuous and satisfies 
the following condition:  

 .  

           and further, there exist  such that for all ,  max

. Then  and  have a unique common 
fixed point in .   
           Proof. It is enough to find a point  such that  

 .  
           Applying (2) for  we have  

 

           By the inequality , since  it follows  

 .  
           This shows that . Thus,  is a fixed point of . On the other hand, since  and 

 commute we have  
   

which implies that  is also a fixed point of . 
Case 1. Let  for some  and . Then we have  or  

 .  
             It is clear that  is a common fixed point of  and . 
Case 2. Let . 
             For  we consider the distance  

   

and . Thus,  is a Cauchy sequence with a limit  in , since  is a 

complete quasimetric space. 
             Since  is continuous it follows that  

   

and using the equality  we have  

 .  

             On the other hand we have  

 

             Letting  tend to infinity, we get  
   

which holds only for , since . By (2) it follows that  is a unique common fixed point 
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of  and . 
Corollary 2.3 The Theorem 1.2 ( iri ) is a corollary of the Theorem 2.2. If , where  is 
the identity mapping in , then the condition (2) just as in Lemma 2.1 can be written in the following 
form:  

  max   
             If we replace  by  we obtain the condition of the Theorem 1.2( iri ) 
Corollary 2.4 The Theorem 1.1 is a corollary of the Theorem 2.2.   
             It is obvious that whenever the condition  is satisfied, the condition 
(2) is satisfied and so the corollary follows. 
Corollary 2.5 The Theorem 2.2 is a generalization of the Banach Theorem.   
            If we take  and  then by Corollary 2.4 the corollary follows. 
Corollary 2.6 The Theorems 1.1 and 1.2 can be proved on the quasimetric spaces with the constant 

, where . 

            In the following theorem, as the domain of  is considered . We also replace the 
continuously condition of  by the continuously of  as an weakly condition. 
Theorem 2.7 Let  be a complete quasimetric space with the constant , quasidistance  
continuous, let  be a mapping from  into itself such that  is continuous. Let  

   
be a mapping such that  

   

and for all  from the domain of  and , . Further, there exist  such that 

for all  the condition (2) is satisfied. 
            Then,  and  have a unique common fixed point in .   
Proof. Let  be an arbitrary point in . Let  be a point in  such that  

 .  
             This follows by (5). In the same way we define succesively . Let  such 
that  

 .  
            We denote:  

 .  
              For  and , one can prove, just as in Lemma 2.1, that  
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              Therefore,  is a Cauchy sequence with a limit  in . 
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             Now by the condition (2) of the Theorem 2.2 we have  

 

             Letting  tend to infinity, we get  
   

which holds only in the case when . 
             Finally, by  

 

it follows that . Therefore,  is a fixed point of . 
             On the other hand, since we have  

   
then  is also a fixed point of . Therefore  and  have a common fixed point. By the 
condition (2) it follows that it is the unique common fixed point of  and . 
Theorem 2.8 Let  be a complete quasimetric space with the constant , quasidistance  
continuous. If  are commuting mappings form  into itself such that  is continuous 
satisfying the following condition  

   

 and further, there exist  such that for all   

  max ,  
then  and  have a unique common fixed point in .   
Proof.  By the condition  follows  

   
which is the condition (5) of the Theorem 2.7. Since the condition (2) is satisfied, then by Theorem 
2.2 and Theorem 2.7 it follows that  and  have a unique common fixed point. 
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Abstract: 

In this paper we define new types of sets we call them 
𝐷𝜔,𝐷𝛼−𝜔,𝐷𝑝𝑟𝑒−𝜔,𝐷𝑝𝑟𝑒−𝜔,𝐷𝑏−𝜔, and 𝐷𝛽−𝜔 −sets and use them to define some associative 
separation axioms. Some theorems about the relation between them and the weak separation axioms 
introduced by  M. H. Hadi in [1] are proved, with some other simple theorems. Throughout this paper 
, (𝑋,𝑇) stands for topological space. Let (𝑋,𝑇) be a topological space and 𝐴 a subset of 𝑋. A point 𝑥 
in 𝑋 is called condensation point of 𝐴 if for each 𝑈 in 𝑇 with 𝑥 in 𝑈, the set U ∩ 𝐴 is uncountable 
[10]. In 1982 the 𝜔 −closed set was first introduced by H. Z. Hdeib in [10], and he defined it as: 𝐴 is 
𝝎−closed if it contains all its condensation points and the 𝝎−open set is the complement of the 
𝜔 −closed set. Equivalently. A sub set 𝑊 of a space (𝑋,𝑇), is ω −open if and only if for each 𝑥 ∈ 𝑊 
, there exists 𝑈 ∈ 𝑇 such that 𝑥 ∈ 𝑈and 𝑈\𝑊 is countable. The collection of all 𝜔 −open sets of 
(𝑋,𝑇) denoted 𝑇𝜔 form topology on 𝑋 and it is finer than 𝑇. Several characterizations of 𝜔 −closed 
sets were provided in [3, 4, 5, 6]. 

 
Key Words: Axioms, weak separation 
 

In [7,8,9] some authors introduced 𝛼 −open , 𝑝𝑟𝑒 –open, 𝑏 –open , and 𝛽 −open sets. On the 
other hand in [2] T. Noiri, A. Al-Omari, M. S. M. Noorani introduced the notions 𝛼 − 𝜔 −open, 𝑝𝑟𝑒 
−𝜔 −open, 𝛽 −𝜔 −open, and 𝑏 −𝜔 −open sets in topological spaces. They defined them as follows: 
A subset 𝐴 of a space 𝑋 is called: 𝜶 −𝝎−open [2] if 𝐴 ⊆ 𝑖𝑛𝑡𝜔 �𝑐𝑙�𝑖𝑛𝑡𝜔(𝐴)�� and the complement 
of the 𝛼 − 𝜔 −open set is called  𝜶 −𝝎−closed set, pre −𝝎−open [2] if 𝐴 ⊆ 𝑖𝑛𝑡𝜔�𝑐𝑙(𝐴)� and the 
complement of the 𝑝𝑟𝑒 − 𝜔 −open set is called  𝒑𝒓𝒆 −𝝎 −closed set, b −𝝎−open [2] if 𝐴 ⊆
𝑖𝑛𝑡𝜔�𝑐𝑙(𝐴)� ∪ 𝑐𝑙�𝑖𝑛𝑡𝜔(𝐴)� and the complement of the 𝑏 − 𝜔 −open set is called  𝒃 −𝝎−closed set, 
𝜷 −𝝎−open [2] if 𝐴 ⊆ 𝑐𝑙 �𝑖𝑛𝑡𝜔�𝑐𝑙(𝐴)�� and the complement of the 𝛽 − 𝜔 −open set is called 
 𝜷 −𝝎−closed set.  

Now let  recall some condition introduced by M. H. Hadi in [1]: Let ( 𝑋,𝑇) be topological 
space. It said to be satisfy: The 𝝎−condition if every ω−open set is 𝜔 − 𝑡 −set. 2. The 𝝎−
𝑩𝜶 −condition if every 𝛼 − 𝜔 −open set is  𝜔 − 𝐵𝛼 −set. The 𝝎−𝑩−condition if every 𝑝𝑟𝑒 −
𝜔 −open is 𝜔 − 𝐵 −set. 
 In Our paper we firstly  introduce our dominion and some results related to it. 

Definition 1. A subset 𝐴 of a topological space ( 𝑋,𝑇) is called 𝑫 −set [11] ( resp.𝑫𝝎 −set , 
𝑫𝜶−𝝎 −set, 𝑫𝒑𝒓𝒆−𝝎 −set, 𝑫𝒃−𝝎 −set, 𝑫𝜷−𝝎 −set ). If there are two open ( resp. 𝜔 −open, 𝛼 −
𝜔 −open, 𝑝𝑟𝑒 − 𝜔 −open, 𝛽 − 𝜔 −open, and 𝑏 −𝜔 −open ) sets 𝑈 and 𝑉 with  𝑈 ≠ 𝑋 and 𝐴 = 𝑈\
𝑉. 
 Proposition 2. In any topological space satisfies 𝜔 −condition. Any 𝐷𝜔 −set is 𝐷 −set. 
 Proposition 3. In any topological space satisfies 𝜔 − 𝐵𝛼 −condition. Any 𝐷𝛼−𝜔 −set  is 
𝐷 −set. 
 Proposition 4. In any topological space satisfies 𝜔 − 𝐵 −condition. Any 𝐷𝑝𝑟𝑒−𝜔 −set is 
𝐷 −set. 
 Proposition 5. In any topological space. Any 𝐷𝑏−𝜔 −set  with empty 𝜔 −interior is 
𝐷𝑝𝑟𝑒−𝜔 −set . 
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               Secondly now utilizing the weak  Dω sets we can define our separation axioms and a rather 
simple theorem  related to it as follows: 
 Definition 6. Let 𝑋 be a topological space. If 𝑥 ≠ 𝑦 ∈ 𝑋, either there exists a set 𝑈, such that 
𝑥 ∈ 𝑈 , 𝑦 ∉ 𝑈,or there exists a set 𝑈 such that 𝑥 ∉ 𝑈, 𝑦 ∈ 𝑈 . Then 𝑋  called 
 1. 𝝎−𝑫𝟎 space, whenever 𝑈 is 𝐷𝜔 −set  in 𝑋. 
 2. 𝜶 −𝝎−𝑫𝟎 space, whenever 𝑈 is 𝐷𝛼−𝜔 −set in 𝑋. 
 3. 𝒑𝒓𝒆−𝝎−𝑫𝟎 space, whenever 𝑈 is 𝐷𝑝𝑟𝑒−𝜔 −set in 𝑋. 
 4. 𝒃 −𝝎−𝑫𝟎 space, whenever 𝑈 is 𝐷𝑏−𝜔 −set in 𝑋. 
 5. 𝜷 −𝝎−𝑫𝟎 space, whenever 𝑈 is 𝐷𝛽−𝜔 −set in 𝑋. 
 Definition 7. We can define the spaces  𝜔 −𝐷𝑖, 𝛼 − 𝜔 − 𝐷𝑖, 𝑝𝑟𝑒 −𝜔 − 𝐷𝑖, 𝑏 − 𝜔 − 𝐷𝑖 , 𝛽 − 𝜔 −
𝐷𝑖, for 𝑖 = 0,1,2. And 𝜔⋆ − 𝐷𝑖, 𝛼 − 𝜔⋆ − 𝐷𝑖,  𝛼 − 𝜔⋆⋆ − 𝐷𝑖, 𝑝𝑟𝑒 −𝜔⋆ − 𝐷𝑖,𝛼 − 𝑝𝑟𝑒 −𝜔 −𝐷𝑖, 
𝑝𝑟𝑒 −𝜔⋆⋆ − 𝐷𝑖 , 𝑏 − 𝜔⋆ − 𝐷𝑖, 𝑝𝑟𝑒 − 𝑏 − 𝜔 − 𝐷𝑖, 𝛼 − 𝑏 − 𝜔 − 𝐷𝑖 ,  𝑏 − 𝜔⋆⋆ − 𝐷𝑖, 𝛽 − 𝜔⋆ − 𝐷𝑖, 
𝛼 − 𝛽−𝜔 − 𝐷𝑖, 𝑝𝑟𝑒 − 𝛽 − 𝜔 − 𝐷𝑖, 𝛽 − 𝜔⋆⋆ − 𝐷𝑖, and 𝑏 − 𝛽−𝜔 − 𝐷𝑖, for 𝑖 = 1,2, by replacing the 
sets: open, 𝜔 −open, 𝛼 − 𝜔 −open, 𝑝𝑟𝑒 − 𝜔-open, 𝑏 −𝜔-open, 𝛽 − 𝜔-open, by the 𝐷 −set, 𝐷𝜔 −set 
,𝐷𝛼−𝜔 −set, 𝐷𝑝𝑟𝑒−𝜔 −set, 𝐷𝑏−𝜔 −set, and  𝐷𝛽−𝜔 −set. 
 Theorem 8. Let ( 𝑋,𝑇) be a topological space. Then 𝑋 is 𝜔 − 𝐷1,( resp.  𝛼 − 𝜔 − 𝐷1, 
𝜔⋆ − 𝐷1, 𝛼 − 𝜔⋆ − 𝐷1,  𝛼 − 𝜔⋆⋆ − 𝐷1, 𝑝𝑟𝑒 −𝜔 − 𝐷1, 𝑝𝑟𝑒 −𝜔⋆ − 𝐷1,𝛼 − 𝑝𝑟𝑒 −𝜔 −𝐷1, 𝑏 − 𝜔 − 𝐷1 
, 𝑝𝑟𝑒 −𝜔⋆⋆ − 𝐷1 , 𝑏 − 𝜔 − 𝐷1, 𝑏 − 𝜔⋆ − 𝐷1, 𝑝𝑟𝑒 − 𝑏 − 𝜔 − 𝐷1, 𝛼 − 𝑏 − 𝜔 − 𝐷1 , 𝑝𝑟𝑒 −
𝑏 − 𝜔 −𝐷1, 𝑏 − 𝜔⋆⋆ − 𝐷1, 𝛽 − 𝜔 −𝐷1,  𝛽 −𝜔⋆ − 𝐷1, 𝛼 − 𝛽−𝜔 − 𝐷1, 𝑝𝑟𝑒 − 𝛽 −𝜔 − 𝐷1, 𝛽 −
𝜔⋆⋆ − 𝐷1, 𝑏 − 𝛽−𝜔 − 𝐷1 ) if and only if it is  𝜔 −𝐷2,( resp.  𝛼 − 𝜔 −𝐷2, 𝜔⋆ − 𝐷2, 𝛼 − 𝜔⋆ − 𝐷2, 
 𝛼 − 𝜔⋆⋆ − 𝐷2, 𝑝𝑟𝑒 −𝜔 − 𝐷2, 𝑝𝑟𝑒 −𝜔⋆ − 𝐷2, 𝛼 − 𝑝𝑟𝑒 −𝜔 − 𝐷2, 𝑏 − 𝜔 − 𝐷2 , 𝑝𝑟𝑒 −𝜔⋆⋆ − 𝐷2 , 
𝑏 − 𝜔 −𝐷2, 𝑏 − 𝜔⋆ − 𝐷2, 𝑝𝑟𝑒 − 𝑏 − 𝜔 − 𝐷2, 𝛼 − 𝑏 − 𝜔 − 𝐷2 , 𝑝𝑟𝑒 − 𝑏 − 𝜔 − 𝐷2, 𝑏 − 𝜔⋆⋆ − 𝐷2, 
𝛽 − 𝜔 − 𝐷2,  𝛽 − 𝜔⋆ − 𝐷2, 𝛼 − 𝛽−𝜔 − 𝐷2, 𝑝𝑟𝑒 − 𝛽 − 𝜔 − 𝐷2, 𝛽 − 𝜔⋆⋆ − 𝐷2, 𝑏 − 𝛽−𝜔 −𝐷2 ). 
                Thirdly  we introduce the so called 𝝎−net point and a rather theorems  related to it. 
 Definition 9. A point 𝑥 ∈ 𝑋 which has only 𝑋 as 𝜔 −neighbourhood is called an  𝝎−net 
point. 
 Proposition 10. Let ( 𝑋,𝑇) be a topological space If 𝑋 is 𝜔 − 𝐷1 space, then it has no 𝜔 −net 
point. 
              Theorem 11. If 𝑓: (𝑋, 𝜏) → (𝑌,𝜎)  is  𝜔 −continuous ( resp. 𝛼 − 𝜔-continuous , pre −𝜔-
continuous, 𝛽 − 𝜔 −continuous, 𝑏 −𝜔 −continuous ) onto function and 𝐴 is 𝐷𝜔 −set ( resp. 
𝐷𝛼−𝜔 −set, 𝐷𝑝𝑟𝑒−𝜔 −set, 𝐷𝑏−𝜔 −set, 𝐷𝛽−𝜔 −set ) in 𝑌, then  𝑓−1(𝐴) is also 𝐷𝜔 −set ( resp. 
𝐷𝛼−𝜔 −set, 𝐷𝑝𝑟𝑒−𝜔 −set, 𝐷𝑏−𝜔 −set, 𝐷𝛽−𝜔 −set ) in 𝑋. 
            Theorem 12. For any two topological spaces (𝑋, 𝜏) and (𝑌,𝜎).    
1. If ( 𝑌, 𝜎) be an 𝜔⋆ − 𝐷1 and 𝑓: (𝑋, 𝜏) → (𝑌,𝜎)  is an 𝜔 −continuous bijection, then  (𝑋, 𝜏) is 
𝜔⋆ − 𝐷1. 
2. If ( 𝑌, 𝜎) be an ,  𝛼 − 𝜔⋆⋆ − 𝐷1 and 𝑓: (𝑋, 𝜏) → (𝑌,𝜎)  is an 𝛼 − 𝜔 −continuous bijection, then  
(𝑋, 𝜏) is,  𝛼 − 𝜔⋆⋆ − 𝐷1. 
3. If ( 𝑌, 𝜎) be a ,  pre −𝜔⋆⋆ − 𝐷1 and 𝑓: (𝑋, 𝜏) → (𝑌,𝜎)  is a 𝑝𝑟𝑒 − 𝜔-continuous bijection, then  
(𝑋, 𝜏) is 𝑝𝑟𝑒 −𝜔⋆⋆ − 𝐷1. 
4. If ( 𝑌, 𝜎) be a ,  b −𝜔⋆⋆ − 𝐷1 and 𝑓: (𝑋, 𝜏) → (𝑌,𝜎)  is a 𝑏 − 𝜔 −continuous  bijection, then  (𝑋, 𝜏) 
is 𝑏 −𝜔⋆⋆ − 𝐷1. 
5. If ( 𝑌, 𝜎) be a ,  𝛽 −𝜔⋆⋆ − 𝐷1 and 𝑓: (𝑋, 𝜏) → (𝑌,𝜎)  is a 𝛽 − 𝜔 −continuous  bijection, then  
(𝑋, 𝜏) is 𝛽 −𝜔⋆⋆ − 𝐷1. 
             Theorem 13. A topological  space (𝑋,𝑇) is 𝜔⋆ − 𝐷1 ( resp. 𝛼 − 𝜔⋆⋆ − 𝐷1, 𝑝𝑟𝑒 −𝜔⋆⋆ − 𝐷1, , 
 𝑏 −𝜔⋆⋆ − 𝐷1, 𝛽 −𝜔⋆⋆ − 𝐷1 ) if and only if for each pair of distinct points 𝑥,𝑦 ∈ 𝑋, there exists an 
ω−continuous ( resp. α − ω−continuous, 𝑝𝑟𝑒 − ω-continuous, 𝑏 − ω-continuous, 𝛽 − ω-
continuous  ) onto function 𝑓: (𝑋, 𝜏) → (𝑌,𝜎)   such that  𝑓(𝑥) and 𝑓(𝑦) are distinct, where (𝑌,𝜎)  is 
ω⋆ − D1 ( resp. 𝛼 − 𝜔⋆⋆ − 𝐷1, 𝑝𝑟𝑒 −𝜔⋆⋆ − 𝐷1,  𝑏 −𝜔⋆⋆ − 𝐷1, 𝛽 −𝜔⋆⋆ − 𝐷1 ) space. 
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Abstract: 
 This paper re-examines and deepens the study of a portion of the data collected within the 
context of a wider 2007 research project conducted in the Autonomous Region of Azores. The 2007 
study aimed to understand users’ habits, attitudes and cultural practices, concerning reading and 
utilization of different library services, archives and museums. Based upon knowledge that only data 
analysis of a representative sample can supply, the study aimed to identify the aspects that should be 
prioritized in a process of restructuring the cultural services of leisure and reading to be implemented. 
This paper, utilizing data from the 2007 study, presents some results from the Ascendant Hierarchical 
Cluster Analysis (AHCA) of symbolic objects, according to the treatment to which they were 
submitted. These objects are described by different symbolic attributes pertaining to the latent 
variable ‘Degree of Satisfaction’. This variable was evaluated according to different dimensions of 
on-the-spot reading and consultation services. The aggregation criteria used in this study belong to a 
parametric family of methods and the similarity measure used is the weighted generalized affinity 
coefficient, for symbolic data. The validation of the clustering results is based on some validation 
measures. 

 
Key Words: Ascendant Hierarchical Cluster Analysis, Symbolic Data, Affinity Coefficient, VL 
Methodology. 
 
Introduction 

The increasing use of databases, often large ones, in diverse areas of study, including Sociology, 
makes it pertinent to summarise data in terms of their most relevant concepts. These concepts may be 
described by types of complex data, also known as symbolic data [1]. 

In a symbolic data table, lines correspond to symbolic objects (SO’s) and columns to symbolic 
variables, which may contain not just one value, as usual, but values, such as subsets of categories, 
intervals in real axes, or frequency distributions. 

After a process of grouping, symbolic data can be used to describe the properties of the clusters 
obtained in terms of the initial variables, thus making it possible to summarize large sets of data. 
Some symbolic data sources can be found, for instance, in [1] and in [2]. It is important to stress that 
relational databases are an important source of symbolic objects, when we wish to study the properties 
of a set of units whose description needs the merging of several relations ([3]; [1]).  

Stéphan [3] defines operators that can be used to retrieve groups of individuals from a relational 
database. The descriptions of groups are represented by assertions, in the formalism of symbolic data, 
which can be automatically obtained from a population or from a selected sample, and can be 
analysed using methods of Symbolic Data Analysis (SDA), which take under consideration a previous 
knowledge of the data (e.g., metadata) [4]. 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

40 
 

Based on the affinity coefficient between two discrete probability distributions as defined by 
Matusita [5], Bacelar-Nicolau [6] suggests the use of the affinity coefficient as a basic similarity 
coefficient between the columns or the lines of a data matrix. Later on she extended that coefficient to 
different types of data, including complex data (symbolic data) and variables of mixed types 
(heterogeneous data), possibly with different weights ([7]-[10]). 

In the complex nature of cultural consumption, preferences show that in living practices there are 
different social denominators involved in the establishment of more long-lasting habits, which 
become the basis for daily reading routines. Despite several sorts of incentives, the interest in reading, 
in visiting museums or in attending libraries – as well as the regularity with which these occur – are 
still unequally distributed in the population. In most cases, these interests and activities are confined 
to groups with particular interests, such as those concerning to ludic or relaxing and recreational 
activities, cultural or professional enrichment. 

The factors and the contexts related to the formation and development of such habits remain still 
somehow ambiguous, considering that this is still a relatively unknown process in the modern ways of 
life. There is, nonetheless, a certain number of indicators and information already contextualized and 
ready to be gathered and systematized through a set of categories, built and used specifically to serve 
the general purposes of this study. 

The first part of the questionnaire used in the 2007 study, on the habits, attitudes and practices of 
readers and consumers of library services, included a filtering question: "Have you ever visited or 
been to any public library in your region or island”, to which each of the 1684 respondents Answered 
(Yes or No). 

The data matrix obtained from the question of filtering was used to provide the basis for the 
analysis which this article seeks to outline, with some results concerning the application of some 
methods of Ascendant Hierarchical Cluster Analysis of symbolic objects. The applied approach using 
symbolic objects allows us to exhibit differences on the users’ degree of satisfaction according to a 
greater level of granularity, such as the island or the employment status. In this process was necessary 
to transform the standard data matrix (674 X 14) into two symbolic data matrices by the generation of 
symbolic objects. 

We present, in Section 3, the main results of the Ascendant Hierarchical Cluster Analysis (of 
symbolic data) based on data from the wider 2007 study, conducted in the entire Autonomous Region 
of Azores. In the present work we consider different items/indicators used to measure the latent 
variable ‘Degree of Satisfaction’, which was evaluated according to several aspects of on-the-spot 
consultation and reading services.  
Used Methods of Cluster Analysis  

The purpose of cluster analysis (of classical data as well as of symbolic data) is to build, from a 
data matrix (N  p), a classification which is appropriate for a set E of data units or a set Y of 
variables, with the purpose of obtaining “homogenous” clusters of objects in a population Ω or E, so 
as to allow objects of the same cluster to present great similarity, whereas objects of different clusters 
will be much more different.  

Given a matrix of proximity between symbolic objects, these can be classified through classical 
agglomerative hierarchical algorithm ([11]-[13]) or probabilistic ones [2]. Once we have obtained the 
matrix of the proximity between the elements of E, the classification can be obtained regardless of the 
fact that the data are symbolic [14]. This is the case of the algorithms of AHCA used in Section 3 of 
this paper.  

The algorithms of AHCA for the case where the elements of a set E= {1,..., N} of symbolic 
objects are described by p symbolic variables, Y1,...,Yp, take as their starting point, like they do in 
classical ones, the finest partition , with N clusters of a single symbolic object. If, at the j-th stage, 

clusters A and B are put together, a new partition resulting from that stage, is defined as follows: 

. The process includes N-1 stages and ends when the less fine 
partition {{E}} has been obtained, which is composed of a single cluster containing all of the N 
symbolic objects. Thus, if in the first stage of the process there are N clusters, in the second one there 
will be N-1, and so forth, since in each new step a new cluster is formed, by joining two previously 
formed clusters [2]. 
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Comparison measures 
The data matrices analysed in Section 3.2 generically correspond to symbolic data tables  

  referring to N data units (typically groups of individuals) and to p symbolic variables, 

Yj,  j=1, ..., p, where Yj, is a modal variable with mj modalities {1,..., mj}, and each entry
 of  X contains either the absolute frequencies or the relative frequencies, xkjv, of 

individuals (in unit k) which share category v of variable Yj. In Table 1 each row  
describes an individual modal symbolic object on the basis of p variables.  

Table 1. Matrix of symbolic Data X  
    Variables 

Data units 
 Yj  

    

k    

    

k´    

    
 
Taking as their starting point a table like Table 1, Nicolau and Bacelar-Nicolau ([15]; [8], [9]) 

suggest the use of the weighted generalized affinity coefficient in cases where symbolic objects are 
described by vectors of p probabilities or frequency distribution, or in case of some other data support 
to which this sort of description could be extended, such as histograms and variables whose values are 
intervals of real axes.  

Let Akk’=(akk’
jj’),  be a table associated with the pair of symbolic objects (Ok, Ok’), 

where  akk’
jj’ is the (partial, local or variable-specific) affinity coefficient between the frequency 

distributions , , corresponding to the variables j and j’ ([8]; [15]):  

,    , mj=mj’, 

 where   is the number of individuals  belonging to the data unit 

(group k)  for which the variable Yj  (Yj’) has been observed and . It is important 

to note that the value 1 is obtained if the frequency distributions  and  are identical or 
proportional and that the result is value 0 if they are orthogonal. For a binary variable the variable-
specific affinity similarity coefficient turns out to be the so called Ochiai coefficient ([8]). 

Let , be a table of weights to be used in the convex linear combination, 

with ≥0 and . The weighted generalised affinity coefficient between Ok and Ok’ is 

given by: 
                                                     (1) 

 and takes values in [0, 1]. In fact, this coefficient is a general similarity coefficient, which 
uses all the information included in the matrix (p p), Akk’, of the similarity coefficients crossing the p 
laws which describe the symbolic objects Ok and Ok’, and is defined by a convex linear combination 
of the values of this matrix ([15]). 

The used probabilistic aggregation criteria in the present work (AVL, AV1 and AVB) in the scope 
of the probabilistic approach of AHCA, named VL methodology (V for Validity, L for Linkage) 
resorts, essentially, to probabilistic notions for the definition of the comparative functions.  In fact, the 
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VL-family is a set of agglomerative hierarchical clustering methods, based on the cumulative 
distribution function of basic similarity coefficients ([7]; [16]). 

The analysis of the symbolic data matrices was done by using the weighted generalised affinity 
coefficient ([15]; [8]; [2]), with the weight option: πjj’=1/p if j=j’ and πjj’=0 if j≠j’ [15]. The measure 
of comparison between the elements was combined with classical aggregation criteria, Single Linkage 
(SL) and Complete Linkage (CL), and probabilistic ones, AVL, AV1 and AVB ([7]; [16]). 
Validation measures 

Let E be a set of elements to classify, of cardinal N, and  a partition in c clusters 
of E. When the cardinality of E is high, it is useful to achieve a reduced or condensed hierarchy to the 
more representative levels. For this reason, the values of validation indexes ([2]; [17]) obtained from 
the values of the proximity matrix between elements, such as, for instance, the global statistics of 
levels, STAT, [6] can also be calculated, even in the case of symbolic data matrices.  

On what validation of results is concerned, in this paper we chose to use some of the validation 
indexes mentioned in [2] and in [17], namely the STAT, DIF [6], P(I2mod, ∑) and γ from Goodman 
and Kruskal indexes. To determine the appropriate number of clusters we used measures defined in 
the present section adapted for the case of similarity measures. 

Considering , the global statistics of levels  (STAT) ([6]) is defined by:  

, where                                           (2) 

 
, CB = #(G(PI) ∩ (R x S)),   

represents the graph of the initial preordination defined in F F, R is the set of the  pairs of elements 
joined in the same cluster and S is the set of separated pairs.  

Bacelar Nicolau ([6]) proposed the calculation of the values of STAT for each level (K=1 ,..., m, 
where m represents the total number of levels) of the hierarchy of classification and the values of the: 

DIF(k) = STAT(k)-STAT(k-1).                                                     (3)                                      
The P(I2mod, ∑) measure ([2]; [17]) is a normalization of the P(I2, ∑) measure, reported in [14], 

and is defined as: 

,                                         (4) 

 where sij is a similarity measure between the elements i and j,  is the number of elements of 
the cluster Cr , N is the number of elements to classify and c is the number of clusters of the partition.  

The γ index, proposed by Goodman and Kruskal, has been widely used ([14]). Comparisons are 
made between all within-cluster similarities sij and all between-cluster similarities . A comparison 
is deemed to be concordant (resp., discordant) if sij is strictly greater (resp., less) than . This index 
is defined by: 

,                                                    (5) 
 where S+ (resp., S-) denotes the number of  concordant (resp., discordant) comparisons. 
Result Analysis  
Data presentation 

The enquiry which was elaborated included, among others, a set of questions about the evaluation 
of the degree of satisfaction with the different indicators or dimensions referring to the quality of on-
the-spot reading services, which can be consulted in Table 2.   

 
 
 

 
 

{ }cCCC ,,, 21 

( ){ }EjijiF ∈= ,:,

    

12
1)(#*)()*#(# +

=
FSR

CSTAT V

2
)(# SRCC BV

×
−= ( ){ } kij ssFFkijPIG ≥×∈= :,)(

×

( )∑ ∑
∑ ∑

= −
≡ ∈ ∈

c

r

ij

N

s

c
IP rCi rCEj

1 rr n*n
1)mod,2( /

rn

ks

ks

( ) ( )−+−+ +−≡ SSSSγ



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

43 
 

Table 2. Variables/items/ indicators taken under consideration 
V1-Accessibility and Easiness of Access to what you are looking for 
V2-Opening Hours 
V3-Assistance/ Waiting time  
V4-Conditions for consulting/locating what you are looking for 
V5-Reading conditions of spaces and facilities 
V6-Conditions under which publications are loaned or handed out 
V7- Thematic quality and interest 
V8- Technical counselling and orientation  
V9-Courtesy and availability of library staff 
V10-Quality and thematic diversity of publications  
V11-Quality of the catalogues and of the organization of publications for consultation 
V12-Efficacy and pertinence of the consulted material  
V13-Loan Services 
V14-Overall service satisfaction  

 
The questionnaire used in the 2007 study contained a filter-question: “Have you ever visited or 

been to any public library in your island or region?”, to which each of the 1684 respondents answered 
(Yes or no). Thus, the final classical data matrix is a matrix (674x14) constituted by 674 individuals, 
who answered “yes” to the above mentioned filter question, and by 14 variables/items which aimed at 
assessing the level of satisfaction regarding the quality of on-the-spot reading services. 

The 674 respondents, who had already visited a public library in their island or region, indicated 
verbally their degree of satisfaction with statements containing five Lickert-type possible positions (1-
Very unsatisfied, 2-Unsatisfied, 3-Neutral, 4-Satisfied, 5-Very satisfied). The answering modalities are 
distributed around a neutral or indifference axis, permitting, therefore, a precise determination of 
positional attitude regarding the evaluated service quality. This study also took into consideration the 
following nominal variables: “Island” (1- Santa Maria; 2- São Miguel; 3- Terceira; 4- Graciosa; 5-
Faial; 6-Pico; 7-São Jorge; 8-Flores; 9-Corvo) and “Employment Status” (S1-"Employed on a 
permanent contract of employment); S2 -"Self-employed"; S3-"Non-paid family work"; S4-"Looking 
for the first job"; S5-"Retired"; S6 -"Student/Working student"; S7- "Employed on a fixed-term 
contract"; S8-"Freelancer or similar"; S9-"Unemployed"; S10-"Homemaker"; S11-
"Disabled/Handicapped/Unable to work"; S12-"Others"). Two matrices of symbolic data were also 
obtained from the above mentioned matrix (674 x 14). For this purpose some groups of individuals 
were created, according to the variables “Island in which the interview took place” and “Employment 
status”. Each matrix contains fourteen columns and a number of lines determined by the number of 
categories of the variables which were taken into consideration to form the groups. In Table 3, the 
notation Fi indicates the number of individuals included in category i of variable j, respectively with 1 
≤ i≤ 9 and 1 ≤ i≤ 12, for the variables “Island“ and “Employment status”. The totals in this table are 
different because the two variables contain a different number of missing values. 

Table 3. Nominal Variables – Application to real data 
Island Employment status 

Categories Fi Categories Fi 
Sta Maria 72 S1- Employed PC 259 
S. Miguel 94 S2- Self-employed 49 
Terceira 148 S3- Non-paid family work 6 
Graciosa 82 S4- Looking for first job 5 
Faial 48 S5- Retired 52 
Pico 79 S6- Student/Working St. 133 
S. Jorge 78 S7- Employed F-TC 103 
Flores 27 S8- Freelancer  8 
Corvo 46 S9- Unemployed 18 

---- ---- S10- Homemaker 31 
---- ---- S11- Disab./Hand./Unable 4 
---- ---- S12- Other 0 

TOTAL 674   668 
 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

44 
 

AHCA of the data units (Symbolic Data) 
As mentioned in Section 2, two symbolic data matrices were created, according respectively to 

the island in which the interview took place and the respondents’ employment status. 
Table 4. A part of the symbolic data matrix –Islands 

 V1 V2 … 
Sta Maria S (1.00) VS (0.04), N (0.13),  S (0.74), U (0.08), VU  

(0.05) 
… 

S. Miguel VS (0.74), S (0.26) VS (0.54), N (0.06), S (0.35), U (0.04) … 
Terceira S (0.57), N (0.22), U (0.17), VU 

(0.04) 
VS (0.01), N (0.23), S (0.60), U (0.13), VU 

(0.03) 
… 

Graciosa S (0.79),  N (0.18), U (0.02) VS (0.02), N (0.21), S (0.72), U (0.04), VU 
(0.01) 

… 

Faial S (1.00) VS (0.08, N (0.04),S(0.83), U(0.02), VU (0.02) … 
Pico N (0.71), U (0.27), VU (0.03) VS (0.03), N (0.51),  S (0.34), U (0.08), VU 

(0.05) 
… 

S. jorge S (0.88),  N (0.03), U (0.01), VU 
(0.08) 

N (0.14),  S (0.74), U (0.06), VU (0.05) … 

Flores S (1.00) VS (0.07), N (0.04),  S (0.74), U (0.15) … 
Corvo S (1.00) VS (0.04), N (0.11),S(0.76), U(0.04), VU (0.04) … 

 
On what the Cluster analysis of the symbolic data units of Table 4 (islands) is concerned, and in 

accordance with the validation indexes used ([2]; [17]), the AV1 tree shows at its most significant 
level (level 6), a partition in three clusters. Thus, we obtained three differentiated satisfaction profiles 
according to the different indicators under analysis, as can be seen in Table 5 and in Figures 1 to 4.  

Figure 1. Dendrogram obtained from the AV1 method 

 
 The first cluster is constituted by the islands of Santa Maria, São Jorge, Flores, Corvo, 
Terceira, Graciosa and Faial, to which the individuals who are generally pleased with the on-the-spot 
reading services belong.  The Zoom Stars for all these islands were identical to those shown in Figure 
2, that is, the most frequent answer provided by respondents in to these islands was "satisfied" for all 
fourteen variables. So, we present only the obtained one for the island of Faial. 

Table 5. Values of some validation measures for the partitions – Islands - AV1 
Nível STAT DIF P(I2mod, ∑) γ 

1 1.6846 ------- 0.8953 1 
2 2.3481 0.6635 0.8897 1 
3 2.8332 0.4851 0.8832 1 
4 2.9504 0.1172 0.8755 0.8323 
5 3.9638 1.0134 0.8615 0.893 
6 5.0217 1.0578 0.8257 0.9937 
7 2.8919 -2.1298 0.8385 0.6786 

 

            Santa Maria --*-----*                                                       
                                |-----*                                                 
            São Jorge   --*-----*     |                                                 
                                      |--*                                              
            Flores      --*           |  |                                              
                          |-----------*  |                                              
            Corvo       --*              |--*                                           
                                         |  |                                           
            Terceira    --*--*           |  |                                           
                             |-----*     |  |                                           
            Graciosa    --*--*     |-----*  |--*                                        
                                   |        |  |                                        
            Faial       --*--------*        |  |                                        
                                            |  |                                        
            Pico        --*-----------------*  |                                        
                                               |                                        
            São Miguel  --*--------------------*                                        
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In the 2D Zoom Star, axes are linked by a line that connects most frequent values of each 
variable, so allows us to identify the main characteristics of the symbolic objects. Although the star 
shapes of all 2D Zoom Stars of the islands of cluster 1 are the same, there are some differences at the 
level of frequency distributions. Indeed, the little differences between the frequency distributions of 
the first and second sub-cluster of cluster 1 could be observed from a 3D Zoom Stars featuring the 
distributions corresponding to each variable with weighted values. Much of what is considered 
satisfying depends on the structural conditions of resource and equipment distribution, which 
attributes to each of the nine islands a specific position concerning reading and other services. Thus, 
this set of islands, with similar satisfaction profiles, corresponds to situations occurring in island 
libraries (Central or Municipal) whose traditional functioning captivates the regular, loyal users.  

Figure 2. 2D Zoom Star representation (in a 2D graphic) for the island of Faial 

 
In the case of the islands Terceira and Faial, although they are equipped with central libraries and 

archives (RLAAH- Regional Library and Archive of Angra do Heroísmo and RLAF- Regional 
Library and Archive of Faial), at the time the study was conducted these were still functioning the 
same way, due to the unfit conditions of their facilities and equipments. There was, nevertheless, a 
project already underway for constructing new facilities for the Angra do Heroísmo Library, in the 
island of Terceira, and new facilities were ready to be inaugurated for the Library of Faial. 

The second cluster is constituted by the island of Pico alone, where the most frequent answer 
given by the individuals of this island to the set of 14 variables was the neutral one (see Figure 3). 
This fact is probably due to the atypical or exceptional situation of the libraries in this island, at the 
time the data were collected on the field (2007). In fact, the three Municipal libraries of Pico were 
being remodelled at the time, in the context of a funding plan, the Funding Plan for Reconstructing 
and Remodelling Municipal Libraries, applicable to all of the national territory. The situation of 
indifference can perhaps be explained by the awaited expectations of service improvement after the 
transfer to new facilities. 

Figure 3. 2D Zoom Star representation (in a 2D graphic) for the island of Pico
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The third and last cluster contains the island of São Miguel, the island where the degree of 
satisfaction was the highest (see Figure 4) on the variables regarding the quality of the available 
materials/publications and the easiness of access to these materials (V1 to V6). At the time, the 
Regional Library and Archive of Ponta Delgada (RLAPD) was, in the archipelago, a paradigmatic 
case of transition to a new concept of the social and cultural function which is nowadays attributed to 
libraries. In fact, in the light of the public reading services this process which included remodelling 
the central services and moving to other facilities in more accessible buildings made a way for a new 
concept of promoting this sort of community services and cultural activities, intended for users 
differentiated by their needs (children, teenagers, elderly, etc.). Nowadays, more than in the recent 
past, this sort of space is meant to support consultation and study for university students, but mostly 
for the students from the different schools on the island which holds 56% of the region´s population. 
We should also stress the fact that the main university campus is on this island and thus the public and 
the university libraries complement each other. The largest university campus, with the highest 
number of courses in the archipelago, is located in Ponta Delgada, in the island of São Miguel, and 
this has obvious implications for the materials and the subject areas encompassed by these libraries. 

Figure 4. 2D Zoom Star representation (in a 2D graphic) for the island of São Miguel 

 
In relation to AHCA of the 11 symbolic objects obtained from the variable "Employment Status", 

the values of the STAT and γ of Goodman and Kruskal indexes, which can be seen in Table 6, allow 
us to conclude that the AV1 and AVB trees originated, at their most significant level (level6), a 
partition in five clusters (see Figure 5). 

The first cluster contains the employment status of S1-"Employed on a permanent contract of 
employment; S7- "Employed on a fixed-term contract"; S2 -"Self-employed"; S6-"Student/Working 
student"; S10-"Homemaker" and S5-"Retired", which encompasses the individuals who are in a paid 
working situation, the students and those who enjoy a greater amount of free time. In fact, the 
individuals from this group correspond to a similar profile of satisfaction with on-the-spot reading 
services.  

Figure 5. Dendrogram obtained from the AVB method 

 

  S1    --*                                                             
          |-----*                                                       
  S7    --*     |-----*                                                 
                |     |                                                 
  S2    --*-----*     |--*                                              
                      |  |                                              
  S6    --*--*        |  |                                              
             |--------*  |-----*                                        
  S10   --*--*           |     |                                        
                         |     |                                        
  S5    --*--------------*     |--*                                     
                               |  |                                     
  S3    --*--------*           |  |                                     
                   |--------*  |  |                                     
  S9    --*--------*        |--*  |--*                                  
                            |     |  |                                  
  S8    --*-----------------*     |  |                                  
                                  |  |                                  
  S4    --*-----------------------*  |                                  
                                     |                                  
  S11   --*--------------------------*                                  
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The second cluster contains the working status S3-"Non-paid family work" and S9-"Unemployed", 
therefore relating to individuals who have no income. Each of the remaining three clusters 
corresponds to relatively atypical situations. It is therefore not strange that they can be found in the 
most significant partition, in clusters which contain a single symbolic data unit (symbolic object) and 
that the individuals included are but a small number of the studied sample, as can be seen in Table 3. 

Table 6. Validation indexes – Employment status - AVB 
Nível STAT DIF P(I2mod, ∑) γ 

1 1.7008 ------- 0.9005 1 
2 2.1582 0.4573 0.8962 0.9057 
3 2.9493 0.7912 0.8906 0.8922 
4 3.0448 0.0955 0.8868 0.832 
5 4.9658 1.921 0.8765 0.9752 
6 5.7632 0.7975 0.8663 0.9968 
7 5.4171 -0.3461 0.862 0.9069 
8 5.54 5.8862 0.8339 0.9152 
9 4.6262 4.6262 0.8046 0.9422 

 
The third cluster includes the group of individuals who are freelancers or similar (symbolic object 

S8) and their profile is grounded, for the most part, on a situation of greater satisfaction, due to the 
adequacy of the materials to their regular and very specific consultation needs, done for working 
purposes, such as consulting of governmental decrees, official diplomas and manuals made available 
by the library to the general public. The fourth cluster includes the group of individuals who are S4-
"Looking for the first job"(symbolic object S4). Finally, the fifth cluster, the one which most stands 
out from the remaining ones, includes the individuals who are S11-"Disabled/Handicapped/Unable to 
work"(symbolic object S11). 

Worthy of notice is also the fact that, as can be seen in Table 6, the levels to which the maximum 
on-the-spot DIF values correspond are respectively levels 3, 5 and 8, which, according to Bacelar-
Nicolau [6], indicates that it was on those levels that the formations of the most important, most 
internally coherent and best differentiated sub-clusters occurred. For this reason and for sociological 
interpretation purposes, we must mention, on level 3, the formation of cluster {S1, S7, S2}, which 
corresponds to workers who belong to a paid employment status, as can be seen in the dendrogram of 
Figure 5. 

Conclusion 
At a time when the use of increasingly complex databases has become the norm it is crucial to 

develop statistical methods which allow us to extract useful knowledge from these data while, when 
justifiable, making it possible to maintain their confidentiality. An advantage of the weighted 
generalised affinity coefficient in the field of Symbolic Data Analysis is the fact that it can be applied 
to different types of data. In this case, different proximity matrices are obtained for each sort of data, 
with a convex linear combination of these initial matrices being afterwards determined (Bacelar-
Nicolau, 2000). We then obtain a single global proximity matrix based on a single measure of 
comparison between elements, to which different aggregation criteria, including the ones from VL 
methodology, can be applied. 

 In this paper we tried to show how the affinity coefficient can be applied in Hierarchical Cluster 
Analysis of units of symbolic data (symbolic objects), described by symbolic modal variables, 
keeping in mind the growing importance of this sort of variables. We also tried to show how some 
classical validation indexes can be extended to the case of symbolic data, since the validation of 
results is an essential step in Cluster Analysis. Finally, clusters referring to the selected partitions were 
constantly submitted to careful interpretation, as a way of obtaining useful knowledge on the context 
the data belong to, for, no matter how developed computers become, the correct analysis of data will 
always depend on human intervention. 
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Abstract: 
 This paper combines Calculus and Programming to solve constrained optimization problems 
common in many areas, notably in Economics. It uses Lagrange multipliers, a well-known technique 
for maximizing (or minimizing) functions, and the free open-source mathematics software system 
Sage to compute the maximum (minimum) automatically. Moreover, Sage can be used interactively to 
work out the solution and to graphically interpret the results, which we find a valuable and practical 
approach in teaching such techniques to the undergraduate level. In this paper we carry out an 
exercise describing how these three interdisciplinary areas can work together. 

 
Key Words: Constrained optimization problems; Octave programming language; Lagrange 
multipliers method 
 
Introduction 
 Finding the extrema of a function subjected to some restriction is a well-studied problem in 
Mathematics with multiple, direct applications in Economics. For instance, it is plausible for a 
company to determine the amount of units of each product it must produce in order to maximizing its 
profits. Mathematical Analysis and Operational Research come into the rescue by providing tools for 
solving this kind of problems. Techniques like computing function derivatives or the Dantzig's 
Simplex algorithm [1] are the recurrent candidates, depending on the problem at hand (i.e., linear vs. 
non-linear problem). In this paper we stick to the methods provided by Mathematical Analysis, which 
are usually part of the undergraduate Calculus curricula. The novelty we propose is the using of 
mathematical software, in particular Sage, to interactively solve the problem and to help in visualizing 
the solution. We believe that using this approach is more appealing and enlightening for 
undergraduate students to grasp both the theoretical and the practical aspects of these methods. 

Sage [2] is a high-level, open-source programmable system targeted to symbolic computation 
(amongst other things). Unlike the programming languages Fortran, C, or Java, Sage positions itself at 
a much higher level of abstraction, providing an environment for finding the exact roots of systems of 
non-linear equations, compute matrix inverses, integrate and differentiate functions, or plotting 
solutions’ graph of a differential equation, to name a few of its features. We find that mastering such a 
tool (free of costs) can be of invaluable help, not just for the application we propose in this paper, but 
for many other subjects (e.g., Algebra, Statistics). 

We use a very simple example throughout the paper: 
A company wants to find its maximum production level that is modeled by the Cobb-
Douglas function [3] 

, 
where  represents the units of labor and  represents the units of capital. Each labor 
unit costs €150 and each capital unit costs €250. The total expenses for labor and 
capital cannot exceed €40 000.  

In this paper we recall how to solve this problem using the Lagrange multipliers [4, 5] and then 
illustrate how Sage becomes very handy in computing and illustrating how the method works. 
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The main text of the paper is organized as follows. The first section sets the mathematical 
grounds for the problem and recalls the application of the Lagrange multipliers method; the second 
section gives a brief introduction to Sage presenting the features needed for solving the running 
problem; finally, the third section illustrates the usage of Sage to solve, to visualize, and to understand 
the solution to the problem. 
Main Text 
Optimizing using Lagrange multipliers method 
 In general, a problem of finding the local maximum (resp. minimum) of a function  
subjected to some restriction equation  can be directly solved by using two systems of 
equations, one for and , another for its first derivatives, provided that both functions have 
continuous first derivatives. Then, inspecting the second derivative of both functions we can decide 
whether the critical points correspond to a local maximum or minimum. However, this approach is 
rather cumbersome.  

The Lagrange multipliers method presents a much more elegant solution and can easily be applied 
in this situation. The Lagrange function  (the Lagrangian) assumes the general form  

,            (1) 

 where  is a new variable, denoted the Lagrange multiplier. Briefly, if  is a 
maximum of function , there exists some  such that the triple  is a stationary point of 
the Lagrangian, i.e., a point where the first partial derivatives of  are zero. The multiplier  
represents the rate of change in  with respect to . The interested reader may refer to [4, 5] 
for further details on the Lagrange multipliers method. 

 For applying the Lagrange multipliers method to our running example, we start by 
determining the Lagrangian. The constraint in this problem comes from the fact that “The total 
expenses for labor and capital cannot exceed €40 000” that can be captured by the equation 𝑔(𝑥,𝑦) 
defined as follows 

150𝑥 + 250𝑦 = 40000 
 Then combining functions 𝑓 and 𝑔 as defined in (1), we get the Lagrangian 

Λ(𝑥, 𝑦, 𝜆) = 50𝑥3/4𝑦1/4 − 𝜆(150𝑥 + 250𝑦 − 40000) 
 To solve the problem we need to compute the partial derivatives of Λ, provided below 

𝜕Λ
𝜕𝑥

= −150𝜆 +
75𝑦

1
4

2𝑥
1
4

 

𝜕Λ
𝜕𝑦

= −250𝜆 +
25𝑥

3
4

2𝑥
3
4

 

𝜕Λ
𝜕𝜆

= −150𝑥 − 250𝑦 + 40000 
 and determine the stationary point of the Lagrangian by solving the system of non-linear 
equation formed by the partial derivatives (i.e., 𝜕Λ/𝜕𝑥 = 𝜕Λ/𝜕𝑦 = 𝜕Λ/𝜕𝜆 = 0) in order to 𝑥, 𝑦, and 
𝜆. Solution to the system is when 𝑥 = 200, 𝑦 = 40, and 𝜆 = 0.167185. The economical 
interpretation of the Lagrange multiplier is that it represents the percentage of each additional Euro 
spent on capital that will turn into production. For example, if an additional €10 000 were spent on 
capital, then it would be translated into 0.167185 ×  10 000 = 1671.85 additional units of 
production. If the problem has more than one constraint, then equation (1) needs to account for the 
additional restriction function and its multiplier. For a new constraint ℎ(𝑥, 𝑦) = 𝑑 equation (1) would 
be rewritten as  

Λ(𝑥,𝑦, 𝜆, 𝜇) = 𝑓(𝑥,𝑦) + 𝜆(𝑔(𝑥,𝑦) − 𝑐) + 𝜇(ℎ(𝑥, 𝑦) − 𝑑) 
Sage in a nutshell  
 Sage convers many areas of Mathematics, namely Algebra, Calculus, Combinatorics, 
Numerical mathematics, and Number Theory. It is available on Linux, Windows, and Mac OS X 
operating systems; it is simple to install and present a clean and intuitive environment, making it ideal 
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for interactive sessions. Its usage can range from a sophisticated calculator to an advanced computer 
algebra system. Sage is an open source alternative to, and rivals with, Magma [6], Maple [7], 
Mathematica [8], and MATLAB [9], commercial systems widely used in engineering, science, and 
economics. 
 We cover variable and function definitions in order to be able to illustrate some symbolic 
manipulations, in particular for computing partial derivatives, solving systems of equations, and 
plotting two and three dimension graphics. Symbolic variables are introduced using the var function. 
For instance, xVar = var (‘x’), introduces a symbolic name x and binds it to variable xVar, possibly 
creating xVar. Then, whenever xVar is used, it refers to the symbolic name x. We usual bind the 
symbolic name to a variable with the same name. The assignment, yVar = xVar, introduces a new 
variable yVar that is bound to the same symbolic name x. So, expression yVar + xVar evaluates to 2x.  
 A function is a binding of a name to an expression. (More advanced functions can be created 
using the Python language.) The function tripleSquare that computes the triple of the square of x can 
be defined as tripleSquare = 3 * xVar ^ 2. Expression tripleSquare (2) applies function tripleSquare 
to argument 2, yielding number 12.  
 A more interesting feature is plotting the graph of tripleSquare between 0 and 5. The task can 
be easily achieved using plot (tripleSquare, (x, 0, 5)). Many additional arguments may be supplied to 
function plot, like defining colors, graph title, various captions, but we omit such complexity in this 
paper. 
 Function differentiation and system solving finalize out brief tour on Sage. As for the former, 
we simply ask Sage tripleSquare.diff(xVar). This computes the derivative of tripleSquare in order to 
xVar (symbolic name x), yielding the expected result 6x. The latter is a bit more involved; Function 
solve accepts as its first argument an equation to be solved. For instance, let us find when tripleSquare 
is zero; Expression solve (tripleSquare == 0, xVar) will do the trick and solve yields x = 0. There are 
two things to notice: the usage of == (double equal sign) to define an equation; the second argument 
of solve (xVar) indicates the variable in order to which the equation must be solved. In order to solve 
systems of equations, the first argument is a list of functions. Lists are comma-separated sequences of 
items (in this case of equations) enclosed in square brackets. The following example is self-
explanatory. 

solve([x + y == 6, x – y == 4], x, y), yielding x = 5 and y = 1 
Applying Sage to solve the problem using the Lagrange multipliers method 
 Figure 1 shows an excerpt of a Sage interactive session for addressing the running example. 
First we introduce three symbolic names x, y, l and bind them to three variables of the same name. 
Thereafter, we functions f and g. Notice that we define a function for the constraint, not an equation. 
This way is easier for dealing with g later in the session. However, we can rewrite equation g(x,y) == 
40 000 in order to y easily using the solve function. Now we are ready to define the Lagrangian L, 
which is straightforwardly written using f and g. This line ends with ; L. It is just a form of asking 
Sage to print the expression in a more convenient and standard notation. The three partial derivatives 
are obtained from expression L, asking Sage to derive according to some expression variable. In the 
present case, for instance, L.diff(y), computes 𝜕𝐿/𝜕𝑦. Determining the stationary point results from 
the direct application of the solve function. We provide the three equations involving the partial 
derivatives and ask for the system to be solved in order to x, y, and l. The expecting result appears 
clean and easy on the screen. The computation could be further condensed and written in a function 
that just receives L and returns the result. To additionally explore Sage we could plot graphs for the 
functions in order to better understand and visualize even the mathematical concepts underneath the, 
sometimes, not well understood notions of partial derivative, system solving, etc.  
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  Figure 1: Sage interactive session to solve the running problem 

  
We present in Figure 2 a picture that, we believe, illustrates the solution to the problem. The 

figure is composed of four graphs: in green there is function f; function g is depicted in red; in blue 
there is a plane marking the €40 000 restricting; and, finally, there is a black circle spotting the 
maximum. Notice that the mark is in the surface of f, and in the plane that is perpendicular to the blue 
plane and that passes in the intersection between the red and the blue planes. More graphs could be 
plotted to investigate the solution, but we leave it to the interested reader. For that reason we decided 
to include (top of Figure 2) the source code for producing and depicted the graph we present, so the 
reader can further explore the tool. 
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Figure 2: Graph interpreting the solution to the running example 

 
Conclusion 
 We conducted a small experiment to illustrate the use of a tool, notably Sage, to aid in solving 
a maximization problem using Lagrange multipliers method. It happens that the problem comes from 
yet a third area of knowledge and that the mathematical solution can be interpreted using terms from 
that application domain: Economics. These interdisciplinary quests happen to be important for all the 
involved areas, since Economics benefits from the tools, both theoretical and practical, that have been 
researched over the years in Mathematics and Computer Science. On the other hand, Mathematics 
also benefic from this joint venture, since it gets inspiration in real world problems and then can try to 
come up with problem drove solutions. Computer Science benefits as well: first there is the 
opportunity for researching these computed aided systems that tackle all sorts of things automatically; 
moreover, there is the opportunity to disseminate software by different areas and get actual users 
performing complex tasks with the tools. Often, and unfortunately, the end users discover most of the 
bugs, performance issues, etc.  

 It is our conviction that this kind of tools should be used when teaching undergraduate and 
graduate courses, since mastering them constitutes a real benefit for expert end users. 
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Abstract: 

This works deals with the teaching and learning of mathematics in Moroccan universities. Our 
Goal is to better understand difficulties encountered by students, with math, and to study in which 
measure the integration of new technologies of information and communication may help them 
overcome these difficulties, by favoring interactions between representation by ICT and classical 
representation of the concerned course. On the basis of the instrumental approach of computers in 
teaching, we start from the hypothesis that succeeding to this type of mathematical tasks requires, 
beyond knowing adequate commands and their syntax, learning specific instrumented techniques, in a 
context taken in charge by the institution. In our thesis, a technique to represent called 3D technology 
occupies a central part, as a means to reduce the distance between the knowledge teachable and the 
knowledge to be taught. 
The works includes an institutional analysis (ecological analysis of university curriculum) about the 
teaching of mathematics and the use of 3D technology, as well as two experiments, without and with 
the other. 

 
Key Words: Mathematics, Information Technology and Communication ICT, 3D technology 
 
Introduction 

Our interest in this work is part of our experience as a student at the “University Abdelmalek 
Essaadi, Faculty of Tetouan” Morocco. Indeed, in our discussions with both teachers and students, we 
have made the empirical observation of many difficulties of teaching and learning mathematics. These 
difficulties affect first the students, who are struggling to capture mathematical concepts given to 
them and especially to visualize it in space. In addition, teachers are often helpless Faced with these 
difficulties and obstacles of their students and do not see too how to act. The intention to solve these 
problems is the idea of integrating the new technologies of information and communication in 
education. 
 Here, for example, an excerpt from an interview we had with Mr. Benslimane, professor of 
mathematics at the Faculty of Tetouan, which pretty much sums up, in our view, the difficulties 
encountered: 
  “Even if the student knows the theory, how can he manipulate it to solve more complex 
problems. He needs to know how the base past the abstract to the concrete. Much will depend on the 
viewing space of mathematical objects. This passage is very complicated, either the student has a 
visualization of the problem, or is very difficult to do. In general, the student should have this ability. 
But unfortunately it did not, because currently teaching mathematics does not follow a certain 
pedagogy. So there is this difficulty” 
 It seems that many points mentioned in this quotation require clarification or comments. For 
example, when the teacher talks about the transition from the abstract to the concrete, this phase of 
work is based primarily on a "view space", he stresses that this is the point that raises the most 
difficulties for students. What is "viewing space"? Does it appeal only theoretical tools? If yes, which 
ones? 
 In fact, the teacher speaks of "visualization of the problem" and "vision in space." The two 
expressions do they cover all the same (or more) didactic reality (s)? Which one? Putting themselves 
in the mathematical corpus commonly called Analytic Geometry of Space (AGS) is it the ability to 
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relate reality (the theory) and imagination? And more generally it is constantly able to make 
interpretations in the space of mathematical objects involved? This "ability" is it just a gift to "see" in 
space? Or correspond to knowledge and know-how to identify it is better to control it? 
 Answering these questions requires of course looking further into the study of mathematics 
degree program to better identify mathematics gaps involved and the roles of theory and interpretation 
in space. 
 At another point in the interview we had with Mr. Benslimane, he attributed that using the 
new technologies of information and communication can facilitated the transition from the abstract to 
the concrete in mathematics. This point deserves our attention. What ICT can bring to the teaching of 
mathematics, how can we integrate them effectively in this teaching, teaching in what way? 
 According to Y. Chevallard: 
  “An object (eg, a mathematical object) is an emerging system of practices which are handled 
material objects that are cut in different semiotic registers: register oral, spoken words or phrases, 
register sign language field scription of, what is written or drawn (graphics, formalisms, calculation, 
etc..), that is to say, register writes. (1991, page 110).” 
 Our own teaching experience has led us to hypothesize that technological tools, including 
ICT, may be denied assistance in mathematics education, reducing the distance between the 
knowledge teachable and the knowledge to be taught. 
 In addition, several education institutions today introduced software to try to better manage 
mathematical objects that pose difficulties for students. For example, the Maple software, which helps 
calculate multiple integrals. 
 In the light of the first questions we already tightened our object of study by focusing on: 
 The transition from the abstract to the concrete in mathematics using new information 
technologies and communication. More specifically, the 3D technology. 
 This study motivated by the acknowledged difficulties of students and teachers is also 
justified by the need to assess the various initiatives implemented in recent years in Morocco and 
supported by the Ministry of National Education of Morocco. 
Theoretical framework 
 We will build on approaches to the representation of mathematical objects. We will thus refer 
to the concept of registers of semiotic representation introduced by Duval in teaching (1993). This 
approach seems interesting because it will allow us to decontextualized and contextualized 
mathematical object. However, this approach alone is not sufficient to effectively study the issues that 
arise in the context of our research, since the institutional dimension is essential. We find, in this 
regard, support in the anthropological approach to teaching (TAD) developed by Chevallard (1999). 
Based on the use of ICT, our theoretical foundations will finally allow us to take into account the 
instrumental dimension of learning media environments. In this way, we build on the work of 
researchers in cognitive ergonomics, learning about the use of technological tools and in particular, 
the theory proposed by Verillon instrumentation & Rabardel (1995). We conclude with the 
presentation of the research questions we ask in the context of these frameworks and methodological 
and theoretical choices that we made. 
The theory of instrumentation 
 To better understand the role of ICT in the teaching of mathematics, we use the theory of 
instrumentation. This theory, following the work in cognitive ergonomics concerns the use of learning 
technologies. We refer in particular to the theoretical framework developed by Rabardel (1995). 
 In recent years, many educational researchers have focused their attention on this theoretical 
perspective: Guin & Trouche (1999), Artigue (1997), Artigue (2002), Lagrange (2000), Guin & 
Trouche & Ruthven (2005 ) Haspekian (2005), BuenoRavel & Gueudet (2009), Drijvers (2000), 
Trouche (2000) ... etc. 
 This emphasizes that: 
  “Recent works in cognitive ergonomics provide theoretical tools for understanding the 
process of ownership calculator’s complex. Rabardel (1995), with regard to education in general and 
education in particular, offers a new approach, which essentially distinguishes technical tool 
(artifact), which is given to the subject, and instrument, which is constructed by the subject. The 
construction or instrumental genesis is a complex process due to the characteristics of the artifact (its 
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potential and its limitations), and the activity of the subject, knowledge and work habits earlier (Op. 
cit. 195).” 
 The instrument is not "given", it was built by the subject during a process of instrumental 
genesis. In this sense, Drijvers emphasizes that: 
  “The starting point of the theory is the idea that instrumentation tool is not automatically an 
effective and practical. A hammer, for example, an object is meaningless, except that when you have 
something to pound, it is transformed into a useful tool. This idea also applies to other objects, or 
computer software. The learning process in which an artifact is gradually becoming an instrument is 
called instrumental genesis. The user must develop skills to first recognize the tasks for which the 
instrument is suitable for and then perform in the environment of the instrument (Op. cit. 218).” 
 
 
 
 
 
 
                                                        Instrumentation 
                                                      
                                                      Instrumentalisation 
 
 
 
 
 
 
 

Instrumental genesis (Trouche, 2004) 

The integration of technology in mathematical activity led to the construction of patterns of 
use, more responsive and less and less effective. According Rabardel schemata are multifunctional. 
Brought into play in specific situations, they help to: 

            Understanding them (their epistemic function) 
            Acting, transform, solve (this is their pragmatic function) 
            Organize and control the action (this is their heuristic function) 
 It will be important for our work to characterize specific practices in mathematics education, 
and the use of 3D technology in the institution (University Abdelmalek Essaadi, Faculty of Sciences). 
We find support in the anthropological approach to teaching developed by Chevallard (1992) that we 
present below. 
  “The anthropological approach helps us think about the technical and instrumental 
dimension of mathematical work, which in didactic analyzes is often left in the background in favor of 
more conceptual analysis. (Ibid., p. 9).” 
The anthropological didactic approach  
 The approach developed by Chevallard (1992) is an extension of the theory of didactic 
transposition. It considers mathematical objects, not as existing in itself, but as entities that emerge 
from practices in systems and institutions. These systems are praxeologies or described in terms of 
tasks in which the object is invested technologies can solve them, and through which discourse is used 
to explain and justify the technology. These can be viewed from the instrumental point of view (as 
explained Lagrange (2000, p. 169)). 
 According Chevallard, science education, like all teaching, is in the field of social 
anthropology, that is to say, the study of man. Similarly there exists a religious anthropology or 
political anthropology, whose objects of study are respectively the religious or political Chevallard 
(1992) proposes to develop a didactic anthropology whose object of study is the learning to study, for 
example, the student with the problem mathematically. 

An artifact 
These constraints 
These possibilities 

An instrument to achieve a type of stain 

A portion of the artifact + schemes 

Topic 
Knowledge 
These ways of working 
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 As emphasized Chevallard mathematical knowledge as a special form of knowledge is the 
result of human action institution: it is something that occurs, is used, taught, or more generally, 
transposes institutions. 
 Chevallard proposes the notion of organization or praxeological praxeology (as the key 
concept) to examine institutional practices relating to an object of knowledge and in particular social 
practices in mathematics. He proposes to distinguish praxeologies that can be built in a class where 
we study this subject, analyzing how can build the study of this object, and allow the description and 
study conditions achievement. The praxeologies are described in terms of: 
The notion of semiotic register of representation 
 In mathematics, the objects are only accessible through their representations. By Duval 
(1993): 
 
 
 
 
 
 

“There is a paradox cognitive mathematical thinking: on the one hand, the understanding of 
mathematical objects can only be a conceptual understanding and, secondly, it is only by means of a 
semiotic representations activity of mathematical objects is possible. This paradox can be a real 
learning circle. (Op. cit. 38).” 
 Semiotic representation is a representation constructed from the mobilization of a system of 
signs. Its meaning is determined partly by the form in the semiotic system, on the other hand, the 
reference to the object represented. Geometric figures, a statement in language, an algebraic formula, 
a graph, are semiotic representations that are different semiotic systems. Treatments mathematical 
objects depend therefore opportunities representations themselves. 
 Duval (1995) explains the concept of semiotic register of representation as follows: 
  “Semiotic systems are capable of performing the three cognitive activities inherent in any 
representation. First, create a trace or sets perceptible traces that are identifiable as a representation 
of something in a given system. Then transform representations only by rules specific to the system in 
order to obtain other representations may constitute a relationship of knowledge in relation to the 
initial representations. Finally, convert the representations produced in a system of representation of 
another system, so that they allow explaining other meanings for what is represented. All semiotic 
systems do not allow these three fundamental cognitive activities ... But natural languages, symbolic 
languages, graphs, geometric figures, etc. The permit. We speak then register semiotic representation. 
(Op. cit. 20).”1 

Duval thus distinguishes three cognitive activities related registers of semiotic representation: 
  The formation of a semiotic representation - using a (several) sign (s) to update or replace 
the target object. It is based on the application of compliance rules ¹ and the selection of a number of 
characters from the content preview. For example: composition of a text, drawing a geometric figure, 
drawing a diagram, writes a formula. 
  Treatment of representation - is the transformation of the representation in the registry 
even when it was formed. Treatment is an internal transformation to a register. For example, the 
calculation is a form of symbolic writing specific processing (numerical, algebraic calculus, integral 
calculus ...). 
  The conversion of representation - is the transformation of this representation to a 
representation of another register. For example: Translation is the conversion of a linguistic 
representation in a given language in a linguistic representation of another language. 

                                                           
1 Rules to be observed in the formation of a semiotic representation, such as grammar for natural language 
training rules in a formal system design constraints for the figures ... The formation of these rules is to ensure, 
first , the conditions of identification and recognition of the representation and, second, the possibility of their 
use for treatment. (Duval, 1993, p. 41). 
 

1. (Type de) Tâches  
2. (Type de) Techniques  

3. Technologie 
4. Théorie 
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 The translation should not be confused with two activities, however, are nearby coding and 
interpretation. Interpretation requires a change of framework or context. This change does not involve 
a registry change but often mobilizes analogies. 
 "Coding" is the "transcription" of a representation in another semiotic system that it is given. 
 The conversion is therefore of particular importance. However, it is generally neglected in the 
teaching of mathematics, while, as noted Duval one of the essential conditions for the conceptual 
understanding of mathematical objects is available for the same purpose, several semiotic 
representations. The choice of an appropriate register of representation can facilitate processing 
(transformations of representations within a register). 
Research Questions 
 As we already mentioned, our research focuses on the teaching and learning of mathematics 
in higher education and in particular to reduce the cognitive effort of mathematics. We will study the 
"object of knowledge", the tasks proposed to students, available technologies to solve their 
justifications and technological-theoretical depend on a set of data relating to the institution in which 
teaching takes place. In addition, analysis of the ecology of a mathematical object in an institution 
understands its meaning for this institution is to identify the organization mathematical object is in. 
Thus, we propose to study, in the context the TAD, the mathematical organization. This study should 
allow us to answer the first research question: 
 Q1. What is the mathematical organization in Moroccan universities? 
 Praxeological concepts of organization and reporting institutional offer, from an ecological 
study of the academic program, the tools to find answers to such questions. This question must be 
supplemented by other, more in relation to ICT (and more specifically 3D technology). Indeed, the 
academic program introduces the use of ICT in teaching and contemporary in particular 3D 
technology. As Lagrange points (2000, p.41) 
  “For techniques [instrumented] are meaningful, it should build praxeologies in which these 
techniques could be inserted and take a mathematical meaning.” 
 Take into account the role of ICTs, including 3D technology in the university raises the 
following questions: 
 Q2. What is the academic report instrument to 3D technology at this university?  
 Q3. What constraints they impose the university, what conditions do they provide to the 
teaching of mathematics with 3D? 
 Analysis of 3D technology will allow us to better understand how this tool can reduce the 
cognitive effort of mathematics. We will try to press the three frames with the ostensive aspects and 
non-ostensive mathematical objects, their semiotics, and the instrumental aspects around these objects 
play important roles. This study will allow us also to identify potentialities, constraints on the actions 
and changes desired by the user 3D mathematical objects. To the analysis of these constraints, we will 
take into account the type considered by Trouche (2000). The following questions arise in the context 
of cognitive instruments: 
 Q4. What tools are available in the environment publicized 3D technology on: analytic 
geometry in space (GAE)2? 
 Q5. How through the use of these tools are changed techniques solving certain tasks? 
Conclusion  
 Our work is the first investigation in a virgin field of education research. Level of education, 
very specific mathematical content and the use of 3D technology are all factors that have asked us to 
be innovative. It is a first draft that can be used especially for teachers Moroccans. We hope to have 
shown to accurately and varied work needed on the development of technology to reduce the distance 
between scholarly knowledge and expertise teachable. Our experiments show the potential of this 
technology. it will also show that you cannot just rely on this technology and process instrumentation 
must include the issue of transition from the abstract to the concrete in a more global manner by using 
certainly more explicit knowledge students. 
 
 
                                                           
2 Both on the analytical representation and graphics or by functions of two variables, either by parametric 
equations. 
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Abstract: 
             The renewable energy became an essential demand for today’s world life for all its 
importance in decreasing pollution and keeping our environment clean. The solar car is a step in 
saving our environment and energy resources. New project (supported from King Abdulaziz & his 
Companions Foundation for the Gifted and Technical & Vocational Training Corporation, KSA) is 
targeted to build a solar electric vehicle. The project was designed for talented students in the field of 
Vehicles & Engine Technology in Saudi Arabia. We initiated a program for one month duration, 
which includes different activities in designing, soldering, suspension, steering, electric motors, solar 
cells and batteries. The aim of this program is to prepare the students to cooperate as a team in 
achieving the production of the solar electric vehicle. 
Starting from a very cheap desert buggy, the new solar vehicle is assembled in innovative manner 
with used material and component. The solar vehicle is assembled in the workshop of Riyadh College 
of Technology. The solar vehicle is successfully assembled, operated, tested and ran as fast as 50 
km/hr for 3 hours with fully charged batteries. The solar panels will continue charging the batteries. 
On the other hand, the batteries can also be charged using regular 220 AC Volt. The solar cells 
extends the running distance by about 40% 

 
Key Words: Renewable Energy, Solar Electric Vehicle 
 
Introduction 
 As petrol price is rising day after day to a distinguished limit, acquiring a fuel vehicle become 
costly for everyone, meanwhile the vehicles using gasoline fuel is contributing by a high percentage 
in environment pollution and a bad effect on the global warming. Most of vehicles’ manufacturers are 
doing their best for producing vehicles which can use different renewable energy sources. In this 
direction, we have done a contribution by achieving a solar electric vehicle in which we combined 
solar cells as auxiliary electric source with direct AC source as the main electric source.  The AC 
electric source is used for charging the battery set using charger. The solar panels are covering the 
vehicle body to help in charging the batteries and to extend the running distance traveled by the 
vehicle.  
Photovoltaic panels: efficiency and cost 
 The conversion process from light into DC electricity is based on the Bell Laboratories’ 
researches in the 50’s, where the principle discovered by Alexander-Edmond Becquerel (1820-1891) 
was applied for the first time (Gianfranco, 2010). The diffusion of using semiconductor technology 
has been growing exponentially in recent years (figure 1 and figure 2), due to the pressing need for 
renewable and carbon free energy (REN21, 2009). 
 The amount of solar energy is impressive: the 89 peta Watt of sunlight reaching the Earth's 
surface is almost 6,000 times more than the 15 tera Watt of average electrical power consumed by 
humans (Smil, 2006).  
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Fig. 1: Trends for cost of photovoltaic modules     Fig. 2: Solar PV, world capacity 1995-2008 

 
Solar Electric Vehicle Project 
 The program started with selection of 40 students out of 400 and then the program schedule 
was distributed among students. The executive team started to prepare for the vehicle whole scenario 
from start to end. The process started by buying a desert buggy. The problem that faced us was how to 
transform this very heavy machine to a car that can run by solar and direct electric power. A road map 
for work schedule is designed according to the availability of materials and according to the following 
key parts when designing a solar electric vehicle 
1. Chassis, suspension and steering: how to build the frame of the car 
2. Electrical System: how the solar panels will be assembled, batteries and motor work 
3. Wheels, Axles and brakes: how to make wheels turn and how can you stop it 
4. Transmission: how to transfer power from the motor to the wheels 
5. Body Shell (profile): how the shell effects car performance 

Design 
 The first step on the design was to get rid of the heavy wheels, and draw a complete design 
putting into consideration, the weight of the vehicle, the batteries location, the electric motor, the 
control unit, the charger, the electric wires, the solar panels and finally the final profile as illustrated 
in figure 3 and figure 4. 
Chassis 
 The chassis constitutes a major problem for all its heavy metal construction, its narrow front 
and its small availability space to place the batteries, charger and controller. For this reason maximum 
cut of metal construction has been done keeping in mind that the new modification will not affect the 
safety of the final construction as shown in figure 5. 
Suspension 

Small modifications were done on the existing suspension as shown in figure 5. 
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Fig. 3: Design plan                                        Fig. 4: Detailed design plan 
 

 
Fig. 5: Chassis, front and rear suspension 

 
Steering 

Rack and pinion were used instead of the existing steering to allow more steering control as 
shown in figures 6 and figure 7. 
Electrical System 

As shown in figure 8, the electrical system includes the following parts: Electric motor, 
batteries, Charger, Control unit, electric cables, and electric switches for start and stop, accelerator 
pedal connection and the solar panels. 
Electric Motor 

A DC electric motor of 3.6 kW and 48 volt is used. The power delivered to the load from the 
electric motor was sufficient to drive the vehicle with a reasonable traction and speed as shown in 
figure 9. 

 

 
Fig. 6: Steering                                                  Fig. 7: Rack and pinion 
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Fig. 8: Electric circuit connection system for the vehicle 

 

        
 

Fig. 9: Electric motor installation and aligning    Fig. 10: Batteries connection and installation 
 

Batteries 
To drive the motor of 48 Volt it needed 6 lead acid batteries with 8 volt each with capacity 

180Ahr.  The size of each battery and the weight was reasonable as shown in figure 10. When being 
completely empty, the batteries need 7 hours to be fully charged.  
Control unit 

A solid state control unit is used to control the electric motor speed & direction as shown in 
figure 11. Reversing and front driving will happen through the control unit as most DC gear motors 
are normally very easy to reverse; simply changing the polarity of the DC input will reverse the 
direction of the drive shaft. This changeover process can be achieved via a simple changeover switch.  
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Fig. 11: Control Unit     Fig. 12: Charger unit 
 

Electric Charging 
To recharge the batteries, a portable electric charger is used as shown in figure12. The charger 

specifications are as follows: 
       Input: AC230V 50/60 Hz 1.8KVA 8.2A; Output: DC 48V/25A; Characteristic: WSAVDE 0510 
T1-3058T1-1; Protection mode: IP21.c1.1; Load: Battery working; Battery: 24 pb element/cells; 
Capacity: 150-210 Ah 

The regulator is shown in figure 13 
 

.  
            Fig. 13: Regulator unit 
 

Electric switches, front, rear lights and horn 
Figure 14 shows a set of electric switches that used to start, stop, reverse direction, lighting, 

horning, etc. Others were used to accelerate and slowing the speed. Figure 15 shows the real design of 
the electrical circuit. 

 

          
Fig. 14:  A set of cables and wires               Fig. (15) Brake, front, rear bulbs, and horn   

                               wire connection 
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Brake system 
A disk brake type is mounted on the rear axle as shown in figure 16. A hand brake beside the 

driver’s chair is installed as shown in figure 17. 
 

 
Fig. 16: Brake position in the vehicle                           Fig. 17: Hand brake installation 

 
Photovoltaic Panels  

A Photovoltaic (PV) panel is an alternative name for solar panel. It consists of so many PV cells 
wired in parallel and in series. The parallel arrangement is utilized in increasing the current whereas 
the series arrangement is utilized in producing higher voltage. The front surface module is covered 
with tempered glass. The back surface is covered with a protective and waterproof material. An 
aluminum frame holds everything together in one unit. In the back of the module there are wire leads, 
to provide electrical connections. 

Twelve solar panels each with 40 W were used as shown in figure 18 and 19. The solar panels 
covered the front, ceiling and the back of the vehicle. The solar panels alone were not sufficient to 
charge the batteries but it helped in decreasing the charging period, in addition it extended the running 
distance by about 40% (during sunlight period).  

       
Fig. 18: Solar panel test                                            Fig. 19: Final Product 

 
Profile and vehicle design specification 

The profile of the vehicle is used as a support for the solar plates. After installation of the 
electric components, the batteries and the solar panels, aluminum sheets are cut and shaped according 
to the chassis and then it is assembled to the car as shown in figure 19. 
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Fig. 20 Team Work 

Vehicle Specifications 
• Length: 3090 mm 
• Width: 182 mm 
• Front Width: 1200 mm 
• Rear Width: 1240 mm 
• Base wheel Width: 970 mm 
• Electrical motor: DC motor wound shunt, 3.6 KW, 48 V 
• Control Unit: URTIC PMC MODEL 1244 MULTI MODE MOTOR       CONTROLLER 

(48V) 
• Batteries: 6x8V 
• Maximum Speed 50 km/hr. 
• Period: 3 hrs. 

Conclusion 
 It’s important to shift our energy usage into renewable and clean one. This conversion has 
significant positive economic and environmental effects.  In this paper, the utilization of solar power 
in vehicle application was implemented. The selection of the appropriate components for the 
application was studied and assembled together to complete the system. The profile of the vehicle is 
designed such that the solar modules can be fitted on its surface. 
 According to the application (converting beach buggy into solar vehicle), the method of the 
power transmission to the rear axle must be changed. A rear axle with differential is used so that we 
can increase the speed. The assembled vehicle runs as fast as 50 km/hr for about 3 continuous hours. 
The solar panels extend this period by another 40%. 
 With further modification of the profile design and the method of fitting the solar module, we 
can increase our power generation from the sun.  
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Abstract: 
           A new approach to information recording in distributed media based on the forced wave 
excitation involved by temperature fluctuations was proposed. The scheme of the device providing the 
implementation of the proposed approach is considered. 

 
Key Words: Waves, nonequilibrium systems, phase transition, stimuli-sensitive polymer 
 
Introduction 

The problem of recording of information in nanostructures remains one of the important issues 
for nanotechnology in general [1]. To solve this, a variety of approaches are offered, which are 
reviewed in [2]. Unfortunately, none of them has been able to find a practical implementation on an 
economically feasible level. This makes it relevant to the development of the simplified scheme for 
recording information in nanostructures.   

In general theoretical positions, in order to work with nanowildscale elements, it is appropriate 
to use different kinds of self-organization processes. In particular, by focusing waves of appropriate 
scale to a certain point in space, you can realize local changes in environmental conditions. Such issue 
makes it relevant to the solution of recording information problem in distributed media of different 
nature, based on the use of waves, spontaneously arising in this media. 
         This paper describes the use of a recently discovered type of waves [3] (Suleimenov-Mun waves 
[4,5]) for the purpose of recording information in distributed environments. The Suleimenov-Mun 
waves can be defined as fluctuations, developing in a nanoequilibrium medium near the phase 
transition. As shown in [3], such waves appear due to the time delay between the moment of reaching 
a critical temperature (or another critical parameter) and the actual moment of the phase transition. 
Due to the fact that the phase transition in solutions of stimuli-responsive polymers can be initiated by 
various external influences, there may exist various types of the considered waves. 
Experimental 

The example of experimental results [6], confirming the theoretical predictions in[3], are shown 
in Figure 1. 2% solution of copolymer NIPAA:AA 90:10 at pH 6-7 in the temperature range from 26 
to 40 0C was investigated. Selected polymer has a phase transition temperature of about 32 0C, at 
which there is an abrupt turbidity. This allows to measure the content of macromolecules, passed into 
the partially soluble form by turbedimetry (measuring the intensity of light passing through the 
solution). In particular, it is possible to investigate the variation in the number of these 
macromolecules by measuring the optical density fluctuations.     
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The relative intensity of the light transmitted through the solution vs. time was recorded, the 
time resolution of the equipment was 1 ms, the unit assumed the value corresponding to the intensity 
of the light transmitted through the cuvette at the initial time.   

The solution was placed in a rectangular cuvette with the optically transparent walls cooled by 
external water jacket. The wire element located inside the cuvette provides heating of the solution to 
the desired temperature. Figure 1 shows that the state of the thermosensitive polymer solution near the 
phase transition is characterized by fluctuations in the optical density, which have a regular (periodic) 
character.  
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
Figure 1 – Dependence of the relative radiation intensity passing through the cuvette vs. time; Т = 38 0С [6]. 
 

Results and discussion 
Qualitatively, the appearance of these fluctuations can be interpreted, starting from the 

assumption concerning the final rate of the phase transition. This assumption, in particular, means that 
there is a time delay between the moment of heating the local area within the polymer solution to the 
temperature Tph and the time when molecules in this field changes its state. 

This assumption seems more than justified, since the phase transition is accompanied by a 
change in size of the macromolecular coil. At temperatures below the Tph the hydrophilic-hydrophobic 
balance is shifted towards hydrophilic interactions. It corresponds to the expressed interaction of 
macromolecule links with molecules of solvent. This, in particular, means that the macromolecular 
coils are in the swollen state in these conditions.     

On the contrary, the hydrophilic-hydrophobic balance is shifted to the direction of 
strengthening the hydrophobic interactions by increasing the temperature Tph. As a result, 
macromolecules partially lose their solubility and coils formed by them are compact. The transition 
from one state to another, at least requires sufficient time for diffusion (or directed movement) of 
macromolecule segments originally located on the periphery of the coil to its core. This shows a non-
zero amount of time elapsed during the phase transition.   

Similar conclusions can be obtained by examining the process of displacement of water from 
the coil when it is compressed. In this case, the parameter τ can be estimated as the time required for 
the outflow of the amount of water through the substance of the polymer. 

We show that this assumption is sufficient to explain the occurrence of the predicted 
fluctuations in type observed in the work [3].   

Let suppose that initially the temperature of solution was below Tph. Assume that the solution is 
heated by some source of heat (in the simplest case, this may be a resistor immersed in solution). 
After turning on the heat source the solution will be heated and at a certain point in time the 
temperature rises to Tph. However, due to the finite speed of such phase transition, as it will be 
demonstrated later, the solution is heated to a temperature above Tph. 

Further, the phase transition will cause some cooling of the solution, due to energy loss 
associated with overcoming the corresponding potential barrier. Provided that power level of the heat 
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source is close to the threshold value the cycle will be repeated again. The oscillation amplitude of a 
purely thermal character is small, but it can be significantly increased by directly heating the solution 
with electric current. It was theoretically described in [3]. 
Application 

This type of waves can be used to record information in the media, where the phase transition 
occurs. The scheme realizing this approach is demonstrated in Figure 2. 

The two-dimensional wave is used to record information, focusing through at some point. The 
amplitude exceeds the critical value in the area of focus, corresponding to stable phase transition 
while in the remaining sections of the medium amplitude has a value below the critical threshold.   

 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure 2.Scheme of a convergent cylindrical wave realization for recording information in a distributed 
environment. 

Conclusion 
 The waves in Figure 2 are excited by the discrete sources of vibrations. For Suleimenov-Mun 
thermal waves conventional heating elements can be used. The synthesis of a required configuration 
of the wave is provided by the selection of phase delays between sinusoidal voltages applied to the 
individual elements. The record of information is implemented by irreversible changes in the 
environment, that are caused by the temperature (or other control parameter) exceeding a critical 
threshold.   

 
Figure 3. Using a grid made up of heating elements for the stabilization wave focusing, 1 – heating elements, 2 

– medium, in which information is recorded, 3 – cuvette with a solution. 
 

However, waves of this type have sufficiently complicated dispersion law [3,6]. Therefore, it 
is appropriate to use a three-dimension structure, shown schematically in Figure 3,for their excitation . 
The periodic arrangements of heating elements in this case allow for a stabilization of the waves used 
by a spatial period and, thus, to eliminate errors associated with instability of the dispersion of 
Suleimenov-Mun waves. The environment, in which information is recorded, is located directly below 
the grid formed from the heating elements. This medium can be made of, for instance, a temperature-
sensitive hydrogel, which has the phase transition temperature of the solution used.   

In this paper, a model structure was implemented, based on three layers each of which is a 
diode-resistive matrix (Figure 4). 
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record of information 

Discrete sources of 
vibration 
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Figure 4. The scheme of the diode-resistor matrix for the stabilization system of a Suleimenov-Mun wave excitation 

 
The use of SMD component provides a type of medium heating that can be described as 

“dotted”. The diodes are used to prevent the appearance of parasitic reverse currents. The control 
circuit is a controller on the chip ATMEGA8-16P. 
Conclusion 

The test experiments have shown that this type of a grid really provides a resonant excitation of 
waves of this type, and can stabilize the spatial period of the wave, whose amplitude reaches 20 – 
30% based on a modulation of the optical density of medium. Thus, the initial experiments conducted 
in this study show that there is a possibility of focusing waves spontaneously arising in a liquid-phase 
systems.  
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Abstract: 
 This work is to investigate the behaviour of SF6-N2 mixtures that can be considered as a 
potential substitute of pure SF6. The inception voltages have been determined from the measurements 
of the current-voltage characteristics for both polarities under high pressures and with highly 
inhomogeneous fields. The results show that the onset voltages increase with the increase of the gas 
pressure and the values of positive polarity are higher to those obtained with negative polarity.  

 
Key Words: Inception voltages, corona discharge, sulphur-hexafluoride 
 
Introduction 
 Sulphur-hexafluoride SF6 has found a wide range of applications due to its superior insulating 
properties and chemical stability. As the size of the high voltage equipments increases the cost of 
insulating gas becomes appreciably high. The quantity of SF6 released in atmosphere is therefore 
rising. Due to its ability to absorb and reemit IR make it a potent greenhouse gas [1-2]. With its high 
lifetime (more than 2000 years), it accumulates in the atmosphere and contribute to the global 
warming of the atmosphere, therefore SF6 will be severely controlled in the next years. The by-
products issued from decomposition of SF6 exposed to electric discharges may be dangerous to the 
equipments (corrosion) and to the personnel (poisoning) [3]. These factors have stimulated the 
research of a replacement gas with little environmental impact. The most promising alternative is the 
use of gas mixtures of SF6 with inexpensive common gases such as nitrogen (N2). SF6-N2 gas 
mixtures have good dielectric strength, are non-toxic, non-flammable and they have a high arc 
quenching capacity with a good self healing ability. The purpose of this paper is to provide and 
discuss the measurements of the onset corona discharge voltages in SF6-N2 gas mixtures at higher 
pressure ranging from 3 to 15 bars and with different percentage of SF6. The onset voltages were 
determined from the measurements of the current-voltage curves in both negative and positive 
polarities. A tip-plane configuration was used with the tip radius of few micro-meters and the gap 
between the electrodes is lower than 10 mm. Most of the data available deals with the breakdown 
voltages rather than the threshold voltage of corona discharge. 
Experimental set-up 
 Experiments were made in a stainless-steel cell of 50 cc equipped with two quartz windows as 
shown in figure 1. Electrodes in a tip-to-plane configuration were mounted inside the cell. The tip 
electrode of few micrometers is made of tungsten and, is prepared by electrolyse technique, steel tips 
are also used. The gap between the electrodes varies from 5 to nearly 10 mm. The tip electrode is 
connected to the high D.C. voltage up to 60 kV. The stainless steel plane electrode with a radius of 12 
mm is connected to a galvanometer which measures currents down to some microamperes. Before the 
cell was filled with the gas, pumping was undertaken pushing the vacuum down to nearly 3.10-2 Pa. 
The gas was introduced in the cell without prior purification. The SF6 used in these experiments is 
delivered with a purity of 99.97%. The measurements were made for pressures ranging from 3 bars to 
15 bars. A partial pressure method is used to mix the gases in the cell. SF6 was first introduced 
followed by   nitrogen. It is supposed that SF6 and N2 do mix quite well. The current was measured 
when the voltage varies upwards and downwards and after each set of measurements a resting time is 
observed to allow the mixture to settle down. The tip electrode is regularly changed in order to limit 
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the radius variation due to the deposit of fluorine and sulphur. Analysis of used tips by electronic 
microscopy has been carried out. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1, experimental set-up. 
 

Results and discussion 
 The current-voltage characteristics I = f (Vs)  of corona discharge in SF6-N2 gas mixture show 
that the current follows an exponential law.The measured values of corona inception voltages (Vs) as 
a function of the ratio of SF6 in the mixture are shown in figures 2 and 3 for negative and positive 
polarities respectively. The curves have the same tendency for both polarities and the Vs values 
increase with the increase of the amounts of SF6. This behaviour may be attributed to the decrease of 
the net ionisation coefficient α [4-5]. 
 

 
Figure 2. Curves of the onset voltages as a function of the ratio of SF6 in the SF6-N2 mixture and gas pressure 

for negative polarity. 
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Figure 3. Curves of the onset voltages as a function of the ratio of SF6 in the SF6-N2 mixture and gas pressure 

for positive polarity. 
 

 At higher amounts of SF6, the onset voltages tend towards saturation. This tendency was 
observed in previous work [4]. The saturation may be attributed to the change of the surface of the tip 
electrodes. To check this assumption the surface was analysed using electronic microscopy. The 
analysis showed that there’s some deposit on the tip after a set of electric discharge, this deposit is 
composed of fluorine and sulphur, but since tests are carried out with decreasing pressure such effect 
can’t explain saturation for higher pressures, where the tip is quite free of deposit. The saturation may 
be the result of the concentration of space charges, which are more active at the vicinity of the tip 
electrode at higher pressure [5-6]. It is interesting to see that the onset voltages of the corona 
discharge are closer for low amounts of SF6, which constitutes an argument for the replacement of SF6 
by SF6-N2 gas mixtures having very small percentage of SF6. The onset voltages for positive and 
negative polarities are shown in figure 4, as a function of the gas pressure for 10% of SF6 in the gas 
mixture. It can be seen that positive onset voltages are relatively higher [7]. This can be attributed to 
the mechanism of generation of initiatory electrons. Under positive polarity the main source for 
production of electrons is the detachment from negative ions and the difficulty for negative ions to 
reach the tip electrode. For negative polarity the field effect emission increases the probability of free 
electrons in the critical volume [8]. The effect of polarity is predominant for higher amounts of SF6.  

 
Figure 4, the onset voltages for positive and negative polarities, as a function of the gas pressure for10% of SF6 

in the gas mixture. 
 

Using the curves of figures 2 and 3, we were able to measure the working pressure for 
different SF6-N2 gas mixtures. In figure 8, are drawn the pressure values as a function of the 
percentage of SF6 for the same onset voltage (13.8 kV) and for positive and negative polarities. In the 
present conditions, and for an onset voltage equals 13.8 kV a mixture of 100 % of SF6 has a pressure 
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equals 3 bars for a positive polarity, whereas, for 10 % of SF6 the pressure rises to 6.52, in order to 
withstand the same onset voltage. In negative polarity a mixture of 100 % of SF6 has a pressure equals 
7.3 bars; whereas, for 10 % of SF6 the pressure rises to 13.12 bars, in order to withstand the same 
inception voltage (13.8 kV). 

 
Figure 5, curves of the pressure as a function of the percentage of SF6 for the same onset voltage (13.8 kV) 

Conclusion 
 The corona onset voltages Vs increase with the increase of the amounts of SF6 but at higher 
pressures the measured values tend to saturate. The positive onset voltages are relatively higher, 
especially for high percentage of SF6. The polarity effect is predominant for higher amounts of SF6. 
For the same onset voltage a mixture with 10 % of SF6 must works approximately at twice the 
pressure of pure SF6. This is true for both polarities. 
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Abstract: 
 D.C conductivity of  epoxy composites was determined as a function of carbon  concentration  
and temperature in the range (301-401) K .The samples were prepared by hand lay up method with 
diferent black carbon weight percentage ratios (2.5%,5%, 7.5% and 10%) as sheets of 
dimensions(30x20x2)mm3 .The electrical conductivity has been measured as a function of temperature  
by using DC power supply PE-1540 ,digital electrometer  Keithely 616  and electrical oven. It has 
been found that the increase in carbon concentration caused increase in DC conductivity at room 
temperatures (RT) to maximum value of 9.42x10-10 (Ω.cm)-1 for carbon weight percentage of (10%). 
The Hall mobility and carrier concentration at laboratory temperature has been calculated, the Hall 
mobility values are increased from 1.41   cm2/V.sec for the pure epoxy to 9.42cm2/V.sec for the 
composite with (10 wt %) C, and the carrier concentration values are increased from 4.2 x104 cm-3 for 
the pure epoxy to 6.4 x106   cm-3 for the composite with (10 wt %) C. 

 
Key Words: Carbon black, DC conductivity, Epoxy Resin  
 
Introduction  
         Much of the industrial progress is based on the use of organic materials such as polymers as 
insulators of heat and electricity. However, our modern lifestyle increasingly demands more from the 
polymers than their traditional role of insulators. With the rapid development of electronics industry, 
the demand for electrically conductive materials, such as electromagnetic wave interference shielding 
materials for personal computers and home electronic devices, flooring and ceiling materials, de-
electrifying cloths and radar cross-section reducing protective fabrics for stealth technology has 
increased .This has led to the investigation and the subsequent commercial exploitation of organic 
polymers as conductors of electricity [1]. 
 Conducting polymers have been the subjects of study for many decades as possible synthetic 
metals. However, the practical uses of conducting polymers are not very likely because of their poor 
mechanical properties and processability that rarely meet the industrial requirements. Thus, a unique 
combination of electronic and mechanical properties of composites of conducting polymers with 
conventional polymers seems to have great applications. The application of conducting polymers such 
as light emitting diode (LED)[2], Sensors[3], Photovoltaic cell[4], Field effect transistor (FET) [5], 
etc. The simplest example of the class of conducting polymers is polyacetylene (CH)x, Which was the 
first conducting polymers its can be doped by electron donors or acceptors lead to n-type or p-type 
polymers respectively [6]. It consists of weakly coupled chains of CH units forming two type of 
lattice; the first is called trans-(CH)x which was the stable isomer and the other was called cis-(CH)x is 
isomer[7]. 
 Most of the research works on the conductive polymers composites focus on modification of 
the electrical properties by subjecting their structures to various physical and chemical conditions to 
produce new systems with modified conductivity .In this work black carbon was added to epoxy 
polymer to improve its conductivity [8-11].  
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Experimental     
Material used Preparation 
 The material used to prepare the test samples were Epoxy resin (EP) type (Leyco-Pox 635) 
with one type hardener formulated amine was supplied by leyco chem. Leyde industry ,and black 
carbon supplied by industrial chemical and resin  CO.LTD,kingdom of Saudi Arabia.  
 The test samples  were prepared by hand lay-up method with diferent weight percentage ratios 
and dimensions (30x20x2)mm3 , highly conductive silver paste is used to produce electrodes for DC 
contacts . The details of the test samples presented in table (1). 

Table (1) details of the test samples 
Sample 

No. 
Composites 

Ratios 
1 0% Black carbon 

+100 % epoxy 
2 2.5% Black carbon 

+ 97.5 % epoxy 
3 5% Black carbon 

+ 95 % epoxy 
4 7.5% Black carbon 

+ 92.51 % epoxy 
5 10% Black carbon 

+ 90 % epoxy 
                 
Testing Procedure 
 For the dc- conductivity measurements, samples with plane geometry have been used .The 
electrical contacts are made of fine silver paste. Kethley (616) digital meter was used for resistance 
measurement in the temperature range of (301-401K) temperature was monitored during the 
measurement using a chromel-alumel thermocouple. 
 Dc conductivity of the samples as a function of temperature is studied. The rate of heating of 
the samples was controlled using an oven type (memert 854).The activation energy of the test samples 
is calculated, from the plot of Ln σ versus (103/T) and by using Stuke's equation [10].    

                               )/exp(0 TkE Ba−= σσ ……………….(1) 
 This equation is basically derived to give the change of the electrical conductivity with 
temperature .Ea denotes the thermal activation energy of electrical conduction (σ) which is a parameter 
that depends on the material nature, (σ0) is defined as the proportionality factor which represents the 
conductivity when temperature approaches infinity, T is the absolute temperature and kB is 
Boltizman's constant  
 As a current –carrying conductor is placed in a transverse magnetic field, the Lorentz force on 
moving charge pushes them toward one side of the conductor producing a charge separation and as a 
result, a voltage arises in the direction perpendicular to both the magnetic field and the current and 
called Hall voltage as shown in Fig. (1)[12]. 

Fig (1) Schematic diagram of Hall effect [6] 

 
 Hall effect has been measured by using the electrical circuit which contain (D.C power supply 
(0-40)V, when the samples carrying a current expose a constant magnetic field (B=0.254)Tesla 
perpendicular to the electric field then an e.m.f which is called Hall voltage(VH)  is set up across the 
sample, the current I and VH were recording by using Keithly Digital Electrometer 616. The  
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concentration and mobility of the carrier for the tested samples can be determined by the following 
equations [13]. 
 The Hall coefficient (RH) is found by:  
                                RH = ± 1/ n q………..……………….(2)      
 If  VH  is the Hall voltage across the sample, I is the current and B is the applied magnetic 
field, then the Hall coefficient is:  
                           RH= t VH/ I B…………………………(3) 
 Where t is the thickness of the sample. If the conduction is due to the one carrier type (e.g: 
electrons) then we can find the mobility from the equation [14].                                                                      
                            μ = σ  / n q……………………………(4)   

     and                   μ = σ  (RH )………...………..………..(5) 
Results and Conclusion 
 Variation of d.c conductivity with temperature is the main tool in investigating the electrical 
properties of the composites by plots (lnσ) vs. (103/T), the activation energy can be measured from the 
slope of straight lines of (-∆E/K). 
 The d.c conductivity σ for the composites has been determined as function of (103/T), it was 
noticed that  at room temperature  the d.c conductivity (σr.t ) increased with the increasing of carbon 
weight percentage as shown in table (2) . 

Table (2): Variation of D.C conductivity σr.t  with black carbon content at RT. 

Sample σr.t  (Ω.cm)-1 x10-

10 
0% Black carbon 

+100 % epoxy 
1.41 

2.50% Black carbon 
+97.5 % epoxy 

6.23 

5% Black carbon 
+95 % epoxy 

6.86 

7.5% Black carbon 
+92.5 % epoxy 

8.11 

10% Black carbon 
+90 % epoxy 

9.42 

  
Fig. (2) shows the variation of (lnσ) vs. (1000/T) for epoxy resin and its composites, it 

illustrates that the conductivity increased with the increasing of carbon weight percentage , The 
influence of temperature on the d.c  conductivity has been explained by considering the mobility of 
charge carriers responsible for hopping. As temperature increases the mobility of hopping ions also 
increases thereby increasing conductivity. The electrons which are involved in hopping are responsible 
for electronic polarization in the composites [9,10]. 

The activation energy of epoxy resin and its composites were determined and listed in table (3). 
 

 
 
 
 
 
 
 
 
 

 
 
 

Fig. (2): Variation of ln σ ( Ω-1 cm-1) with  1000/T( K-1) for epoxy resin and its composites 
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Table (2) The activation energy values Ea as a function of C content for epoxy resin and its composites 
Sample Ea(eV) 

0% Black carbon 
+100 % epoxy 

4.3 

2.50% Black carbon 
+97.5 % epoxy 

4.06 

5% Black carbon 
+95 % epoxy 

3.8 

7.5% Black carbon 
+92.5 % epoxy 

3.4 

10% Black carbon 
+90 % epoxy 

3.1 

 
Figs.(3-7) show the variation of Hall voltage as a function of currents for pure epoxy and its 

composites .from which the Hall coefficients RH were determined and listed in Table (3) . 
 

 
 
 
 
 
 
 
 

Fig.(3): Variation of Hall voltage as a function of current for pure epoxy 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.(4) Variation of Hall voltage as a function of current for composite of 2.5% carbon weight percentage 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.(5) Variation of Hall voltage as a function of current  for composite of 5% carbonweight percentage 
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Fig.(6) Variation of Hall voltage as a function of current for  composite of 7.5% carbonweight percentage 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.(7) Variation of Hall voltage as a function of current for composite of 10% carbonweight percentage 
                             

Table (3): Varation of Hall coefficients RH and carriers concentration nH  and mobility µH with carbon content 

1) Carbon(
Wt%) 

RH(cm3/C) 2) 1BnH 
(cm-3) µH (cm2/V.sec)x10-8 

0 84 3) 2B4.2 
x104 0.018 

2.5 33.7 4) 3B2.1 
x106 5.20 

5 30.2 5) 4B3.7 
x106 8.17 

7.5 27.6 6) 5B5.2 
x106 14.5 

10 7.51 7) 6B6.4 
x106 19 

 
 Also the carrier's concentration and mobility were determined and listed in Table (3). It is 
found that the carrier's concentration of the composites much higher than that of pure epoxy due to the 
presence of excess carbon .It is found also that the mobility increases exponentially with increasing 
carbon concentration. 
Conclusions 
 The conductivity at room temperatures increases with increasing C concentration .also the 
charge carrier concentration and Hall mobility increases with increasing C concentration.  
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Abstract: 

This paper presents a physico-mathematical model sizing system microwave field propagation 
through a waveguide of the waveguide composed of a rectangular section and a pyramidal funnel 
section rectangular variable distribution. This model was adapted to the conditions of "waveguide-
pond sludge bed" treaty. The system is to define parameters and propagation equations for adaptation. 

 
Key Words: Physical and mathematical model, microwave, sludge settling, waveguide 
 
Introduction 

Making the physical and mathematical model was developed in order to create a mathematical 
tool for calculating the size of the wave guide stand for laboratory research on the field of microwave 
thermal processing of sludge from wastewater treatment pond. 

The model is based on the general theory of microwave propagation presented in the literature 
[1], [2], [3], [4], [5], adapting to the specific mathematical relations of "waveguide-bed mud pond“. It 
takes into account phenomena occurring in electromagnetic wave propagation through a rectangular 
guide and mathematical relationships that define these phenomena. 
Determination of model parameters 

For the specific case of the plant designed to establish physical and mathematical model of 
microwave propagation system we took a structural analysis with the following composition: all the 
magnetron, wave guide, funnel distribution and resonant cavity, shown schematically in Figure 1. 

Microwave transmission system, rectangular section; work on the fundamental propagation 
mode

01TE . 
Determination of physical-mathematical model of microwave propagation in the system 

involves defining the parameters of the rectangular guide propagation. 
Critical frequency is defined as the frequency below which no electromagnetic wave 

propagation occurs.  
This frequency is calculated with: 

22
0

2






+






=

a
n

b
mcfc

        (1) 

Critical wavelength is the wavelength corresponding critical frequency is determined with: 

c
c f

c0=λ           (2) 
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Figure 1. -  The propagation of microwaves 

1 - magnetron assembly, 2 - waveguide, 3 - Funnels distribution, 4 - cavity resonant 
 
Guide wavelength is calculated with: 

( )20

0

1 c

g
λλ

λλ
−

=
         (3) 

Vacuum wavelength 0λ , appropriate working frequency is calculated with: 

f
c0

0 =λ           (4) 

Dephasing constant is calculated with: 
( )2

0
1,0 12 ff

c
f

c−
⋅

=
πβ         (5) 

Dephasing constant change relative to π2  (i.e. πβ 2/0
), the frequency relative to the speed of 

propagation in free space 0c  (i.e. 0/ cf ), is represented in Figure 2. 
In this case the dephasing constant does not vary in proportion to frequency, so the user is a 

dispersive wave. 

 
Figure 2. -  Variation of constant lag in the reported frequency 0c  [1] 

 
Group velocity is the actual speed of propagation of microwave energy is calculated with: 

( ) 22
0 101 −⋅−⋅= ffcv cg

        (6) 
Group velocity is less than the speed of light and by the asymptotic (figure 3.). 
Wave impedance  
If the wave magnetic field 01H  (for mode propagation 01TE ), the wave impedance is calculated with: 

( )20
1

1

ff
ZZ

c−
⋅=

         (7) 

The: 
377120000 =⋅== πεµZ  is the vacuum wave impedance. 

 
Figure 3.-  Group-velocity variation with frequency [1] 
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In figure 4 is presented the wave impedance variation with frequency. 
The expression for calculating the wave impedance (7) is valid for uniform waveguide (lossless) 

and air inside the propagation environment. Thus the frequency band 
cff >  wave impedance is purely 

resistive. 
Distribution of electromagnetic field components in the guide is given by relations (8)...(10): 

( )ztx
a

HH z ⋅−⋅⋅= 010 coscos βωπ        (8) 

( )ztx
a

HH c
x ⋅−⋅⋅⋅−= 010

0

sinsin βωπ
λ
λ        (9) 

( )ztx
a

HZE c
y ⋅−⋅⋅⋅−= 0100

0

sinsin βωπ
λ
λ        (10) 

 
Figure 4. - Variation of impedance with frequency [1] 

 
Curves of variation of the amplitude components x  are presented according to figure 5, where 

it is shown as lines of electric and magnetic field in the waveguide where the wave 
01H  

 
Figure 5. - Variation of intensity components

zH , xH , and yE depending on x  [1] 
 

From this figure two conclusions can be drawn: the electric field tangential to the wall is zero 
and shows many signs m and n  of nmH ,  the semi-sine wave is present on the base a  and the height b . 
If 01H  for ax =  is a semi-sinusoid; and b  the field is constant, i.e. not depending on y . 

Attenuation constant determines the power losses in the waveguide. This constant is 
calculated from the dimensions of the waveguide section. For the wave 01H , the expression for 
calculating the attenuation constant is: 
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Penetration depth δ  is determined by the: 
6

7
10

10
5 −⋅
⋅⋅

=
ψf

d         (12) 

From this relation results the penetration depth [ m ], if the frequency is measured in [GHz ] 
and constant wall material forming the guide, in [ ms ]; 

The dissipated power in the walls of the guidance system is determined by the total 
attenuation of the microwave route guidance system, and is given by: 

lH ⋅=
01

αα           (13) 
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Where: 
l  - is the length of the trail and microwave to the material is composed of: magnetron 

waveguide length, and the length of the distribution funnel. For the distribution funnel was taken a 
coverage factor of 2, so that the total equivalent length is: 

21 2 lll ⋅+=          (14) 
Since, 

Xlog=α  and 
e

i

P
PX =  

Where: 
X  - is the ratio of powers of entry into the route 

iP  and exit eP . 
results: 

1010
α

=X           (15) 
The dissipated power (which is converted into heat in the metal walls of the guidance system 

by the Joule-Lentz effect) is given by: 

id P
X

XP ⋅
−

=
1          (16) 

The maximum allowable power is limited, depending on the guide size and accepted default 
losses. The maximum permissible power, transmitted through the waveguide for the wave 1,0H , in 
conditions of adaptation: 

baP ⋅⋅−⋅= 2
1 12500 η          (17) 

In case of inadaptation, power in load is the difference between the corresponding power of 
the incident wave and power of the reflected wave, i.e.: 

)()(
4 riris EEEE

Z
baP −⋅+⋅
⋅
⋅

=        (18) 

Because 
maxEEE ri =+ ; 

minEEE ri =−  and σ=
min

max

E
E  (Defined as standing wave factor), we obtain: 

σ⋅⋅
⋅⋅

=
Z
EbaPs 4

2
max          (19) 

That transmitted power is σ  times less, than, for the same amount of electric field strength 
maxE . 

The power variation (or the squared electric field strength, 2E ) in the case of adaptation is 
shown in figure 6. 

Basically, for the modeling of microwave sizing guide must always consider the condition of 
adaptation, the condition is satisfied if the standing wave factor is 2,11,1 ÷=σ . 

 
Figure 6. -  Variation of the square intensity of the electric field, in case of adaptation [1] 

 
For the maximum value of the standing wave factor 2,1=σ , reflection coefficient becomes 

09,0
2,2
2,0

1
1

==
+
−

=Γ
σ
σ  and so the reflected power (reported to the incident power) represent %1 , which 

is practically acceptable. 
Determination of the specific equation for the primary physical model of adaptation 

In the case of pyramidal scheme distribution funnel (figure 1), adopted when designing mobile 
applicator laboratory stand, we can define the physical model of primary adaptation, whose principle scheme is 
shown in figure 7. 

This model have of three areas of propagation: propagation in space guided, which is composed of the 
constant section guide and the variable cross-section guide, the pyramidal funnel; the propagation in free space 
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from the output of funnel and spread to the surface of sludge 'AA  and in the interior of the sludge bed, which is 
characterized as a mixture of two components, water and solid part. 

 
Figure 7. -  Pyramidal funnel propagation system [1] 

 
This propagation system can be equivalent with an electric circuit similar to that in figure 8. 
Sludge bed is a loss medium characterized in terms of dielectric constant and conductivity 

electromagnetic times exactly tangent of loss angle: 

p
ptg

εω
σδ
⋅

=
         (20) 

As the angle is small, it is considered to be equal to the value of angle tangent of loss angle in 
radians: pptg δδ ≅ . 

 
Figure 8. -  Equivalent circuit of the adaptation system 

 
Adaptation is the elimination of reflected wave (reflected power that is proportional to the 

square reflected wave shown). Elimination of reflected wave occurs when the transition from one 
environment to another is eliminated discontinuities, impedance i.e. at the left and right of the 
surfaces 'AA , 'aa  and 'bb  is conveniently turns on the same as shown. 

It is necessary therefore to calculate the input impedance at the surface 'AA . 
Establishing the impedance calculation relationships of the at the entrance in the sludge 

bed: 
Field distribution in the sludge bed, at the right of the surface 'AA  is exponential and there is 

no reflected wave, due to the high attenuation in the treated sludge. In this case the surface impedance 

is the impedance of semi-infinite space with the dielectric constant  and the loss angle . 
Impedance of free space is 000 εµ=Z  ][Ω  and in the case of dielectric environment with loss, the 
impedance becomes: 

)(0

0

pp j
Z

δεε
µ
−

=          (21) 

where the angle of loss is given by: 

0εω
σδ
⋅⋅

=
jp

         (22) 

In this case – at 45,2 GHz  frequency for the water 77=pε  and 15,0=pδ , and the solid part 

4=pε  şi 01,0=pδ . 
Equations for calculating the average electromagnetic constants and input impedance of 

sludge bed: 
Sludge can be treated as a mixture of two components: water and the solid, so the average 

dielectric constant ( pmε ) is calculated with: 

2211 pp pppm ×+×= εεε          (23) 
Impedance at the entrance in the sludge bed is determined by the relationship: 

pε pδ
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pm
AA

ZZ
ε

0
' =

          (24) 

The equations of variation of microwave reflection: 
Input impedance in the sludge bed has different values depending on the water content, during 

drying process the water content is variable and the average dielectric constant is variable so that 
reflection of microwaves will occur. 

Generally the reflection coefficient is given by: 

01

01

ZZ
ZZ

s

s

+
−

=Γ          (25) 

Where: 
sZ  - is the load impedance (for this case, the input impedance in the sludge bed); 

01Z  - is the reference impedance, where the reflection coefficient is zero (in this case, the 
impedance of the water content for which is the adaptation). 

The adjustment is made for the reference water content, calculating the reflectivity for the 
minimum and maximum water content in sludge and with (26) is determined the reflected power: 

ir PP ⋅Γ= 2           (26) 
With relation (27) is determined the relationship between the maximum electric field and 

minimum electric field in the wave guide for the two water contents. 

Γ−
Γ+

=
1
1

k           (27) 

Permissible values of the water content in the sludge are given by the allowable amount of 
reflected power ( rP ). In the general case of drying materials with high humidity, it can accept power 
reflected a permissible value of 10% of rated output ( iP ) of the magnetron, in this case, reflectivity 
coefficient is: 

1,02 ==Γ
i

r

P
P  i.e. 316,0=Γ  and 2923,1

684,0
316,1

≅==k  

Establishing the line equivalent relations sludge-funnel: 
The space between the sludge and funnel distribution mouth (figure 7) the distance l , between 

the surfaces 'AA  and 'aa , has the equivalent circuit two-wire line with tha length al , between the load  

sZ  (input impedance of the sludge bed) and terminals 'aa  (figure. 8). 
Putting on that, the portion provided that propagation is lossless, the relationship for 

calculating the input impedance of a lossless line is: 

ltgZjZ
ltgZjZZZ

s

s

⋅⋅⋅+
⋅⋅⋅+

⋅=
001

001
011 β

β        (28) 

Where: 
01Z  - is the characteristic impedance of the line; 

sZ  - is the load impedance; 

0β  - is the dephasing constant, with: 
0

0
2
λ
πβ = ; 

l  - is the length of the line. 
Should be provided 00 =⋅ ltgβ  and when is ZZ = , i.e. the load impedance is equal to the distribution 

at the mouth of the funnel. The distance between the shape and surface area at the mouth of the distribution 
funnel is derived from the relation: 

πβ Nl =⋅0
, ...3,2,1,0=N         (29) 

And results: 

2
0λ⋅= Nl           (30) 

So the distance between the distribution funnel mouth area and surface of the sludge is an 
integer value equal to half the size of the wavelength. 
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Funnel size optimization equations: 
To establish the equations for optimization of the funnel waveguide dimensions must consider 

the variation of the module of the reflectance coefficient )(Γ , according to the ratio 
gl λ/ , shown in 

figure 9. 
Thus, the analysis of figure 9, results that )(Γ  is small when the ratio gl λ/ is around 

2
gNl

λ
⋅= . 

 
Figure 9. - The variation of the module )(Γ  according to the ratio 

gl λ/  [1] 
 

If the funnel section is quoted ( )xa  in any point of its axis x  (Figure 10), that can express this 
value by the relation: 

( ) 0
1

01 ax
l

aaxa +⋅
−

=         (31) 

Generally: 

( ) π
λ
π )2(21

0

−=∫ Ndx
x

l

g

        (32) 

 
Figure 10. -  The distribution funnel dimensions 

 
And the guide wavelength at a distance x , we can write the relationship: 
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So results: 
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Noting: 
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but: 
( ) π

λ
π

⋅−=
⋅ 22
0

NT         (36) 

It follows the relationship for calculating the length of the distribution funnel: 

π
λπ

2
)2( 0

1 ⋅
⋅⋅−

=
T

Nl  [ cm ]        (37) 

Calculation of tilt angles of the distribution funnel: 
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- the long side of the section: 

1

01

l
bbtg −

=α          (38) 

- the short side of the section: 

1

01

l
aatg −

=β          (39) 

The calculation relationships for the reflectance coefficient: 
The reflection coefficient in the distribution funnel is: 

21

2
10

2

2
1

2
00

3264 






 ⋅
−

+
=Γ

ππ
λ KKKK
l

       (40) 

Where: 
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Notations: 
01TE  - fundamental transverse mode of propagation of microwave power; 

cf  - critical frequency, in [ Hz ]; 
f  - operating frequency, in [ Hz ]. 

0c  - speed of light, 10
0 103×=c  in [ sm / ]; 

a , b  - the base dimensions of the rectangular guide, in [ m ]; 
cλ  - critical wavelength, in [ m ]; 

gλ  - guide wavelength, in [ m ]; 

0λ  - corresponding vacuum wavelength for the work frequency , in [ m ];  

1,0β  - dephasing constant, in [ mrad / ]; 

gv  - group velocity, in [ sm / ]; 
Z  - impedance microwave propagation in various materials, in [Ω ]; 

0Z  - impedance to the propagation of microwaves in a vacuum space, in [Ω ]; 

mZ  - average wave impedance, in [Ω ]; 

nmE , , nmH ,  - electric and magnetic intensity of the propagation mode indices m  and n  of 
electromagnetic waves; 

01H  - magnetic intensity for the fundamental wave, 0=m  and 1=n ; 

01Hα  - attenuation constant, in [ mdB / ]; 

ψ  - constant guide wall forming material, in [ ms ]; 
d  - depth of penetration of waves into the material, in [ mµ ]; 
l   - length of the route guidance system of the microwave, in [ m ]; 
α  - total attenuation of the microwave, in [ dB ]; 
X   - ratio between the power at the entrance and the power at the exit of the guide route; 

dP  - power dissipated in the walls of the guidance system, in [W ]; 

1P  - limit power (maximum allowable by the guide), in, [W ]; 

%70rP  - reflected power, in [W ]; 
m , n  - values of electromagnetic waves for example in the case of the transverse electric 

propagation mode 
01TE , we have 0=m and 1=n ; 

η  - Field efficiency of transmission defined as: 
f
fc=η ; 
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σ  - stationary wave factor; 
sZ  - load impedance, in [Ω ]; 

1,0Z  - reference impedance, in [Ω ]; 

Γ  - reflection coefficient module; 

pmε  - average dielectric constant of a mixture; 

1pε , 2pε  - dielectric constant of mixture components; 

pδ  - angle of loss, in [ rad ]; 

1p , 2p  - proportions of components in mixture, in [% ]; 
N  - wave number of the rank; 

0a , 0b  - funnel entrance dimensions, in [ m ]; 

1a , 1b  - funnel exit dimensions, in [ m ]; 

1l  - funnel length, in [ m ]; 

0K ; 1K  - reflection parameters calculated according to the funnel section size at the entrance 
and exit; 
Conclusion 

This physic-mathematical model can be used to guide system sizing microwave applicator for 
mobile installations in the field of microwave processing of sludge from the wastewater treatment 
plants. 
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Abstract: 

We find the "Calçada Portuguesa" sidewalk paving an interesting example of the 
collaboration of various interdisciplinary fields, such as Mathematics, Arts, Architecture, History, 
Tourism, Technology, Entrepreneurship, and many others.  This work will focus on one possible use, 
the paving of sidewalks, highlighting the interest that arises from each mentioned areas, its concept, 
and its applications. 
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Introdução 
 Procurando o envolvimento de diversas áreas, tais como a Matemática, a Arte, a Arquitetura, 
a História, a Geologia, as Tecnologias, o Turismo e o Empreendedorismo, e possivelmente outras 
tantas mais, encontramos a temática dos passeios de Calçada Portuguesa.  
 Este trabalho incidirá sobre uma das suas utilizações, a pavimentação de passeios, destacando 
o interesse que desperta em cada uma das áreas mencionadas, o seu conceito e a sua aplicabilidade.  
Desenvolvimento 

 Envolvendo as áreas de Matemática, Arte, Arquitetura, História, Geologia, Tecnologias, 
Turismo e Empreendedorismo, encontramos a temática dos passeios de Calçada Portuguesa. A 
pavimentação de passeios estimula a atenção de diversas destas áreas, entre outras, pelo seu conceito, 
pela sua história e grande aplicabilidade. 

 A Calçada Portuguesa é um legado da cultura romana. A arte de fazer pavimentações vem 
desde os tempos mais remotos da história do mundo. Desde as civilizações mais antigas eram 
utilizados materiais rochosos para pavimentar o interior e exterior dos edifícios. Acreditamos que os 
povos da Mesopotâmia foram os primeiros a fazer uso desta arte, seguidos pelo povo da Grécia 
Antiga e pela civilização romana. Devido a sua durabilidade, resistência, facilidade de manutenção de 
higiene, flexibilidade de montagem, composição plástica e beleza estética, este tipo de pavimentação, 
com estes materiais sólidos e resistentes, foi preferido para diversas construções arquitetónicas, em 
diferentes tempos históricos, sendo utilizado como uma expressão humana, religiosa e estética. 

 Com o terramoto de 1755, Lisboa iniciou o projeto de sua reconstrução, no qual um dos seus 
objetivos era a recuperação de ruas antigas e a abertura de novas, no espaço urbano. Na sua 
pavimentação utilizaram o que conhecemos hoje como Calçada Portuguesa, ou Mosaico Português. 
Neste seguimento, em meados do século XIX, com origem em Portugal, surge a Calçada Portuguesa 
que teve como um dos seus grandes impulsionadores o Tenente-General Eusébio Cândido Cordeiro 
Pinheiro Furtado (1777 – 1861), governador de armas do Castelo de São Jorge, em Lisboa, entre 1840 
e 1846. A Calçada Portuguesa depressa se estendeu por todo o país e colónias, ultrapassando 
fronteiras, pois eram solicitados mestres calceteiros portugueses, trabalhadores especializados na 
colocação deste tipo de calçada, para executar e ensinar estes trabalhos no estrangeiro. 

 A Calçada Portuguesa é uma atividade repleta de história e tradição, mas a sua continuidade 
apresenta alguns problemas devido ao custo de manutenção das pedreiras e equipamentos, bem como 
pelas dificuldades ambientais que as pedreiras enfrentam nos dias de hoje. 

 Em termos técnicos a Calçada Portuguesa envolve duas fases: a extração da pedra e o 
calcetamento que abrange também o gosto artístico e a harmonia. As pedras normalmente utilizadas 
são o calcário, por apresentar uma superfície lisa e brilhante quando fragmentado, e o basalto. As 
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caraterísticas destas pedras, recorrendo a algum conhecimento de geologia, limitam muito as áreas da 
extração desta matéria-prima. As cores tradicionalmente usadas são o branco e o preto, embora seja 
possível a utilização de outras cores. Habitualmente a escala de tonalidades das pedras para a calçada 
é a branca, preta, cinzenta-escura; cinzenta-clara e rosa. O modo de extrair e de produção é idêntico 
para todas as variedades de calcário. As unidades de pedra para a pavimentação são partidas com um 
martelo, para a produção de calçada, com as dimensões 4/5 cm, 5/7 cm, 9/11 cm ou 12/13 cm. Para 
pavimentar passeios são recomendadas as de dimensões mais pequenas, já para vias de circulação de 
veículos são utilizadas as de maior dimensão. 

 A típica Calçada Portuguesa é originada pelo calcetamento com pedras de forma 
normalmente irregular de calcário e basalto, ou de calcário claro e calcário negro, formando padrões 
decorativos pelo contraste entre as pedras de cor diferente. 

 Os mestres calceteiros utilizam moldes para marcar as zonas de diferentes cores de modo a 
poderem repetir os motivos numa continuidade linear, os chamados frisos, ou nas duas dimensões do 
plano, denominados de padrões. 

 O conhecimento recente de geometria e álgebra, do século XX, demonstrou que há um 
número limitado de simetrias possíveis no plano. Para a pavimentação de passeios só há sete tipos 
distintos de frisos, mas para a pavimentação de uma grande área, podemos utilizar dezassete tipos 
diferentes de padrões. 

 A partir deste momento vamos focar mais pormenorizadamente os passeios com Calçada 
Portuguesa que por si promove muito interesse histórico, artístico, matemático, entre outros, para 
além de ser um gerador de trabalho. 

 Todos sabemos que um passeio é um caminho para peões que contorna uma rua e que são 
conhecidos desde a Antiguidade, mas que eram muito raros durante a Idade Média. Os passeios 
constituem uma parte importante do espaço público urbano, pois podem conter atividades comerciais 
em parte da sua extensão. Pela utilização, no geral, do contraste de duas cores, branco e preto, que 
corresponde, de certa forma, ao contorno, ou molde, do desenho considerado, equiparamos o seu 
estudo matemático ao grupo de frisos em que não ponderamos a cor utilizada na sua contituição, 
assim, os passeios revestidos com Calçada Portuguesa apresentam apenas sete tipos distintos. Se 
considerássemos mais cores na sua composição, estes apresentariam um número maior de tipos 
distintos. Por exemplo, examinando um passeio com efetivamente a combinação de duas cores ao 
longo da sua extensão, então teríamos cerca de trinta e um tipos diferentes de pavimentos. Com 
estamos tratando de Calçada Portuguesa, vamos então considerar apenas os sete tipos de frisos. Os 
frisos são muito utilizados na Arquitetura.  

 O conhecimento destes sete tipos remonta aos tempos do período Neolítico, compreendido 
entre 12000 a.C. e 4000 a.C. Há várias informações e alguns registos em objetos que corroboram este 
conhecimento. O povo do Antigo Egito também utilizava os frisos, do tipo geométrico, para 
ornamentar, por exemplo, as câmaras das pirâmides. Outros povos e outras civilizações, em todos os 
tempos, empregaram este tipo de ornamentação, e continua sendo aplicado, em larga escala, nos dias 
de hoje. 

 Vamos explorar um pouco matematicamente a pavimentação dos passeios de Calçada 
Portuguesa. Por ser uma construção numa só direção é evidente que há uma configuração básica, um 
motivo, que se repete, neste friso. Esta repetição corresponde a uma transformação geométrica 
denominada translação. Por sua vez, o próprio motivo pode admitir algumas simetrias, resultantes de 
outras isometrias, que o deixam invariante. Uma isometria é uma transformação geométrica que 
preserva a distância, o comprimento entre pontos. As simetrias que podem existir num motivo do friso 
são a simetria axial e a simetria pontual. 

 As simetrias axiais são provenientes das reflexões em reta. No caso dos frisos essas retas 
acompanham a direção do friso, ou são perpendiculares a esta direção. Podemos também ter reflexões 
em ponto, também conhecidas como meia-voltas, onde os pontos estão situados exatamente ao meio 
das extremidades que limitam o friso, e com uma distância igual a metade do comprimento do motivo. 

 Observamos que são considerados apenas as simetrias que para além de deixarem o motivo 
invariante também deixam invariante o friso, não mudando-o de direção. 

 Existem algumas notações de classificação para o friso. Uma das mais usuais é a dos “F”s, 
com índice inferior e índice superior facultativo, onde o índice inferior indica dois tipos de 
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transformações geométrica, a translação ou a reflexão em ponto, e a superior está relacionada com a 
reta de reflexão, ou a sua ausência. 

 Há todo um estudo geométrico e algébrico minucioso envolvendo os frisos que deleita 
qualquer matemático interessado no assunto. O modo como todos os elementos são cuidadosamente 
relacionados até ao mais pequeno detalhe faz como, mesmo o não matemático, queira descobrir mais 
sobre a sua origem, criação, aplicação, indo de encontro aos tópicos comuns a todos as épocas, 
relacionados com a expressão humana, religiosa e estética. 

 Como exemplo, apresentamos o passeio de Calçada Portuguesa da Rua Margarida de Chaves, 
em Ponta Delgada, na ilha de São Miguel, no Arquipélago dos Açores (figura 1). 

 
Figura 1 

 Se observarmos bem este passeio, há um motivo básico que se repete (figura 2). 

 
Figura 2 

 Por sua vez, este motivo pode ou não ter simetrias, das mencionadas anteriormente. Neste 
caso, não existem simetrias no motivo. Assim, neste friso notamos apenas uma translação do motivo 
em toda a sua extensão. Logo a sua classificação referirá apenas esta transformação geométrica, a 
translação, e será denotado por F1. 

 Para ilustrar melhor, consideremos agora o passeio do Largo da Matriz na mesma cidade de 
Ponta Delgada. (figura 3) 

 
Figura 3 

 Olhando para este passeio, há novamente um motivo básico que se repete. (figura 4) 

 
Figura 4 

 Já neste motivo podemos ver uma simetria pontual, como indicada na figura 5. 

 
Figura 5 
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 O ponto assinalado, com um círculo a preto, representa um centro de meia-volta, onde 
verificamos facilmente a reflexão por este ponto. Por exemplo, o ponto A, da figura 5, é refletido no 
ponto B, e vice-versa. Neste caso, o friso possui para além da translação, a reflexão em ponto, e por 
não possuir mais nenhuma outra simetria, nomeadamente, a de reflexão em uma reta, é classificado 
como F2. Todos os frisos com esta classificação, independentemente do motivo que apresentam, 
possuem apenas estas duas isometrias, a translação e a reflexão em ponto, ou meia-volta. 

 Para finalizar os exemplos, mostramos dois passeios que possuem simetria axial e a mesma 
classificação em relação aos sete tipos de frisos. Apresentamos passeios do tipo F2

2. Encontramos na 
Rua Dr. Bruno Tavares Carreiro e na Rua João Moreira, respetivamente, também em Ponta Delgada. 
(figura 6) 

 
Figura 6 

 Não apresentamos todos os sete tipos de frisos, apenas demos alguns exemplos para dar uma 
ideia da vasta gama de passeios de Calçada Portuguesa que podemos obter considerando apenas os 
sete tipos de frisos possíveis e fazendo uso de diferentes motivos. 

 Como tópicos de pesquisa em diversas áreas, podemos questionar quais são os tipos, dos sete 
possíveis, que efetivamente são utilizados nos passeios de Calçada Portuguesa. Também podemos ir a 
busca da sua história; estudar quais as pedras utilizadas – calcário, basalto, ou outras; analisar o aspeto 
financeiro de um determinado projeto que envolva esta atividade; observar a sua aplicação ao nível da 
Arquitetura. Estes são alguns assuntos que podem ser desenvolvidos tendo como tema central os 
passeios de Calçada Portuguesa. 

 Não deixemos de mencionar o impacto que a Calçada Portuguesa provoca nos visitantes de 
outras partes do mundo. É evidente que este tipo de pavimento desperta o interesse turístico, pela sua 
beleza, pela sua história, pela sua execução, composição e construção. O Turismo pode tirar 
vantagens com roteiros que destaquem o aspeto artístico e histórico dos passeios de Calçadas 
Portuguesas. 

 Na verdade é muito mais fascinante andar sobre caminhos decorados em que a cada passo há 
uma descoberta de um padrão, de cores, ou até mesmo de simbolismo, dando ao nosso pensamento 
motivos para dar asas a nossa imaginação, do que andar por caminhos lisos, frios, sem emoção, que 
não nos transmitem sensações. 

 Todos ficamos maravilhados com o encanto de um lugar, quando este encanto pode ser 
absorvido por todos os nossos sentidos. Uma visão do belo, do alegre, nos torna alegres e de espírito 
aberto. Esta é um pouco das sensações transmitidas por quem passeia sobre um passeio de Calçada 
Portuguesa que, apesar de serem contruídos com pedras brancas e pedras pretas, nos transmitem um 
conforto secular. 
Conclusão 

 Ao olhar para os trabalhos de Calçada Portuguesa absorvemos toda uma cultura, toda uma 
história, toda uma arte, numa simples e modesta coligação de pequenas pedras toscas e irregulares, 
com apenas dois tons, que unidas dão corpo a imaginação do ser humano. Sejam geométricos ou 
florais, figurativos ou invocativos, os desenhos colocados no chão são relatos silenciosos de episódios 
locais. Os passeios de Calçada Portuguesa têm esta característica, de levarmos a um tempo sem 
tempo, envolvendo-nos em muitas áreas do saber. 
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Abstract: 

Micro-electro-mechanical systems (MEMS) for automotive industry and biomedical 
applications (BioMEMS) have the fastest growth rate within the MEMS market. The Microsystems 
job market imposes to research laboratories and universities to respond by increasing the quality of 
MEMS engineering and informatics interdisciplinary training programs. In this fact, our work consists 
to study and develop a three-axis piezoresistive accelerometer having uniform sensitivities along to 
three axes. This sensor which is made of a heavy proof mass and four long beams, allow us to obtain 
high sensitivities, by reducing the resonant frequencies. Uniform axial sensitivities, with a transverse 
sensitivity, could be obtained using a three-axis sensor. The stress analysis of this sensor was 
performed in order to determine the positions of the piezoresistances, in the four flexure beams. 

 
Key Words: Accelerometer, MEMS, Piezoresistance, Simulation 
 
Introduction 

The micro-machined inertial sensors which are composed of accelerometers and gyroscopes have a 
significant percentage of sensors containing silicon. They can be found mainly in the automotive 
industry, the biomedical applications, the household electronics, robotics, vibration analysis systems, 
navigation systems. There are various techniques to transform the action of acceleration on the sensor 
into electric signal. These techniques are based on principles capacitive, piezoresistive, piezoelectric, 
and ect… The concept of accelerometer is not new, but its fabrication offers new market opportunities 
to Microsystems manufacturers, so the MEMS market has motivated continuous researches in this 
kind of sensors in order to minimize the size and to improve the performance. 

As we know, the realistic applications create an enormous motivation for research on sensors 
MEMS, especially accelerometer. In this modern world, the applications require new sensors with a 
smaller size and high performances. In practice, rare are research which can provide an effective and 
complete methodology for the design of accelerometers. 
The proposed of three-axis accelerometer 

The three-axis accelerometer always requires small cross-axial acceleration, high and linear 
sensitivity. We proposed a flexure configuration that is show in figure (1) in order to meet these 
critical characteristics.  

The parameters of the structure brought to the FEM process is shown in table (1). 
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Figure 1: Structure of three-axis piezoresistive accelerometer.           Table 1: Parameters of structure. 

 
When an external acceleration is applied to the sensor, the proof mass is deviated. The vertical 

component (Az) of acceleration causes a vertical displacement of the mass. The second type of 
movement is caused by transverse accelerations (Ax and Ay). The deviation of the proof mass causes a 
variation of the stress on four surfaces of the beams. This can be measured by twelve p-type and n-
type piezoresistances diffused and assembled by three Wheatstone bridge circuits. 

These piezoresistances was aligned with the crystal direction < 110 > and < 11�0 > of silicon (100). 
In silicon material, there are only three independent   piezoresistive coefficientsπ 11, π 12 and π 44.The 
longitudinal piezoresistive coefficient 1 is defined in the case the stress is parallel to the electric field. 
Similarly, the transverse piezoresistances coefficient πt   is defined in the case the stress is 
perpendicular to the electric field.   

For the orientations < 110 > and < 11�0 > of silicon (100), these coefficients can be expressed as 
follows:  

11 12 44
1 ( )
2lπ π π π= + +

   (1)
11 12 44

1 ( )
2tπ π π π= + −

 (2) 
Design and simulation using ANSYS 

The finite element method (FEM) is applied to perform analyses of the stress distribution in the 
flexure beams. Considering the stress distribution, the piezoresistances are placed in order to eliminate 
the transverse sensitivities and to obtain maximum sensitivities for the three components of 
acceleration. The finite elements model of the sensing structure was analyzed by using software 
ANSYS. The boundary condition, by considering the fixed anchor, and the free proof mass charged in 
the medium by acceleration in the form of a force was applied. 

 Figure (2) shows the generation of mesh for the analysis by the finite element method.  
 

 
 

Figure 2: The mesh generation of the FEM model. 

Parameters  Size (Length, Wide, 
Thickness) 

Proof mass 845x845x400 µm3 
Beams 975x80x10 µm3 
Anchors 200x200x200 µm3 
Global structure  1.5x1.5x0.5 mm3 
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The stress distribution on the surface of the beams, caused by the Az component of acceleration, is 

shown in figure (3). The principle of detection of the sensor is based on the characteristic of the p-type 
and n-type piezoresistances. The n-type piezoresistances decreases when the sensor is exerted by a 
tensile stress and contrary in the case of a p-type piezoresistances.  

The figures (4.a) and (4.b) shows the stress analysis results along 1st and the 3rd beams when the 
sensor is exerted to a force caused by acceleration along axis z. From these figures, we can find the 
optimal locations for the piezoresistances Wheatstone bridge of component Az. 

 
Figure 3: The stress distribution on the beams caused by the 1g acceleration Az. 

 

 
Figure 4.a                                                                                 Figure 4.b 

Figure 4: Longitudinal stresses on the surface of the 1st and 3rd beams due to 1g acceleration Az. 
 

By the same method, the acceleration components Ax and Ay can be detected by using four 
piezoresistances on 2nd and 4th beams of the Wheatstone bridge of component Ax, and four 
piezoresistances on 1st and 3rd beams of the Wheatstone bridge of component Ay. The positions of the 
piezoresistances are also indicated on the figures (5.a) and (5.b).   
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Figure 5.a                                                                              Figure 5.b 

Figure 5: Longitudinal stresses on the surface of the 2nd and 4th beams due to 1g acceleration Ax and Ay. 
 

From simulation results, we would found that two normal stresses are rather smaller when 
comparing to the longitudinal stress σl. The total resistance change is given by the following equation: 

. .
i

i l
l l

i

R G G
R E

σε∆
= =

       (3)          
i= x, y, z 

 Where Gl is a longitudinal gauge factor: . 1 2.l lG Eπ υ= + +     (4) 
 E is a Young’s modulus; υ is a Poisson ratio and ε  is the tensile strain.  

In the equation (4), we have: . 1 2.l Eπ υ>> +   

Thus the equation (3) becomes:

. ii
l l

i

R
R

π σ∆
≈

     (5)
 

The electronics sensitivity can be given by: . . .iout i
i in l l in

i i

V RS V V
a R

π σ∆
= = =

    (6) 
 Where Si is the sensitivity to the ith acceleration component, Vin and Vout are the input and 
output voltage, respectively.   
 The following figure gives the Wheatstone bridge circuits for the three acceleration 
components.

 

 
Figure 6: Wheatstone bridge circuits of three acceleration components.  
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Table (2) gives the increase (+), the decrease (-), or the invariance (0) of the piezoresistances by 

the application of the Ax, Ay and Az components of acceleration. 
 P-RZ1 N-RZ2 N-RZ3 P-RZ4 P-RY1 N-

RY2 

N-
RY3 

P-RY4 P-RX1 N-
RX2 

N-
RX3 

P-RX4 

Az + - - + + - - + + - - + 
Ay 0 0 0 0 + - - + 0 0 0 0 
Ax 0 0 0 0 0 0 0 0 + - - + 

Table 2: Piezoresistance values changes of three acceleration components. 
 
Conclusion 

This work presents a design and simulation of three-axis piezoresistive accelerometer using MEMS 
technology. The sensing principle of the sensor is the piezoresistive effect. The most important aspect 
of Finite Element Analysis (FEA) in our design process is the analysis of the stress distribution in the 
four flexure beams. The stress analysis was performed in order to determine the positions of the 
piezoresistances on these beams, and consequently to eliminate the transverse sensitivities for 
obtaining optimal three acceleration components. This model of three-axis accelerometer is used in the 
field of biomedical applications (BioMEMS). 
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Abstract: 
 Measuring dynamic parameters on an engine is very important to diagnose and analysis the 
faulty problems and the quality of it.  To achieve such measurements, it requires expensive data 
acquisition system (DAS) capable of measuring these parameters. The problem arises when there is a 
need to build such a system from scratch with a very limited budget and depending on your 
experience. This paper is dedicated to transfer experience and technology to mechanical engineers 
who have a little experience in setting up their dynamic test rigs and they do not have enough budgets 
to buy an expensive DAS [1]. 
The proposed system is intended to set up a low cost and configurable DAS consisting of sensors, 
analog to digital card A/D and software package for acquisition and processing.  
The sensors are used to measure cylinder pressure, vibration of the cylinder block on 3D, different 
types of temperature (oil, inlet and outlet water temperature), crank angle and engine’s RPM. The 
processing includes cycle separation to prepare the acquired data for heat release analysis. The Fast 
Fourier Transformation (FFT) is also used to analyze the data for fault diagnosis using vibration 
analysis. The developed system saves about 75% of the price of a similar on the shelve system.  

 
Key Words: Data Acquisition System, Frequency Domain, Spark Ignition, Time Domain 
 
Introduction 
 Data acquisition technology has taken giant leaps forward over the last 30 to 40 years [2]. 
Vehicle data acquisition covers a wide range of applications. This may be a simple data acquisition 
system in the form of a test process, testing the engine temperature of a new automobile design. 
However, vehicle data acquisition does not mean automobiles alone, but can include, race cars, buses, 
trucks, motorcycles, aircraft, boats, and other transportation. Vehicle data acquisition is not only 
measurement of gas or diesel engine parameters but, with using proper sensors and signal 
conditioning, it could be extend to display, report and control any other vehicle parameters.  
 The vibratory and acoustic behavior of the internal combustion engine is a highly complex 
one, consisting of many components that are subject to loads that vary greatly in magnitude and which 
operate at a wide range of speeds. 
            The acquisition of the cylinder pressure and its evaluation is one of the most powerful means 
for experimental optimization of internal combustion engines [3]. Behavior of engine working cycle 
may be investigated using this technique. Conditions influencing mechanical and thermal load of 
engine part may be determined as well. The quantification of engine running roughness is also a very 
useful result of evaluation of in-cylinder pressure records. The use of in-cylinder pressure record is 
extremely powerful tool as far as experimental data are confronted with results of mathematical model 
of engine working cycle. For production, testing or even prototype evaluation of vehicles (cars, 
trucks, etc.) the data acquisition requirements can be very demanding. This is made obvious from the 
fact that the types of parameters that would need to be measured include: Temperature (water, oil, 
transmission fluid, brakes, interior cooling system, and exhaust), Pressure (engine compression, tire, 
cooling system, and oil), Vibration (chassis, engine, doors, hood, trunk, and interior), Voltage 
(battery, lamps, relays, electric motors, fans, pumps, and instrument panel), Flow (water, oil, 
transmission fluid, coolant, and air). A vehicle data acquisition system might include hundreds of data 
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points 
Basic Operation 
 The four steps of data acquisition are:  
• Measure 
• Record  
• Access  
• Analysis 
 Different types of Sensors represent the main key to achieve the measuring step, in which it 
measures the different aspect of parameters such as electronic signal, temperature, pressure, 
acceleration, linear movement, frequency and ON/OFF switch position which recorded by the data 
acquisition unit [4].  
 Recording is achieved throughout converting the sensor measurements into digital signal by 
A/D converter prior to logging. The sampled rates refer to the number of times per second the data is 
recorded i.e. 100Hz = 100 samples per second.  
 Access of the number of monitored channels and the sampling rate determine how long it 
takes to full or overwrite the data log memory, the download time and the amount of time to analyze 
the logged data. A higher hertz (Hz) rate creates more data. Once the data has been recorded it then 
needs to be accessed for analyzing and archiving. 
 Analysis, a software analysis program is used to process the data and prepare it in the required 
form. Finally one has to keep in mind that not all signals need to be recorded at a fast rate;  
Data acquisition construction 

A typical data acquisition system consists of these components, as shown in figure 1. 
 The data acquisition includes 3 phases as follows: 
Input Phase  

a ) Physical Phenomenon (Pressure, Vibration etc..) 
b) Sensors: A transducer is a device that converts input energy of one form into output energy 

of another form. For example, a microphone is a sensor that converts sound energy (in the form of 
pressure) into electrical energy, while a loudspeaker is an actuator that converts electrical energy into 
sound energy. 

 
 
 
 
 
 
 
 
 
 
 
            
 
 
  

Figure 1: The data acquisition components 
 

             c) Signal Conditioning : Sensor signals are often incompatible with data acquisition hardware. 
To overcome this incompatibility, the signal must be conditioned. For example, you may need to 
condition an input signal by amplifying it or by removing unwanted frequency components. Output 
signals may need conditioning as well [5]. 

d) A/D Card: At the heart of any data acquisition system lays the data acquisition hardware. 
The main function of this hardware is to convert analog signals to digital signals, and to convert 
digital signals to analog signals. 

e) Screw terminal (to connect wires) 
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Processing Phase 
a) Computer 
b) Software: Data acquisition software allows you to exchange information between the 

computer and the hardware. For example, typical software allows you to configure the sampling rate 
of your board, and acquire a predefined amount of data. 
Output Phase 
 a) Actuators (if there is a control system) 
 b) Monitor 
 c) Printed report 
Hardware 
Channel Types 
• Analog - Any input that continuously changes within a specified range. This type of input 
would traditionally have been displayed with a needle gauge. 
• Digital - Any input or output which can only be in two states. e.g. ON or OFF, true or false, 
above or below. 
• Frequency - Any input that is pulsed or oscillating. The rate at which the input is pulsing or 
oscillating is measured. 
• Serial - Any device or sensor which is semi-intelligent and is capable of communicating via 
RS-232 serial communication. 
Sensor Types 

Table 1 Show various types of sensors’ output 
Analog Digital Frequency RS232 

Temperature Switches RPM Gas analyzer 
Pressure in/out Speed  
Flow Status Rotary encoder  
Current Counter   
Volts on/off   

 
What do you need to know? 
 • Resolution and range (4.1 & 4.2). 
 • How fast to sample (4.3). 
 • How many times to sample. 
 • Device and configuration (what is the maximum number). 
 • Connecting the signals the right way. 
 • What channels to sample. 
 • How to deal with the data. 
 • Data bus (type of slot inside computer e.g. PCI or external such as USB [6]. 
Analog-to-Digital Conversion 
 • The A/D converter (ADC) converts an analog voltage into a binary number through the 
process of quantization. 
 • The ADC will have a full-scale voltage range over which it can operate. 
 • The number of bits will dictate how many discrete levels will be used to represent measured 
voltages. For example, an 8-bit converter with a full-scale voltage of 10 V will give you a resolution 
of 10V/256 which is 39.1 mV. Figure 2 shows a comparison between 16 bit card resolution and 3 bit. 
[7] 
Signals’ Resolution 

∆ =
VFS
2n �

10V
23

= 1.25V
10V
216

= 0.15mV
 

            Where VFS is the full scale of the input signal 
            N is the card’s resolution (12, 14 or 16 etc.)  
             is the signal’s resolution 
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Figure 2 shows a comparison between 16 bit card resolution and 3 bit 

 
Choosing a sampling or scan rate (scans/sec, or Hz) 
 The ADC samples according to a scan rate. How fast you sample should satisfy the Nyquist 
sampling theorem. The sampling frequency should be at least two times the highest frequency present 
in the signal. If Nyquist criterion is not satisfying there will be implications in how the signal is 
‘reconstructed’. Depending on your objective, you might choose scan rate to satisfy Nyquist criterion 
but, you might also want to have accuracy in time measurements. Can you see how you have to 
balance how fast you sample, how many samples you get, etc.? 
Types of Measurement Systems: 
 1. Differential measurement system 
 2. Referenced single-ended (RSE) 
 3. Non-referenced single-ended (NRSE) 
 You may see these connection options on A/D hardware. 
What Hidden things you have to take care about? [8],[9]  
Sensors 
 When choosing the best analog sensor to use, you must match the characteristics of the 
physical variable you are measuring with the characteristics of the sensor. The two most important 
sensor characteristics are sensor’s output & bandwidth 
Sensor Output 
 The output from a sensor can be an analog signal or a digital signal, and the output variable is 
usually a voltage although some sensors output current. 
Current Signals 

Current is often used to transmit signals in noisy environments because it is much less 
affected by environmental noise. The full scale range of the current signal is often either 4-20mA or 
0-20mA. A 4-20 mA signal has the advantage that even at minimum signal value, there should be a 
detectable current flowing. The absence of this indicates a wiring problem. You need to use this type 
if your measuring system is far from your control room. 
Voltage Signals 

The most commonly interfaced signal is a voltage signal. For example, thermocouples, strain 
gauges, and accelerometers all produce voltage signals. There are three major aspects of a voltage 
signal that you need to consider: 
Amplitude 

If the signal is smaller than a few millivolts, you may need to amplify it 
Frequency 

Whenever you acquire data, you should decide the highest frequency you want to measure. 
The highest frequency component of the signal determines how often you should sample the input. If 
you have more than one input, but only one analog input subsystem, then the overall sampling rate 
goes up in proportion to the number of inputs. Higher frequencies may be present as noise, which you 
can remove by filtering the signal before it is digitized. If you sample the input signal at least twice as 
fast as the highest frequency component, then that signal will be uniquely characterized. However, 
this rate may not mimic the waveform very closely.  
Duration 

How long do you want to sample the signal for? Data stored in ASCII format takes more 
space than data stored in binary format. 
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Sensor Bandwidth 
In a real-world data acquisition experiment, the physical phenomena you are measuring have 

some limitation. The bandwidth is given by the range of frequencies present in the signal being 
measured. You can also think of bandwidth as being related to the rate of change of the signal. A 
slowly varying signal has a low bandwidth, while a rapidly varying signal has a high bandwidth. To 
properly measure the physical phenomena of interest, the sensor bandwidth must be compatible with 
the measurement bandwidth. You may want to use sensors with the widest possible bandwidth when 
making any physical measurement. This is the one way to ensure that the basic measurement system 
is capable of responding linearly over the full range of interest. However, the wider the bandwidth of 
the sensor, the more you must be concerned with eliminating sensor response to unwanted frequency 
components [4]. 
Signal Conditioning 

Sensor signals are often incompatible with data acquisition hardware. To overcome this 
incompatibility, the sensor signal must be conditioned. The type of signal conditioning required 
depends on the sensor you are using. For example, a signal may have small amplitude and require 
amplification, or it may contain unwanted frequency components and require filtering. Common ways 
to condition signals include: Amplification, Filtering, Electrical Isolation, Multiplexing, and source 
Excitation [7]. 
Current DAS Application 
 The measuring system consists of many sensors and actuator which are shown in the figures 
(3-13). The sensors are RPM sensor, Oil pressure sensor, Cylinder head temperature sensor, Lambda 
(Oxygen) sensor, Inlet radiator temperature, Outlet radiator temperature, Dynamometer manual load, 
Cylinder pressure, Rotary Encoder (crank angle), and Vibration. The whole system is shown in figure 
14. 

       
             

Figure 3: RPM Sensor                                                   Figure 4: Oil Pressure Sensor 
           
 
 
 
 
 
 
 
 
 
     

Figure 5: Cylinder Head Temperature Sensor                  Figure 6: Oxygen Sensor 
 
Software 
 The data acquisition software is developed using “TestPoint” [10].  
            TestPoint: It’s a software package that supports acquisition from A/D boards and RS232 
devices, and combines this with analysis and display capability. It provides object-oriented graphic 
style of creating custom test, measurement, and data acquisition programs. 
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 By dragging and dropping objects, which are icons representing related tasks, to an action list 
in the desired order of execution, it is easy to create applications quickly without any complicated 
programming figure 15. 
 

                 
Figure 7: Inlet Radiator Temperature sensor       Figure 8: Outlet Radiator Temperature Sensor 

 

              
Figure 9: Manual load control actuator            Figure 10: Cylinder pressure sensor 

           

              
Figure 11: Rotary encoder (Crank Angle) Sensor           Figure 12: 3D vibration Sensor 

                   and Dynamometer 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

106 
 

              
Figure  13: Installation of the                   Figure  14: The whole system 

                          Vibration Sensor 
               
 Professional looking applications are created by simply placing the input, output, display, and 
control-button objects where you want them on the display window. Libraries for many popular 
instruments including Hewlett Packard oscilloscopes, spectrum analyzers etc. are supported. Data 
acquisition boards and GPIB cards are accessed through the same drag and drop action. During 
application development or test, a handy demo mode is available, allowing application development 
without the actual presence of hardware. Software package is necessary to process the acquired data 
[11]. A/D card without software is useless. A/D card with poor software is almost useless. A/D uses 
driver software which is the layer between the operating system and the hardware. It directly controls 
the registers of the A/D card, managing its operation and its integration with the computer resources, 
such as processor interrupts, Direct Memory Access DMA, and random memory [12]. 

                
Figure 15: Interface architecture of the                Figure 16: A typical DAS-ICE display 

Software package                   showing the main menu system 
 

Features of the developed package 
 Data Acquisition System for Internal Combustion Engine (DAS-ICE) provides an extensive 
set of data analysis tools, graphics, control and application interface development capabilities as well 
as the ability to acquire data from A/D. It runs in windows environment to provide the ability to 
tightly control timing and perform multi-tasking functions. Multitasking allows different parts of an 
application to run in parallel without complicated managers or disk-swapping methods. The 
synchronization of the acquired data (trigger) is very important (Top dead center of the acquired 
cylinder) [13]. The main interface of the application is shown in figure 16.  
Measurement  

Figures (17-18) illustrate a sample of the measurement results for the ignition cycles and the 
processed data to get average cycle. Multiply the magnitude of pressure by the sensor factor to get the 
physical real value in Pascal. Figures (19-20) illustrate a sample of processing the vibration signals in 
the frequency domain. 
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Figure 17: Acquiring 8 complete ignition           Figure 18: Processing the acquired data 

cycles according to user request                to get the average cycle 
 

           
        Figure 19: Acquiring vibration signals            Figure 20: Processing the acquired data  
            On the engine & Performing FFT                of the vibration signals  
 

Conclusion 
 A configurable data acquisition system is built to acquire data from internal combustion 
engines. The system describes the basic steps for mechanical engineers who need to design their 
dynamic measuring system. The system is operational and capable of acting as a test bed for a wide 
variety of experimental investigation on Petrol engine. 
 The system takes into account different types of signals such as cylinder pressure, vibration in 
3D, Oil pressure, crank angle, and engine RPM. Inlet water temperature to radiator, outlet temperature 
from radiator, oil temperature, and cylinder head temperature are also captured. 
 The system processes the acquired data to prepare the average cycle during the 4 strokes as a 
function of a synchronized crank angle. The vibration signals in time domain are converted into 
frequency domain using FFT. Beside online mode, the system can also process the data using offline 
mode. A digital filter is included in the system to filter the signals from noise. The developed system 
saves about 75% of the cost of a similar on the shelve system.  
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Abstract: 
 Investments of Hydroelectric Power Plants have been grown up and our country has become 
like a construction site by entering into force of the law concerning the transfer of the right of water 
use in Turkey since 2001. Turkey has a gross annual hydropotential of 433.000 GWh, which is almost 
1% of world total potential. Its share is about 16% of the total hydropower capacity in Europe. This 
situation has increased the importance of planning and arousing interest of academic levels of 
hydroelectric power plant (HEP) and small hydropower plant (SHEP). Small-scale micro hydropower 
is both an efficient and reliable form of energy. The first small hydroelectric plant (SHEP) with a 
capacity of 88 kW was installed in Turkey in 1902. In this study, a concrete example of a not 
accumulated hydroelectric facility planning is discussed by aiming of consideration of Kezer River in 
Turkey hydroelectric energy potential. Finally Installed power and energy values of the total annual 
flow have been calculated using discharge, net head and turbine efficiency. 

 
Key Words:  Renewable energy, Small hydropower, Kezer river 
 
Introduction 
 Energy plays a vital role in the socio-economic development and in raising the standard of 
living. Turkey is a rapidly growing country where both its population and economy are expanding 
each year, resulting in a corresponding increase in its energy demand. This increasing demand has to 
be met to keep a sustainable development in the economy and to raise the living conditions of the 
people. Although Turkey has many energy sources, it is a big energy importer. Turkey has a lot of 
potential to supply its own energy, which could be harnessed in order to avoid this energy 
dependency. Additionally, Turkey is a country with an abundance of renewable energy sources and 
can essentially provide all energy requirements from its own indigenous energy sources [1]. Table 1 
shows Turkey’s present and future energy consumption (taken from Ministry of Energy and Natural 
Resources of Turkey) with respect to various resources [2]. 
Clean, domestic and renewable energy is commonly accepted as the key for future life, not only for 
Turkey but also for the entire world. This is primarily because renewable energy resources have some 
advantages when compared to fossil fuels. Turkey has to adopt new longterm energy strategies to 
reduce the share of fossil fuels in the energy consumption [3]. 
 Turkey has a total hydropower potential of 433 TWh that accounts for almost 1.1% of the 
total hydropower potential of the world and for 13.75% of European hydropower potential. Only 130 
TWh of the total hydroelectric potential of Turkey can be used economically. By the commissioning 
of new hydropower plants, which are under construction, 43% of the economically usable potential of 
the country would be exploited. At present the hydropower energy is an important energy source for 
Turkey due to its useful characteristics such as being renewable, clean, and less impactful on the 
environment, as well as being a cheap and domestic energy source [4]. 
 Turkey is divided into 25 drainage basins in regard to the concept of hydrology, as given in 
Table 2 [5]. Annual average flows of these basins are approximately 186 km3. The Euphrates and 
Tigris, among all basins, is the largest with about 185,000 km2 of land area. Most of country’s water 
potential lies in the southeast region (Euphrates and Tigris basin) with 28.5%, followed by Black Sea 
region with 13.3%, Mediterranean region with 10.8%, Marmara region with 4.5% and others. 
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Table 1. Turkey’s final energy consumption by resources. 

Type of Resources 2006 2010 2015 2020 
Hard coal 14,721 17,282 26,884 48,156 
Lignite 11,188 18,001 24,190 32,044 
Asphaltite 259 301 301 301 
Oil 32,551 41,184 50,420 60,918 
Natural Gas 28,867 37,192 44,747 51,536 
Nuclear 0 0 8229 8229 
Wind 11 421 571 721 
Solar 403 495 605 862 
Fuelwood 4023 3383 3075 3075 
Animal and Vegetable residues 1146 1034 926 850 
Geothermal (Heat) 1081 1750 2836 4584 
Geothermal (Electricity) 330 330 330 330 
Hydraulic 3556 4903 7060 9419 
Growth rates (%)  29 35 31 

 
Table 2. Turkey’s drainage basins [6]. 

No Name of basin Rainfall area 
(km2) 

Annual 
average flow 

(km3) 

Share in 
total  (%) 

Annual average 
yield (l/s/km2) 

1 Meric-Ergene 14,560 1.33 0.7 2.9 
2 Marmara 24,100 8.33 4.5 11 
3 Susurluk 22,399 5.43 2.9 7.2 
4 K. Ege 10,003 2.09 1.1 7.4 
5 Gediz 18,000 1.95 1.1 3.6 
6 K. Menderes 6907 1.19 0.6 5.3 
7 B. Menderes 24,976 3.03 1.6 3.9 
8 W.Mediterranean 20,953 8.93 4.8 12.4 
9 Antalya 19,577 11.06 5.9 24.2 
10 Burdur 6374 0.5 0.3 1.8 
11 Akarcay 7605 0.49 0.3 1.9 
12 Sakarya 58,160 6.40 3.4 3.6 
13 W.Black Sea 29,598 9.93 5.3 10.6 
14 Yesilirmak 36,114 5.8 3.1 5.1 
15 Kizilirmak 78,180 6.48 3.5 2.6 
16 Konya(closed) 53,850 4.52 2.4 2.5 
17 E.Mediterranean 22,048 11.07 6 15.6 
18 Seyhan 20,450 8.01 4.3 12.3 
19 Asi 7796 1.17 0.6 3.4 
20 Ceyhan 21,982 7.18 3.9 10.7 
21 Euphrates-Tigris 184,918 52.94 28.5 21.4 
22 E.Black Sea 24,077 14.90 8 19.5 
23 Çoruh 19,872 6.30 3.4 10.1 
24 Aras 27,548 4.63 2.5 5.3 
25 Van lake 19,405 2.39 1.3 5 
 Total 779,452 186.05 100  

 
The obvious benefits of hydropower projects in Turkey or in any other country where 

hydropower potential exists abundantly, is associated with the generation of electrical power, which 
has the ability to both assist the sustainable economical development and increase the quality of life. 
Furthermore, they are labor-intensive during construction, as well as providing long term employment 
opportunities [7]. Another benefit of exploiting water resources is about environmental concern. 
Because it is a renewable, clean and green energy source, it is less harmful than fossil fuel sources 
causing dangerous gas emissions. 
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 Small, mini and micro-hydro plants (usually defined as plants less than 10 MW, 2 MW and 
100 kW, respectively) play a key role in many countries for rural electrification. Small scale hydro is 
mainly ‘run of river,’ so does not involve the construction of large dams and reservoirs. Therefore 
there have been minimal and ignorableenvironmental problems with small scaled hydro plants in 
comparison with those of HEPs with large dams. In medium head (5m< head< 15 m) or high head 
(head >15 m) installations, water is carried to the forebay by a small canal. Low head installations 
(head <5m) generally involve water entering the turbine almost directly from the weir. Small hydro 
technology is extremely robust (systems can last for 50 years or more with little maintenance) and 
also has the capacity to make a more immediate impact on the replacement of fossil fuels because 
unlike other sources of renewable energy. It can generally produce some electricity on demand with 
no need for storage or backup systems [8]. Turkey has a mountainous landscape with an average 
elevation of 1132 m that is about three times higher than the European average. This topography 
favors the formation of high gradient mountain streams which are suitable locations for SHEP 
development [9].  
 It is highly sensitive to environment like other renewable energy sources. Table 3 compares 
potential environmental impacts of renewable energy development. These negative effects, however, 
can be ignored compared to those of primary energy sources such as oil, coal and gas. In addition, 
SHEP plants also have effects on natural environment. They cause disadvantages such as blockage of 
fish passages and protection, and interruption of sediment transport. For this reason, effective fish 
passages for all fish species in the region where SHEP was set up must be achieved. Various local 
SHEP projects are under investigation and the preliminary reports of some of them are either under 
preparation or ready. The adoption of SHEP will lead to an improved rural economy through 
increased employment in their construction and provision of cheaper electricity for domestic use. In 
addition deforestation caused by using wood for heating will decrease. 

Table 3. Comparison of potential environmental impacts of renewable energy sources. 
Type of renewable Potential environmental impact 
SHEP Blockage of fish passage and interruption of sediment transport 
Wind Noise, visual impacts, avian and bat mortality 
Geothermal 
 

Thermal pollution, damage to natural geothermalfeatures, subsidence 

Solar PV PV panel disposal 
 

There is a clear growth trend for SHEP plants, as can be seen in Table 4. Since 1990, number 
of SHEPS and their capacity has more than doubled. Installed capacity and power generation of SHEP 
plants are expected to be 260 MW and 968GWh/year by 2010 and 335 MW and 1250GWh/year by 
2015. Table 4 gives the growth trend of SHEPs during the period 1996-2002 and short term and long 
term forecast of SHEP development [10]. 

Table 4. Small hydropower development in Turkey during 1996-2002 [11]. 
 1996 1997 1998 1999 2000 2001 2002 Forecast 

2010 2015 
Total number of 
SHEP 

55 56 59 61 67 70 71 100 
 

130 
 

Capacity (MWh) 124.9 137.7 138.6 144.1 146.3 170.2 175.5 260 335 
Generation (GWh) 499 500 524 533 636 664 673 968 1250 

 
Material And Method 
Introduction of the project area 
 The province of Siirt is located in the northeast of Southeastern Anatolia Region, 41o-57i- 
north latitude and 37o-55i east longitude and located on the Sirnak and Van, east, north and Bitlis, 
Batman from the west, south, surrounded by the provinces of Mardin and Sirnak. From north to south 
Mus Mountains, east of the province of Siirt area surrounded by the East of the Mountains, the Tigris 
River, is one of the major water catchment areas. All of the territory of the province fall into the Tigris 
river basin. Siirt’s largest river, the Botan, is a major tributary of the Tigris. One of the deepest and 
narrowest valleys in the country, the Botan river valley opens onto the Bitlis river valley and the 
Tigris valley. Siirt’s other major rivers are the Bitlis, Kezer and Zorava. Boasting over 350 km of 
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rivers and beautiful countryside. Siirt abounds in plateaus and high mountains. The city is backed by 
steep, high mountains to the north, which form part of the Southeastern Taurus range. Large plateaus 
such as the Cemirakı, Ceman, Herekol and Bacavan are used as pasturage. Siirt ongoing terrestrial 
climate and the most prominent features of the four seasons are experienced. Eastern and northern 
parts of the more hard and rainy winters, warmer summers in southern and southwestern regions. 
Summers are hot and dry. Surface water source of project is Kezer river and its side branches. 
Drainage area of kezer river is 1077 km2 at 577 m elevation. Drainage area and water branches map is 
given in Fig 1. 

Kezer З ayэ

Kezer Reg.

Drenaj alanэ
sэnэrlarэ

 
Fig 1. Kezer river drainage area and water brances map 

 
Determining the project formulations  
 In order to determine project formulation we have used topographic map and google earth 
program and we have also done the investigations about land’s geomorphological state, topographic 
state, impact of agricultural area, historical and cultural entities. Satellite images about project area are 
shown in Fig 2 and land pictures are shown in Fig 3. It is thought as not accumulated HEP after 
investigation mentioned above. It is much more suitable to put regulator location to 569 m. Free 
surface trapeze is used in order to transmit translated by regulator. Total lenght of transmission 
channel is 8200 m. Installation pool is made for providig connection with penstock made by 
transmission channel open to the atmosphere. Installing pool is made in order to perform pipe with 
pressure to store the water requirement at least for one minute for the turbine and to meet rebound in 
case of water entrance to turbine or water cut. 
 Water entrance from installation pool to tribunes in central is done with penstock. Penstock 
working with pressure is made with reinforced concrete and polietilen pipe or mainly steel pipe. 
Penstock’s diameter can be changeable according to the discharge rate. Average speed in penstock is 
required as 3-6 m/s but maximum speed is required as 10 m/s [12] . Penstock is determined as 100 m 
in Kezer regulator and HEP project. 

 
Fig 2. Kezer regulator, HEP regulator location and route of the transmission channel 
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Fig 3. Kezer regulator and HEP route of the transmission channel 

 
 Power house is the plant transforming water to energy and water comes from penstock. Water 
passed through turbines transform into mechanic energy. Energy made up of with water passed 
through turbines decreases with its productivity and energy transferred to generator is transformed to 
electrical energy. But, there can be seen decreases in the quantities of energy according to the 
productivity of generator. Voltage of the electricity is increased from medium to high and it is 
transferred to the switcyard. Operation of the water leaving the turbine again into the river bed is done 
by tail water channel. Elevation of the tail water channel of this project is 532 m. 
Determining water discharge 
 There are records of observation station (AGİ) numbered as EİE 2624 from 1972 to 2010 and 
this AGİ is located on Pınarca village site 530 m on Kezer stream in the downstream of project 
working border around 577 m and 532 m. There is no need to investigate another stations or statistical 
analysis among stations and this AGİ has got enough time of period ( 39 years) and perfect 
information for represantation of the project. Discharge and flow rates should be determined for 
regulator place in order to move this discharge and flow rates to regulator place. For this reason, field 
calculation should be made for the regulator place on 569 meters and records should be moved to 
regulator place with areas ratio method. Discharge results should be used to discharge continuity 
curve and then water discharge (in the 95 % of time) and quantity of firm (reliable) energy would be 
determined. 
Installed capacity calculation 
 To calculate the installed power required to account for the net head. For this, first head losses 
to be calculated and calculation will be based on the difference between the gross head. 
Flood calculation 
 Regulator to determine the capacity of the spillway flood accounts is required. For this 
purpose, regional flood frequency analysis method will be used. 
Findings And Discussion 
Climate and water resource of the region 
 Kezer rainfall area completely have features of climate of east anatolia. Regions parameters 
of rain, humidity, heat, evaporation, relative humid, wind and snow are determined by stations used 
by DSI (state water affairs) and DMI (state meteorological service). kezer regulator at the thalweg 
elevation of around 569.00 m is planned to turn water comes from rainfall area which is on this 
elevation. In Fig 4, rainfall area of Kezer regulator is determined on the map with the scale of 1/ 
25000, rainfall area for regulator place is 1077.60 km2 and rainfall area for power house is 1169.60 
km2. Meteorology observations stations near the project rainfall area were drawn using the thiessen 
poligons. Project rainfall area’s observation stations are Baykan, Siirt, Sirvan, Bitlis, Hizan, Resadiye, 
Sarikonak, Tatvan. These stations represantation rates are respectively 2.11%, 4.43%, 36,08% 
19.67%, 13.79%,4.23%, 15.86%, and 3.82%. 
 Surface water source of project is Kezer river and its side branches. In the northeast of project 
rainfall area, Sapur river sprang from about 2700.00 m elevation,  then named as Guzeldere with 
joining of large and small side branches from right or left shore. Guzeldere is then renamed as Baykan 
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river and its name is changed as Cobansuyu with joining of Ceviz river around 1050.00 m elevation. It 
is named as Koca river with joining of Harmanyeri river and then it is named as Kezer river with 
joining of side branches at 569.00 m elevation where it is reached to regulator place. Branches from 
right and left shores joined to Kezer river which flows in the South direction and it is reached to 
central place as Pınarca river at 532.00 m elevation. 
 Kezer river numbered as EİE 2624- Pınarca flow observation station (AGİ) is on the same 
stream with the project. Rainfall area of this sation is 1169.60 km2 and its approximate elevation is 
530 m. Flow records of this station are decided to be used in water supply of Kezer regulator and HEP 
Project. The flow records of EİE 2624 AGİ is used in the calculations of average daily flow of Kezer 
regulator place planned to set up at 569.00 m elevation. 1972 - 2010 years of recorded daily average 
flows for the period covering the 39-year, monthly and annual average flow rates (Fig 5), monthly and 
annual total flow is used. This AGİ’s average daily records of discharge for 39 years, average monthly 
and yearly dicharge (Fig 5) and total monthly and yearly total flow  rates are used. Accordingly, EİE 
2624 AGİ’s yearly average discharge is 19.78 m3/s and yearly average flow is 622.73 hm3. 

 
Fig 4. Regulator place and drainage area of the central place 

 
Fig 5. EİE 2624 AGİ, for many years monthly average flow rates 

 
 Discharge continuity curve darwn by using flow rates btween the years of 1972 and 2010 is 
shown in Fig 6. Accordingly, yearly average discharge of Kezer regulator area is 17.16 m3/s and its 
yearly total flow is 540.08 hm3. Firm discharge available at least 95% of not accumulated HEP project 
is described as discharge on the source of river [13]. For this reason,  discharge continuity curve is 
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used. Firm power is described as power obtained by this discharge and firm energy. Energy which is 
not firm is named as secondary energy. 

 
Fig 6. Regulator place discharge continuity curve 

 
 Discharge continuity curve drawn by discharge and temporal percentages is shown in Fig 6 
[14]. According to discharge results obtained by discharge flow curve in the time of 95 % is 1.64 m3. 
The turbine power plant, set up with this discharge, is accepted as firm power and energy can be 
generated is accepted as firm energy. 
Calculations of installed power 
 The installed power of project is calculated by the discharge and head, the equation is as 
follows: 

P = 9.81 x Q x Hx ƞ                                                                                          (1) 
 where, P: installed power (Kwh), Q: discharge (m3/s), H: Net head, ƞ: productivity of the 
turbine. 
 In this equation, we must find firstly head loss in order to find net head. Total head loss is 
calculated as 4.22 m. Gross head is 45 m ( 577-532) and net head is obtained as 40.78 m (45-4.22). 
 Design discharge is accepted as 36 m3/s by choosing discharge in 15% of time in the 
discharge continuity curve. In the literature calculation of firm power, installed power is Q50 and 
maximum design discharge is Q15. Initial design discharge is described as the value of the time in the 
15% and 30 % . Installed power P is calculated as 1325 kwh or mechanically 13.25MW  
(9.81x36x40.78x0.92). 0.98 which is the coefficient generator is multiplied by this energy and we find 
the electrical power. In this case installed power is 13.00 MW electric. 
Energy production calculations 
 The amount of energy that can be produced in a year is calculated based on annual water 
volume and head. The annual volume of water taken as the average of all years removed tailrace, 

E= 2.32.10xV x H net x ƞ                                                          (2) 
 where, E: annual amount of net energy generated (kwh), V: annual amount of water (m3), 
H:amount of net head (m), ƞ: turbine efficiency. Total energy is calculated as 42,57 GWh/year 
(2.32.10-3x489.12.106x40.78x0.92). Firm energy is calculated as 4.44 GWh/year (2.32.10-3 x 
50.96.106x40.78x0.92). Secondary energy is calculated as 38.13 GWh/year (42,57-4,44). 
Choosing of turbines 
 According to the calculated discharge and head, It is chosen as Francis turbine. The 
productivity of turbine’s exit power is determined as 0.92. The number of turbine is two because 
project design discharge is above the average discharge. Discharge of water is divided in to two 
named as branch in the central entrance after penstock and it will be passed through each turbine as 
18.00 m3/s. Each turbine power is 6635 kwh. Horizantally Francis turbine is used. 
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Flood Accounts 
 Regional flood frequency analysis is chosen in this project because the numbers of records are 
enough and flow data exactly represents the area. In these calculations annual recurrence flood 
discharge found by AGİ’s frequency analysis and this discharges moved to regulator and central by 
using formulations given below; 

QReg=(AReg/AAGİ)2/3 xQAGİ                                              (3) 
QSantral=(ASantral/AAGİ)2/3 xQAGİ                                                     (4) 

 Given the recurrent times for AGİ flood values calculated for regulator and central place is 
given in Table 5. 

Table 5. Flood values 

Recurrence year Station place (m3/s)                  Regulator place(m3/s)                  

2 328.98 307.84 
2.33 345.68 323.47 

5 480.81 449.91 
10 574.64 537.71 
25 687.98 643.77 
50 769.24 719.8 

100 848.13 793.62 
500 1022.31 956.61 

 
Conclusion 
 In this paper the evaluation of hidroelectrical potential of Kezer river ( the branch of Botan 
river on Dicle basin) between the elevation of 532 m and 577 m is done. For this reason firstly, 
regulator which is thought as convert structure for plant is seen suitable to place it at the 569 m 
elevation. Water taken from the regulator is thought to transmit to central by transmission channel 
with a free surface flow which is 8200 m long. Installing pool is designed for controlling water 
entrance to central with penstock at the end of the transmission channel. Water discharge in the time 
of 95 % is found as 1.64 m3/s with drawing discharge continuity curve. Total of continuous and local 
head loss is calculated as 4.22 m (In the sedimentation pool, transmission channel and penstock) and 
it is substracted from gross head (45 m) and real head is found as 40.78 m. Discharge, real head and 
the productivity of turbine are used to find the value of installed power as 13.25 Mwh and the value of 
total energy as 42.57 Gwh. 
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Abstract: 
 Urban Environmental Engineering is the application of science and engineering techniques to 
improve the natural environment to provide healthy water, air, and land for human habitation 
including infrastructure. The focal point is on the sustainable development of an urban entity where 
development of industrial and natural resources elevates and sustains energy needs of a civic 
population.  This dissertation is aimed at developing a centralized system to carry out the analysis of 
urbanization of the Udupi Taluk with inputs from various interdisciplinary fields of demography, 
commerce, education, industries, health and tourism. To brawl with the problems of environmental 
degradation and to meet the challenges of sustainable development, it is suggested that the use of 
remote sensing and GIS in conjunction with geospatial data is of vital importance. There is need for 
the use of an urban information database that can be formulated using remote sensing data and GIS 
techniques. This is possible as GIS technology is unique in embracing spatial data of various 
parameters that could be modeled to bring out a multi-parametric relation in nature. The end result 
would provide spatial variations in the form of digital maps. These maps and their polygons would be 
imported in a GIS environment and the results would be used in query-models and thereby 
establishing the urban development of Manipal and the Udupi taluk. The output would shift the 
interpretations from single parametric to multi-parametric relation and this would enable the end users 
such as governmental agencies to pool data and adopt new strategies in dealing with urbanization in a 
comprehensive manner. 

 
Key Words: Urban Environmental Engineering, Geographic Information System, Spatial Data, 
Digital maps, Query-models 
 
Introduction 

There is an asymmetrical urban growth, which is taking place all over the world, but the rate 
of urbanization is very fast in the developing countries, especially in Asia. In 1800 A.D., only 3% of 
the world’s population lived in urban centers, but this figure ranged to 14% in 1900 and in 2000, about 
47% (2.8 billion) people were living in urban areas. Statistics show that India’s urban population is the 
second largest in the world after China, and is higher than the entire urban population of all countries 
put together barring China, USA and Russia.   
 Every major city of India faces the same proliferating problems of urban expansion, 
inadequate housing, poor transportation, flawed sewerage, erratic electric supply, and insufficient 
water supplies. The level of air, water, and land pollution has increased because of abysmal 
environmental management. This has a direct impact on the quality of the urban environment, 
affecting labor productivity and the overall socio-economic development. The circumstance of the 
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urban environment all over India is deteriorating so fast that the sustainability of the cities is 
threatened. 
 The increasing demands for information in urban planning and management sectors 
necessitate the application of remote sensing for sustainable development of urban areas. Thus in this 
context integrated geo-spatial technologies such as remote sensing (RS), geographic information 
system (GIS) and global positioning system (GPS) can tally up to interactive operations that would be 
an asset for assessing, understanding, and mapping utility and service facilities, as well as solving 
complex urban environmental problems. By utilizing remote sensing data and implementing GIS 
mapping techniques, changes in urban extent can be monitored and mapped for explicit developmental 
projects. The situation is grave in India due to unplanned growth of the cities in all directions. The 
current study will prove to be useful to assess some of the urban environmental issues which Manipal 
and Udupi taluk is currently facing with the help of geo-spatial tools. 
Study Area 
 Udupi district is a fairly new one, carved out from the erstwhile Dakshina Kannada district of 
Karnataka in 1997. It lies between 74034’45”E to 75012’20”E longitudes and 12059’40”N to 
13048’50”N latitudes.  The district is covered in the Survey of India toposheet references of 48K and 
48O series on 1:250,000 scale. Udupi taluk is in the Udupi District of the Indian state of Karnataka. 

              
Figure 1: Study Area- Udupi Taluk with Geographical Co-ordinates 

 
Role of Geo-information systems in sustainable urban development 
 The role of GIS in its decision making power in the field of sustainable urban development 
seems to be ideal. This would requisite the availability of ‘sustainable indicators’ to provide a solid 
basis for the study, which include health, education, employment, air quality, traffic, housing facilities 
and economic prosperity. Creating a powerful centralized information system describing the data and 
their locations would be necessary for the grass-root level planning of a city or district.  
 Remote sensing and GIS could serve as tools for monitoring and updating the changes. 
Therefore, ‘geoinformation technology’ is a means to integrate the sustainable indicators for suitable 
modeling, thereby helping in the evaluation of results and implementing an effective planning of an 
urban area. 
Objective of the Work 
 The project aims to appreciate the spatial relations of population, schools, banks, urban 
facilities, worship places, tourist centers, and how it can be related to effectively managing the 
environmental resources. The objective of this work is the need to infuse GIS technology in 
conventional environmental engineering. The end result would provide spatial variations in the form 
of digital maps. These maps and their polygons would be imported in a GIS environment and the 
results would be used in query-models focusing on the urban development of Manipal and the Udupi 
taluk. 
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Methodology 
 The Udupi Taluk map is first digitized and Arc coverage of taluk map, a vector layer of 
stations and the attribute table are made. Following blanking process in Golden Surfer, the Contour 
Maps are drawn after gridding the dataset (point, line, area). Also, in this GIS platform, the incomplete 
polygons of the contour map are completed. In the ArcGIS environment, the selected polygon layer 
shows the corresponding polygon and its attribute table. All the polygons created are thus made to 
intersect, depicting all attribute values at once.  
 Query modeling of the created spatial layers is accomplished by assigning suitable conditions. 
Multiple queries can be established for the same spatial layer. 

                               
Figure 2: A Flowchart of the intended project program 

Tools Required 
 The following is a short-list of details required: 

i. Primary and Secondary data on various spatial parameters. 
ii. Geospatial processing tools are used for fusing and integrating geospatial source content into 

software applications for the creation and update of geospatial data and information products.   
GIS software ESRI products such as the following are used: 

i. ArcView10  
ii. ArcGIS9.31 

iii. ERDAS 9.1  
iv. Golden Surfer 9.8  

Data Collected 
For determining the Urban Environmental Engineering status of Udupi Taluk, the data 

available for adjoining places in the taluk was analyzed. It included information on  
i. Population statistics   

ii. Industrial networks 
iii. Educational Institutes 
iv. Worship places 
v. Banks  

vi. Post offices   
vii. Tourism centers 
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The following 20 stations were identified for data sampling 
 Manipal, Rajeev Nagar,  Indralli, Kalsanka , Saagri, Parkala, Hiriyadka, Badagabettu; Udupi 
city; Barkur; Katpadi; Shirva; Padubidiri; Malpe; Ambagilu; Kaup; Saralabettu; Alevoor; Kota and 
Chitpady. 
Results and Discussions 
 The contour maps for different data were obtained using Erdas Imagine and Golden Surfer by 
gridding the data that was collected for the 20 stations within the Udupi Taluk. 

                         
 
 

                          
 

Query modeling is the most critical step of the study that leads to the prediction of future 
pockets of growth and development in a town, city, taluk, district, state or country. Querying of the 
data for different conditions yielded the following results.  
a) Query 1: "Population" = '<5000' AND “Industry" = '6-8' AND "Banks" = '<4' 
b) Query 2: "Banks" = '<4' AND "Industry" = '2-4' OR "Population" = '9000-13000' AND 

"Institute" = '5-10' 
c) Query 3:  "Industry" = '2-4' AND "Institute" = '15-20' OR "Banks" = '16-20' AND 
"tourist_pl" = '6-8 

The query will output results that incorporate the required conditions and the highlighted areas 
shows the corresponding region most suitable to set up the below mentioned urban facility. 
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a. BANKS                                   b. SCHOOLS                                    c.  MALLS 

 
Conclusions 

The major problem associated with urban centers in India is that of unplanned expansion. 
From this study it is evident that using GIS techniques, an assessment of urban environmental issues 
can be done as they are important tools to map, assess, and monitor the changes in the urban 
environment. The deterioration of urban environmental quality is due to a combination of a growing 
population and rising urbanization levels, the consequences of which can be effectively monitored and 
assessed by using geo-spatial tools. GIS would help city planners to assess and set up urban facilities 
as per the requirements of the growth of the place. The officials of various government departments 
should be given thorough exposure and training of GIS for its application and implementation in the 
urban environmental management plans. 
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Abstract: 
This paper presents a finite-difference analysis of stresses and displacements of the plane elastic 

problems of orthotropic materials. Starting from the Airy stress function, we assume that in the case 
of orthotropic materials there is a function ),( yxΨ  the partial derivatives of which determine the 
specific deformations with the material equations. We also use a potential function of the 
displacements, the partial derivatives of which lead to the stress fields with the help of the material 
equations. This will make the prescription of the mixed boundary conditions possible. Therefore, the 
description of the boundary conditions under the form of prescribed stresses (of the load distribution 
on the boundary) becomes possible, because there is a direct relation (differential equations) between 
the displacements and stresses. 

 
Key Words: Displacement potential function, finite-difference method, orthotropic material 
 
Introduction 
      In the linear elasticity theory it is assumed that the relations between stress and deformations are 
linear. This relation can be described by the formula  
 { } [ ] { }εσ ⋅= E , (1) 
     where [ ]E   is the elasticity matrix, a 6-by-6 matrix, which contains 36 material constants (Szalai, 
1994).  

For orthotropic materials in plane stress state, and in plain strain state, the two elasticity matrices 
[ ]E  are valid only if the directions of orthotropy coincide with the directions of the coordinate axes. 
Otherwise, the two arrays must be rotated (Curtu, 1984). Thus, the transformation leads to a full 
matrix (Kakucs, 2007) 

 
11 12 13

21 22 23

31 32 33

[ ]
E E E
E E E
E E E

 
 =  
  

E , (2) 

      of which components are: 
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 (3) 

        where θ  is the angle measured from the first direction of the orthotropy 1 to the x  axis (figure 
1.) 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1. Orthotropic direction 
        and 

 
11 12

12 21 22

33

0
[ ] 0

0 0

E E
E E

E

 
 =  
  

E , (4) 

         is the matrix of elasticity in the directions of orthotropy (it has only three independent elements). 
Therefore, where the directions of orthotrophy do not coincide with the axes, the elasticity matrix 
contains nine nonzero elements and is symmetric. In the general case of plane anisotropy, the 
elasticity matrix is also a full and symmetric, but it contains six independent elements. 
Formulation for finite-difference solution 

Starting from the idea of Airy stress function, we suppose that in the case of orthotropic materials 
there is a function )y,x(Ψ  of which partial derivatives give the projections of the displacement. We 
transcribe the equilibrium equations using Hooke’s law in specific strains (considering 0fx = ), then 
with the geometrical equations, we obtain the followings (Harangus, 2012): 
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We determine the α  coefficients in such manner to get the multipliers of the partial derivatives of 
the first equation equal to zero (in this case any function Ψ  is a solution of the first equation): 
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 (7) 

Since six coefficients cannot be determined from these five equations, we must prescribe one of 
the values (Reaz, 2005). Therefore, we assign 12 =α , and the five remaining coefficients are found 
by solving the system of equations (7), which can be solved by numerical methods. With the obtained 
α  coefficients the second equilibrium equation will be the following: 
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, (8) 

of which solution is the potential function sought by us. The coefficients of this equation are:  
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In case that the orthotropy directions coincide with axes x  and y , the expression of coefficients 

iβ  simplifies and solving the equation becomes easier. Thus, if the angle θ  is an integer multiple of 

the right angle, the coefficients 2β  and 4β  are equal to zero.  
The problem is ultimately reduced to solving the equation (8); we propose the solving with finite 

differences. Therefore, in the point of coordinates )y,x( , which is the point )j,i(  of the grid for 
calculating finite differences, we can write the following equation: 
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i j i j
h h k k h h k

i j i j
h h k

ββ β βΨ Ψ Ψ

β β ββ βΨ Ψ

β βΨ Ψ

 − ⋅ + − + ⋅ − − ⋅ + ⋅ ⋅ − + ⋅ ⋅ ⋅ 
   + ⋅ + ⋅ + ⋅ ⋅ − ⋅ + ⋅ ⋅ + +   ⋅ ⋅   

+ ⋅ + − ⋅ − + +
⋅ ⋅
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( 1, 1) 2 4 ( , 1)
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( 1, 1) ( 2, 1)
2 2 4

( 1, 2) ( , 2) ( , 2) ( ,
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i j i j
h k h k h k h k k

i j i j
h k h k h k h k

f i j i j i j f i j
h k k h k

β β ββ β Ψ Ψ

ββ β βΨ Ψ

ββ βΨ Ψ

   + + + ⋅ − + − ⋅ + ⋅ ⋅ + −   ⋅ ⋅ ⋅ ⋅ ⋅ ⋅   
 − − + ⋅ + + + ⋅ + + − ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 

− ⋅ − + + ⋅ + + ⋅ + = −
⋅ ⋅ ⋅ ⋅

).

 

At each point of the finite-difference grid we write an equation like such. In these equations 
appear the values of Ψ  function taken in the neighboring points, resulting in a system of equations to 
be solved in the )j,i(Ψ  nodal values. 

For the boundary points, in (10) appear values of Ψ in some non-existing external nodes. These 
values also appear when we apply (10) for the nodes next to the boundary ones: these external nodes 
define a new virtual boundary beyond the physical one, increasing the number of the unknowns to be 
determined.  

The system of equations can be solved only by writing boundary conditions: we will give these 
conditions in all boundary nodes, as prescribed displacements and/or loading forces. 
The boundary conditions in the form of prescribed displacement 

For easier applicability of this method, let’s approximate the physical boundary with one which is 
made from horizontal and vertical lines adapted to the grid. In this case we define the boundary 
conditions as the projections of the displacement, as prescribed values of u  and/or v . These 
projections are obtained by deriving of function Ψ , according to the relations: 

 

2 2 2

1 2 32 2

2 2 2

4 5 62 2

,

,

u
x x y y

v
x x y y

Ψ Ψ Ψα α α

Ψ Ψ Ψα α α

∂ ∂ ∂
= ⋅ + ⋅ + ⋅

∂ ∂ ⋅∂ ∂

∂ ∂ ∂
= ⋅ + ⋅ + ⋅

∂ ∂ ⋅∂ ∂

 (11) 

If we express the value of u  from the relation (11) with centered differences, we obtain the 
following equation: 
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32 2
2

31 1 1
2 2 2 2

32 2
2

( 1, 1) ( , 1) ( 1, 1)
4 4

( 1, ) 2 2 ( , ) ( 1, )

( 1, 1) ( , 1) ( 1, 1) ( , ).
4 4

i j i j i j
h k k h k

i j i j i j
h h k h

i j i j i j u i j
h k k h k

αα αΨ Ψ Ψ

αα α αΨ Ψ Ψ

αα αΨ Ψ Ψ

⋅ − − + ⋅ − − ⋅ + − +
⋅ ⋅ ⋅ ⋅

 + ⋅ − − ⋅ + ⋅ ⋅ + ⋅ + − 
 

− ⋅ − + + ⋅ + + ⋅ + + =
⋅ ⋅ ⋅ ⋅

 (12) 

For v  we obtain the same formula, the index of the α -s has to be increased by 3. 
We can observe that applying the calculus for a grid node positioned on the boundary, it will be 

based on three points that are on the imaginary boundary. The concave corners will not raise issues or 
difficulties, however in the convex corners this scheme would include a point that does not belong to 
the imaginary boundary (figure 2). 

 
 
 
 
 
 
 

 
 

 
 
 
 
 
 

Fig. 2. The imaginary boundary that appears due to finite-difference approximation 
 

In this case instead of centered difference approximation, we apply the derivatives’ 
approximations with the help of forward or backward differences, depending on the corner position 
(Harangus, 2012). 
The boundary conditions in the form of loading 

Distributed stress, that loads the boundary is defined by its projections according to x  and y  
directions, noted as xp  and yp . This stress usually is described by an arbitrary function. During the 
mesh, this function is replaced by a step function (figure 3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Task discretion 
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If we cut an element from the area around a boundary point, the stresses along the boundary must 
be in balance with the external loads. Therefore we can write the relations which equal the projections 
of the exterior load with the stresses along the boundary (figure 4).  

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 4. Stresses along the boundary 
 

Relations between specific stresses and strains are given by the generalized Hooke's law, the 
specific deformations and displacements of geometrical equations and the displacements and Ψ  
function by (11) formula. Thus we obtain the relation:  

 

11 12 13

11 12 13 13

3 3 3

11 1 2 33 2 2

3 3 3

12 4 5 62 2 3

3 3 3
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∂ ∂ ∂ ∂
= ⋅ + ⋅ + ⋅ + ⋅ =

∂ ∂ ∂ ∂

 ∂ ∂ ∂
= ⋅ ⋅ + ⋅ + ⋅ + ∂ ∂ ⋅∂ ∂ ⋅∂ 

 ∂ ∂ ∂
+ ⋅ ⋅ + ⋅ + ⋅ + ∂ ⋅∂ ∂ ⋅∂ ∂ 

 ∂ ∂ ∂
+ ⋅ ⋅ + ⋅ + ⋅ ∂ ⋅∂ ∂ ⋅∂ ∂
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3 3
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Ψ Ψ Ψα α α
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+


 ∂ ∂ ∂
+ ⋅ ⋅ + ⋅ + ⋅ = ∂ ∂ ⋅∂ ∂ ⋅∂ 

∂ ∂
= ⋅ + ⋅ ⋅ + ⋅ + ⋅ + ⋅ + ⋅ ⋅ +

∂ ∂ ⋅∂

∂ ∂
+ ⋅ + ⋅ + ⋅ + ⋅ ⋅ + ⋅ + ⋅ ⋅

∂ ⋅∂ ∂  (13) 
The boundary conditions are written by stresses with the help of Ψ  function derivates, rewriting 

these derivates with finite-differences. 
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We exemplify determining conditions of the contour for the vertically side on the left, as follows 
(Harangus et al, 2012): 

 

34 2
3 2 2

32 4 2
2 3 2 2

( 2, ) ( 1, 1)
2 2 2

( 1, ) ( 1, 1)
2 2

cc cj i j i
k h k h k

cc c cj i j i
h k k h k h k

Ψ Ψ

Ψ Ψ

 − ⋅ − − + ⋅ − − + ⋅ ⋅ ⋅ ⋅ ⋅ 
  + + ⋅ − − − ⋅ − + +   ⋅ ⋅ ⋅ ⋅ ⋅   

 

 3 31 1
2 3 3 2

3( , 1) ( , ) ( , 1)c cc cj i j i j i
h k h h h k

Ψ Ψ Ψ⋅ + ⋅ − − ⋅ + − ⋅ + − ⋅ ⋅ 
 (14) 
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( 1, ) ( 1, 1) ( 2, ) ,
2 2 2 x

cc c cj i j i j i
h h h k h k

cc c c cj i j i j i p
h k k h k h k k

Ψ Ψ Ψ

Ψ Ψ Ψ

⋅  − ⋅ + + ⋅ + + − ⋅ + − − ⋅ ⋅ ⋅ ⋅ 
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where 

 

1 11 1 13 4

2 11 2 12 4 13 1 13 5

3 11 3 12 5 13 2 13 6

4 12 6 13 3

,
,
,

.

c E E
c E E E E
c E E E E
c E E

α α
α α α α
α α α α
α α

= ⋅ + ⋅
= ⋅ + ⋅ + ⋅ + ⋅
= ⋅ + ⋅ + ⋅ + ⋅
= ⋅ + ⋅

 (15) 

Conclusions 
This paper presents a finite-difference computational method for the integration of differential 

equations with partial derivatives describing the plane state of displacement or stress of the 
anisotropic materials. As shown in the paper, the problem can be expressed in stress leading to Airy 
function, which describes the second order partial differential stress field. With stress and material 
equations we can determine the specific strains. This method has the disadvantage of the impossibility 
to express directly the displacements.  

By analogy with the Airy function, we used a "potential function" of the displacement, which 
made it possible to write mixed boundary conditions. The partial derivatives of this function are equal 
with the displacements in the directions of coordinate axes. Displacement derivatives, as in the 
derivatives of superior order displacement function give specific strains and by using material 
equations these superior order derivatives will lead to the stress field. Therefore becomes possible to 
write outline conditions as distributed load shape, there is a direct relationship (differential equations) 
between displacements and stresses. These relationships are approximated by finite differences.  

In approximation with finite differences the real boundary was replaced by a boundary consisting 
of horizontal and vertical straight lines and the boundary conditions as prescribed loading led to some 
equivalence relations between loads and stresses. The denser the grid is, the more accurate the 
modeling of the load will be and the negative effects of the approximations made in the corner points 
will be more reduced. The disadvantage of this method is the fact that we can have body forces only 
in one direction.  
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Abstract: 

This study aims to use computational fluid dynamics software package (CFX) to study and 
analyze flow's behavior in an axial flow turbine. This turbine used in low head and high flow rate 
hydropower plant. This study indicates that, performance of the designed blades is acceptable. These 
blades can be used in Kaplan turbine to produce a power with some addition design modification. 
These modifications can be made to reduce the tailing edge vortices (in suction side) of the blade and 
boundary layer forming in the leading edge of the blade. Also these modifications need furtherer 
analysis and more testing using another commercial CFD codes to investigate the results. Also this 
study focused to found the variations of velocity components and the pressure by average 
circumferential area (ACA) from inlet to outlet of the blades and used as factors to analyzed the flow 
inside the blades, the results of this analysis shows a good prediction of the flow behavior inside the 
blades and this lead to acceptable blade design, which can be used in Kaplan turbine. 

 
Key Words: Designing, Simulation, CFD, Numerical, ANSYS, CFX10.0, Axial turbines, 
Verification, Visualization 
 
Introduction 

Hydro power plants generate one fifth of the total electrical power produced in world [1]. Even 
a small improvement of the hydrodynamic design and efficiency can contribute a great deal to the 
supply of the electric power. The efficiency of a hydropower plant depends on a number of 
parameters, such as: Turbine efficiency, Draft tube efficiency and Generator efficiency [2]. Most of the 
past studies have focused on the draft tube for increasing the efficiency of the plant, but a good draft 
tube design is not enough. Recent studies have shown that the efficiency improvement can also be 
realized by minor modification on the older design in the rest of the waterway i.e., in the draft tube, 
runner blades and spiral casing. Previous studies have shown that there is potential for increasing unit 
performance by a moderate modification of such runner blades. Runner blades have been found to 
have an efficiency loss due to the runner losses. A small increase in performance in these power 
stations represents a considerable economic value. This work will analyzed the flow field in the 
runner blades. This analysis is based on CFD simulations. 

In axial flow turbine, water passes through the series of blade rows and changes its direction 
from redial to axial. Runner it the most important component of the turbine and its blade profile is 
designed at different sections from hub to casing to get the best performance and efficiency. The 
rotation of the runner and operation of the turbine either below or above the rated conditions cause 
variation of flow parameters from hub to tip. Hence, actual flow pattern in turbine space deviates from 
the simplifying assumptions made in design thus affecting the turbine performance. The experimental 
testing of turbine models at different operating regimes on specially designed test rigs is the 
conventional approach to assess the performance but its expensive and time-consuming tests. 

The flow in axial flow turbine (Kaplan) is very complex including several flow phenomena, 
such as turbulence, separation, swirling flow and unsteadiness flow. Advanced fluid flows are 
described by the continuity and momentum equations, which can generally not be solved analytically. 
Therefore the numerical procedure in computational fluid dynamics (CFD) is of highest importance. 
CFD can be used to to check efficacy of alternate designs [3, 4] of turbines for optimization before final 
experimental testing of selected designs in resorted. However, in order to prove reliability of these 
tools for application to turbines, validations [5, 6] with known experimental results is required. In 
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present work, 3D viscous flow simulation with SST k-ω turbulence model is carried out in an 
experimental tested model of an axial flow hydraulic turbine using ANSYS CFX10.0 software. The 
variation of flow parameters from hub to tip of runner are presented in graphical form and average 
value of cascade parameters are computed at diffener operating regimes. 
Definition of Geometry 
 The axial flow turbine consists of casing, stay rings, distributor, runner and draft tube. The 
energy transfer takes place in runner hence, present work is focused on runner blades only and 
therefore, analysis is carried from inlet to outlet where proper boundary condition can be applied. 
There are 12 stay vanes, 28 guide vanes and 6 runner blades in the model being analyzed. The blade 
rows of stay ring, distributor and runner are axi-symmetric and therefore, only single runner blade 
assembly is modeled for simulation using periodicity to minimize the total size of mesh. The flow 
parameters at inlet and exit of runner blade with velocity triangles are defined in Fig.1. The 
computational domain of runner blade is shown in Fig. 2, and the unstructured hexahedral mesh is 
generated in ANSYS workbench for all domains are shown in Fig. 3. The y+ varies between 24 to 
186, which is the acceptable rage for automatic wall function treatment in boundary layer in SST k-ω 
turbulence model [7]. The maximum values other mesh quality parameters like face angle, edge length 
ratio, connectivity number are within acceptable limits of Ansys CFX10.0. 

 
Fig. 1 – Velocity triangle at inlet and outlet of the runner blade 

 

 
Fig. 2- Computational domain of runner blade  
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Fig. 3-Unstructured  hexahedral mesh for all domains 

 
Boundary Condition 
 The results obtained from the simulation in any flow domain depend on the specific boundary 
condition. In this work, the total flow rate and its direction are specified at stay vanes inlet as inlet 
boundary condition and static pressure specified at outlet of draft tube as outlet boundary condition. 
The rotational speed of runner is specified and other two blade rows are set stationary. All boundary 
walls are assumed smooth with no slip. 
Governing Equations 
 The flow in the runner is assumed to be turbulent, and incompressible, the Reynolds 
Averaged Navier Stokes (RANS) equations consisting of continuity, momentum and energy equations 
are used. In order to solve these governing equations in Ansys workbench, the CFX10.0 solver has 
been utilized in this study.  
Continuity           𝜕𝑢𝑖

𝜕𝑥𝑖
= 0                                                                                                       (1)                          

Momentum      𝜌 𝜕𝑢𝑖
𝜕𝑡

+ 𝜌 𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

= − 𝜕𝑝
𝜕𝑥𝑖

+ 𝜕
𝜕𝑥𝑗

�𝜇 �𝜕𝑢𝑖
𝜕𝑥𝑗

+ 𝜕𝑢𝑗
𝜕𝑥𝑖
��                                       (2) 

Energy             𝜌 𝜕𝑇
𝜕𝑡

+ 𝜌 𝜕𝑇𝑢𝑗
𝜕𝑥𝑗

=  𝜕
𝑐𝑝𝜕𝑥𝑗

�Κ 𝜕𝑇
𝜕𝑥𝑗
�                                                                  (3) 

These equations are non-linear and their analytical solution is not possible and hence 
approximate solution is obtained by numerical method [8] . 
Computation of Flow Parameters 

The numerical analysis gives pressure and velocity distribution and the non-dimensional 
parameters are computed for presentation of results. The velocity components are divided by spouting 
velocity (√2gH) to get specific (non- dimensional) values of corresponding velocity. The following 
formulae are used for computation of different parameters [9]:  
Pressure coefficient                                       𝐶𝑃 =  𝑃−𝑃21

2𝜌𝑊2
2                                                     (4) 

Velocity coefficient                                      𝐶𝑉 = 𝑊
𝑊2

                                                            (5) 
Flow deflection                                        𝜀 = 𝛽1 − 𝛽2                                                           (6) 
Degree of reaction                                    𝜑 =  𝑊2

2−𝑊1
2

2𝑔𝐻
                                                        (7) 

Circulation coefficient                              𝜏 =  𝑡(𝐶𝑈1−𝐶𝑈2)
𝐷�2𝑔𝐻

                                                (8) 

Lift coefficient                                         𝐶𝐿 = 2 𝑡
𝑙
 sin𝛽𝑚(cot𝛽2 − cot𝛽1)                  (9)    

Runner energy coefficient                      ∅ =  𝑔𝐻𝑅𝐷
4

𝑄2
                                                            (10) 

Total Energy coefficient                         𝜓 =  𝑔𝐻𝐷
4

𝑄2
                                                            (11) 

Total head                                               𝐻 =  𝑇𝑃𝑆𝑉1−𝑇𝑃𝐷𝐸𝑇
𝛾

                                               (12) 
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Head utilized by runner                         𝐻𝑅 =  𝑇𝑃1−𝑇𝑃2
𝛾

−  𝐻𝐹𝑅                                        (13) 

Hydraulic efficiency                            𝜂𝐻 =  𝐻𝑅
𝐻
∗ 100                                                     (14) 

Results and Discussion 
The CFD simulations are assumed converged when all the residuals are less than10−7, which 

is sufficient for most engineering problems. The velocity at points at the inlet, the centre and at the 
outlet is monitored and when there is no change in the results are considered converged. The distinct 
rise in the residual plot is due to the change in the differencing schemes. 
 The convergence of the SST turbulence model in this study is assumed converged when the 
residuals plots drop to 10−7 and the difference of mass flow in and mass flow out is very small 
compared to mass flow in. Fig (5.1) shows the residual plot of momentum and mass for three cases. 
 From the residual of mass and momentum for three cases, (A) the case of 225*103 nodes is 
accepted because the residual plots is constant for long iteration and no change is the values of 
velocities components, (B) the case of  255*103 nodes the residual plots is less than the residual 
target, (C) the case of  352*103 nodes there is fluctuation in the value of v-component due to 
computer capabilities and grid quality, all the following results are taken for the case (B) of 255*103 
nodes. 
 Fig(5.2) show clearly the static pressure distribution between two successive blades of the 
turbine. Here,( it is very clear the high pressure excerted on the pressure side of blade and low 
pressure in blade suction side, this valid for all blades and  according to the theorm of terbomachinery 
the pressure side is higher than suction side of the blade. 
 Results confirm that the pressure drops gradually form the inlet to outlet due to the extraction 
of fluid energy by the turbine runner. 
 Fig(5.3) show the pressure variation from inlet to outlet this means that the pressure decreased 
from inlet to leading edge and  then increased  at the leadig edge after that decreased gradually along 
the blade until reach the tailing edge then increased to leaves with atomspheric pressure. 
 Fig(5.4) show the variation velocity component  from inlet to outlet along the streamwise,the 
velocity component U in x-direction starting from small value near to zero and incearesed gradually 
along the streamwise(radial direction of blade), the velocity component V in Y- direction is very 
small startnig from negative value and increased gradually along the streamwise until reach the vlaue 
less than zero this in the direction of blade span,the velocity component W in Z-direction is semi 
constant along the streamwise this in the direction of rotational but the total velocity decreased from 
inlet to outlet due to rotation, swirling and vortex occur. 
 Fig(5.5) show the performance curves of the of blade under different operation condition, this 
indicate that the efficiency of the turbine balde increased with increasing of N rpm until reach 
maximum poit and then decreased gradully (parabolic shap) this valid only for N from 120 to 150 rpm 
out of this range the efficiency is varies.The power also increased with the increase of N rpm to 
maximum also this is valid for N from 120 to 160 rpm.   
 Fig (5.6) show the streamlines at hub,shroud and blade, (A) at the hub this indicate that, there 
is vrotex occur at the suction side of the blade near the tailing edge where the low pressure region.(B) 
at the shroud this means that the water flow path  in the tip clearance. At (C) the streamlines in 
pressure surface of blade indicate the path of water flow over pressure side, (D) the streamlines at 
suction surface of the blade where the vortexes occur and it's very clear at velocity vector. 
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Fig. 5.1 Residual plots for (A) 225*103 nodes             Fig.5.1 Residual plots for (B) 255*103 nodes 

   

                
Fig: 5.1 Residual plots for (C) 352*103 nodes   Fig: 5.2 Static pressure distribution on plane at mean radius 

      
Fig: 5.3 Variation of Pressure ACA form inlet to outlet   Fig: 5.4 Variation of velocities from inlet to outlet 

 
 
 
 
 
  
 
 
 
 
 
  

 

Fig (5.5) Performance Curves Efficiency and Power vs Rotational Speed 
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Fig: 5.6 (A)                                                                         Fig: 5.6 (B) 

 

          
Fig: 5.6 (C)                                                                       Fig: 5.6 (D) 

 
Fig (5.6) streamlines (A) on Hub surface (B) on Shroud plane (C) On Blade-pressure surface (D) on 

Blade-suction surface. 
 

Conclusion 
The numerical simulation results shows similar pattern for velocity and pressure variation by 

average circumferential area (ACA) and the distribution between hub and shroud, efficiency and 
power output affected by the rotational speed of the runner. The maximum efficiency and power out 
but occurs at the same rotational speed. The total computed loss is minimum at the point of maximum 
efficiency. The streamline and pressure contour plots in different component confirm with actual flow 
behavior in axial flow turbine. The best operating regime can be easily indentified from computed 
flow parameters, losses and flow pattern from numerical simulation. Hence, it is concluded that CFD 
approach can be used to study the flow pattern inside the turbine space and to optimize the design by 
different combinations of the design parameters and geometry at low cost in lesser time. Finally, the 
performances of optimized design need to be verified through model testing. This procedure will 
minimize time and the amount spent in development and optimization of hydraulic turbines. 
Nomenclature 
 𝐶 =  absolute flow velocity (m/s)  

𝐶𝑈 = whirl velocity (m/s)  
D = diameter of turbine runner (m) 
G= gravitational acceleration (m/s2) 
H = net head (m) 
HDTR = head recovery in draft tube (m) 
HFR = head loss in runner (m) 
L = blade chord (m) 
P = static pressure at any point on blade surface profile (Pa) 
Q = discharge through turbine (m3/s)  
TP = total pressure at runner (N/m2) 
TPSV1 = total pressure at stay vane inlet (N/m2) 
TPDTE = total pressure at draft tube outlet (N/m2) 
T = Pitch of runner blades(m) 
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W = relative velocity at any point of blade surface (m/s) 
α   = guide vane angle from tangential direction (0) 
β   = relative flow angle (0) 
βm  = mean relative flow angle (0) 
 γ  = specific weight of water (N/m3) 
ρ = mass density of water (kg/m3) 
subscript 1 and 2 denote values of parameters at inlet and outlet of runner respectively 
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Abstract: 
 Notwithstanding the extensive studies involving the cargo terminal operations issues, a 
knowledge gap emerges. Literature has focused its research on the manpower assignment and the 
crew scheduling problems, whereas the determination of the cycle time of the activities to be 
performed, and, as a consequence, the job lead time, has been often neglected. Thus, filling such a gap 
is the goal of the present paper, which is aimed at developing and testing a model for defining the 
cycle time involved in air cargo terminal activities and the corresponding job lead time, in relation to 
both job characteristics and terminal resources. The causal diagram that depicts such relations is built 
and applied to a real process. Then, the assumptions based on the model are validated by means of 
data gathering and statistical analyses (ANOVA).  

 
Key Words: Air cargo terminal, Activity cycle time, Job lead time, ANOVA 
 
Introduction  
 In recent years, air transport has become one of the main modes for global freights 
transportation. Such a phenomenon is due to several reasons.  From an economical point of view, 
according to the explanations proposed by (Yuan, Low, & Ching Tang, 2010), the change in 
consumption habits, entailing the shortening of product life cycles, can be pointed as enhancing the 
importance of just-in-time logistics and the need of fast transportation mode. From a management 
point of view, as supply chains have become global, the need of sourcing products and parts from 
allover the world, while not increasing the delivery time, has involved the need of a fast transport 
mode, once more. Of course, many other reasons, as the development of e-commerce may have 
affected and are going to influence the use of such a transport mode (Zhang, 2003). Due to these 
reasons, air cargo industry has become the fastest growing sector in the dynamic freight market 
(Coyle et al., 2003), and the forecasted growth rate of 5.8% per year over the next 20 years recalled by 
(Azadian, Murat, & Chinnam, 2012) hints at the increase of its importance.  
 One of the direct consequences of such a phenomenon is the increase in number of the air 
cargo handling companies (Coyle et al., 2003), and, as a result, of the competition within the air cargo 
sector. Such a high pressure on handling companies is leveraged, on the one hand, by the fact that 
customers request shorter and shorter lead time and, on the other hand, by more and more 
unpredictable demand. In order to survive in such a context, air cargo terminals address the challenge 
to handle large volumes of items efficiently and responding quickly to customer demands (i.e. 
ensuring both efficiency and effectiveness at the same time is the main issue) (Taylor, Choy, Chow, 
Poon, & Ho, 2012).  
 How can air cargo terminals decrease operating costs while maintaining customer service 
levels (i.e. restrained lead time)? In last years Literature has addressed the problem. In particular, 
researches on air cargo operations have pointed manpower costs as the largest part of all operating 
costs, and, consequently, the efficient management of manpower resources has been extensively 
studied (Rong & Grunow, 2009). Among the others, the crew scheduling planning problem has been 
broadly reviewed. Several approaches for solving the problem starting from the terminal manpower 
requirements (i.e. the number of crews needed within a certain time horizon) have been suggested 
(Yan, Chen, & Chen, 2006b), (Yan, Chen, & Chen, 2006a), (Rong & Grunow, 2009). 
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 How to determine optimal terminal manpower requirements? Notwithstanding the extensive 
study of the cargo terminal operations problem, Literature lacks in the requirements determination. 
Nevertheless, properly assessing optimal manpower requirements is paramount to ensure both 
efficiency and effectiveness. As a matter of fact, in air cargo terminals the crews are usually 
composed of temporary workers. Every week the air cargo handling company requests to temping 
agencies a certain number of temporary workers, which depends on the number of crews needed in 
that week. So if such a number is overestimated or underestimated, despite the crew scheduling 
process, the air cargo handling company will incur higher costs or will not be able to face the 
customers demand respectively.  
 General personnel scheduling is frequently encountered in literature, and it can be defined as 
the problem of assigning a set of tasks to be performed in a given planning horizon to a group of 
workers, such that each crew does not exceed a limit on the total time it can spend working (Beasley 
& Cao, 1996). (Ernst et al., 2004) develop an exhaustive problem taxonomy and problems definition, 
providing a general framework for classifying much of the effort that has been carried out in the area 
of personnel scheduling. According to the authors, several application areas can be identified and, 
among them, the air cargo terminals are pointed.  According to them, demand has to be first modeled 
determining how many staffs are needed at different times over some planning period. With reference 
to crew demand,(Ernst et al., 2004) state the importance of including a demand modeling step, even 
though many researches assume demand as either given or easily obtained and others refer to either 
forecast or heuristic models. Caprara et al. (2003) propose an approach that finds the solution of the 
manpower management problem in two steps. The determination of the minimum number of 
employees and the working days for each employee has to be first performed, then, the assignment of 
the duties to each employee has to be carried out. In such a case, manpower requirements are partially 
determined. Again, the authors do not completely perform the determination of manpower 
requirements. (Suryadi & Papageorgiou, 2004) deal with the allocation of maintenance crews to 
maintenance activities, and they address the problem applying mixed-integer non-linear 
programming. The authors exploit the statistic nature of equipment failure, and the content of work 
required in a certain period of time is determined by the piecewise constant function of the units 
failure rate. As a matter of fact, the presented approach is limited to a maintenance context, and not 
applicable to an air cargo one. 
 According to the review performed by (Ernst et al., 2004), personnel scheduling is already 
well established in the transportation sector in general and in the aviation industry in particular, and 
air cargo terminals crew scheduling is a widely discussed topic. Personnel scheduling bases on both 
the determination of the total content of work and the design of efficient assignment. With reference 
to the first sub-topic, the one investigated by the present research, both (Nobert & Roy, 1998) and 
(Rong & Grunow, 2009) make use of “demand leveling” to move a certain amount of freight service 
away from the peak times avoiding idle capacity before determining manpower requirements.  On the 
other hand, according to (Nobert & Roy, 1998), since shipments’ characteristics (e.g. weight, number 
of pieces per shipment, handling unit) vary often, work standards are meant to be difficult to obtain, 
resulting in incorrect total content of work. (Rong & Grunow, 2009) distinguish service demand in 
build-up and break-down in the presented model. In the presented case study although demand of the 
outbound and inbound cargo in each hour is specified, time consumption parameters are not defined, 
hiding how to find the total content of work out.  
 As system dynamics (hereinafter SD) models are proved to be appropriate for studying 
manufacturing systems, offering lens on operations management systems (Georgiadis & Michaloudis, 
2012) (Größler, Thun, & Milling, 2008), and, to our knowledge, the problem of the total content of 
work determination has not been solved, the present paper is aimed at developing a SD model to fill 
the above mentioned knowledge gap. 
 According to the proposed model, the total content of work within a certain time horizon 
depend on the cycle times characterizing the activities of the air cargo terminal operating process that 
must be executed for handling the jobs (i.e. the customer orders), which fall on the considered time 
horizon. In turn, the content of work of a job, which is approximated by its lead time, depends on both 
job characteristics and manpower involvement. The proposed model has been applied to a real-world 
terminal cargo managed by an Italian handling company with the aim to study the export process.  
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 The paper is organized as follows: Section 2 outlines the proposed model; Section 3 describes 
the empirical case study the model is applied to and its validation by means of analysis of variance 
(hereinafter ANOVA); Section 4 provides concluding remarks and future research steps. 
The proposed model  
 The aim of the proposed model is to express the relationships between both job characteristics 
and terminal resources and manpower requirements, by developing a causal diagram. 
Variables and relationships  
 The independent variables of the proposed model refer both to job characteristics and to cargo 
terminal manpower involvement. With reference to job characteristics, the considered variables are: 

• number of packages: the number of packages that compose the job; 
• type if vehicle: the mean of transport where packages are loaded on; 
• packages position: how the packages are positioned on the mean of transport; 
• pallet height; 

 With reference to cargo terminal decisions, just one variable is considered: 

• number of operators: the number of operators in the crew (i.e. working on the same job at the 
same time); 

 As the dependent variable of the proposed model is the lead time of the job and it equals the 
sum of the cycle times of each activity, the system variables should define the cycle times. 
 A causal diagram outlines the relationships between the independent and the dependent 
variables. In the diagram, system variables are impacted by job characteristics and/or cargo terminal 
facilities, impacting themselves on the lead time of the job. Whether when a variable is 
increasing/decreasing the impacted one is increasing/decreasing accordingly the impact is ‘positive’ 
or, on the contrary ‘negative’. 
Hypothesis  
 The system under consideration is an air cargo export process. The latter is composed of five 
subsequent activities: truck unload, control, pallet preparation, positioning and covering. For each job, 
all the activities have to be carried out. For each activity, its cycle time determines the amount of time 
needed by a crew to carry it out.  
 This model describes the relations between the independent variables and the lead time of the 
job. Based on the above hypothesis, we develop the causal diagram in figure 1. 

 

Figure 1 - Proposed model (causal diagram) 
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Model description 
 We will outline the effects of the decision variables, which are independent, on the dependent 
variable (i.e. lead time). In particular, as stated above, the independent variables are ‘number of 
packages’, ‘number of operators’, ‘type of vehicle, ‘ packages position’, and ‘pallet height’. 
 Starting from describing in detail the relations for the ‘number of packages’, we define 
‘unloading time’ as the amount of time it takes to empty the vehicle. By definition, the higher number 
of packages the truck transports, the higher unloading time. Thus, in our opinion, the ‘number of 
packages’ positively influences ‘unloading time’. Similarly, the variable ‘number of packages’ 
positively influences ‘control time’, which deals with the amount of time needed to control the arrived 
packages. With reference to ‘positioning time’, by definition, the higher number of packages to be 
positioned, the higher positioning time. The latter is defined as the amount of time needed to place all 
the packages on the pallet, so that they can be loaded on the air cargo. Again, in our opinion, the 
variable ‘number of packages’ positively influences ‘positioning time’. Summarizing, the ‘number of 
packages’ positively influences ‘unloading time’, ‘control time’, and ‘positioning time’. 
 The ‘number of operators’ has an impact on ‘unloading time’: when the number of operators 
in the crew increases, the ‘unloading time’ decreases. Thus, the model represents a negative influence. 
Similarly, ‘number of operators’ negatively impacts on ‘control time’ and ‘positioning time’. With 
reference to ‘preparation time’, that is the amount of time needed to arrange the pallet where the 
packages are then placed, it decreases when the number of operators in the crew increases. The 
covering of the pallet, that requires a ‘covering time’, takes less time when the number of operators in 
the crew increases. Summarizing, negatively influences ‘unloading time’, ‘control time’, ‘positioning 
time’, ‘preparation time’, and ‘covering time’. 
 The ‘type of vehicle’ is involved just in the vehicle unloading activity. In our opinion, as 
different vehicles have different characteristics (e.g. dimensions), these influence the ‘unloading 
time’. Defining a vehicle ranking on their dimensions, and assuming that in a bigger vehicle a higher 
number of packages can be contained, it is reasonable to state that unloading a van would take less 
time than unloading an engine. Thus, the ‘type of vehicle’ influences ‘unloading time’ positively. 
 When packages to be exported are loaded on the vehicle, their optimal positioning is not 
always respected. Thus, whether ‘packages position’ is not correct, the ‘unloading time’ increases, 
while, whether they are correctly positioned the ‘unloading time’ decreases. Thus, the ‘packages 
positioning influences ‘unloading time’ positively or negatively. 
 With reference to ‘pallet height’, as it increases, the time to place an additional package to the 
others increases (i.e. ‘positioning time’ increases). It is reasonable to assume that placing packages at 
a low level is easier than placing them in a high position. Thus, ‘pallet height’ positively influences 
‘positioning time’. Similarly, it is reasonable to assume that covering a high pallet is more difficult 
(i.e. involves more time) than covering a lower one. Summarizing, ‘pallet height’ positively 
influences both ‘positioning time’ and ‘covering time’. 
Model validation 
 The causal diagram presented in figure 1 is validated in the next paragraphs by studying 
through data gathering and ANOVAs the effects of each independent variable on the state variables. 
The validation procedure 
 The validation phase is performed by gathering as many activities cycle times as it is enough 
to perform statistical analyses. Moreover, the cycle times are gathered throughout the twenty-four 
hours of the day, so that all the situations are covered. The one-way ANOVAs on the data collected 
are performed by means of Minitab statistical software. The threshold p-value is set equal to 0,05 
(5%). Thus, whether the p-value is lower than the threshold the variable is meant to influence 
statistically the amount of work of micro phase.  
ANOVAs results 
 For each activity, the ANOVAs deal with contents of work and changes in supposed 
influencing variables. Thus, the results of the analyses include: the variables considered as influencing 
according to the model, the average contents of work, their standard deviation, the numbers of 
measurements and the calculated p-values.  
 Since all the activities are analyzed through the same procedure, an example of ANOVA is 
presented below (table 1, table 2, table 3, table 4, and table 5), while a results summary for all the 
activities is presented. The example deals with the “unload” activity, as it is the most representative 
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case. According to the proposed model, four variables influence ‘unloading time’: (i) type if vehicle; 
(ii) number of packages; (iii) number of operators; (iv) packages position. 

Table 1 Example of ANOVA on Type of vehicle 

Type of vehicle 
Content of 
work mean 
[minutes] 

Content of 
work standard 

deviation 
[minutes] 

# Measurements p-value Statistical 
relevance 

Van 4.35 3.41 26 
0 YES Engine 8.72 7.39 60 

Tractor-trailer 21.65 15.21 49 
 
 The ANOVA confirms the relation modeled, as the content of work is higher when the type of 
vehicle to unload has bigger dimensions. 
 With reference to ‘number of packages’, as the types of vehicles differ in capacity, the 
variable is presented in relation to each type of vehicle.  

Table 2 Example of ANOVA on Number of packages 

Type of 
vehicle 

Number 
of 

packages 

Content of 
work mean 
[minutes] 

Content of 
work 

standard 
deviation 
[minutes] 

# Measurements p-value Statistical 
relevance 

Van 1≤n<6  3.52 2.55 27 

0 YES 

5<n<11 6.80 5.02 5 

Engine 

1≤n<6  3.72 3.10 25 
5<n<11 9.79 4.34 28 
10≤n<16 13.67 5.92 9 
15<n<21 23.00 9.99 2 

>20 45.00 0 1 

Tractor-
trailer 

1≤n<6 3.89 1.76 9 
5<n<11 11.2 4.73 10 
10≤n<21 21.36 13.6 14 
20<n<31 31.15 9.62 13 
30<n<51 44.67 11.02 3 

n>50 102.50 2.12 2 
 
 Again, the ANOVA confirms the relation modeled (i.e. the content of work increases when 
the number of packages increases). 
 With reference to the variable ‘number of operators’, as the types of vehicles differ in 
dimensions, it is presented in relation to each type of vehicle.  

Table 3 Example of ANOVA on Number of operators 

Type of 
vehicle 

Number 
of 

operators 

Content of 
work mean 
[minutes] 

Content of 
work 

standard 
deviation 
[minutes] 

# Measurements p-value Statistical 
relevance 

Van 1  3.83 3.21 24 0.038 YES 2 9.00 2.82 2 

Engine 1 8.21 6.54 52 0.072 NO 2 13.50 12.92 8 
Tractor-
trailer 

1 21.75 22.55 40 0.318 NO 2 29.30 13.70 10 
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 In such a case, the ANOVA deny the relation that is proposed by the model (i.e. the negative 
influence of the variable ‘number of operators’ on ‘unloading time’). In particular, in case two 
operators unload a van, the unloading cycle time increases with statistical relevance. With reference to 
engine and tractor-trailer, the cycle time increases as well, but no statistical relevance is registered. 
The ANOVA results, at first sight, appear nonsense. On the other hand, it is reasonable that two 
operators unloading packages from a van get in the way each other, increasing significantly the cycle 
time. With reference to the engine and the tractor-trailer, as the throughput space is larger, the 
operators working together still increase the cycle time, but not significantly. 
 With reference to ‘packages position’, it is not strictly related to the type of vehicle.  

Table 4 Example of ANOVA on Packages position 

Packages 
position 

Content of 
work mean 
[minutes] 

Content of 
work 

standard 
deviation 
[minutes] 

# Measurements p-value Statistical 
relevance 

Correct 16.62 11.46 37 0 YES Not correct 45.17 29.47 12 
 

The ANOVA confirms that positioning influences the ‘unloading time’.  
 Table 5 provides a summary of the relations between influencing variables and the system 
variable ‘unloading time’. 

Table 5 Summary of Unloading time 
Variable Relation from the model Validated? 

Type of vehicle 
Different vehicles have different characteristics 

(e.g. dimensions), these influence the 
‘unloading time’ 

Yes 

Number of packages Positive influence  Yes 
Number of operators Negative influence No 

Packages position 
Whether it is not correct, the ‘unloading time’ 

increases, while, whether packages are correctly 
positioned the ‘unloading time’ decreases 

Yes 

 
 As previously stated, with reference to the other activities (i.e. control, preparation, 
positioning, and covering), their summary tables are presented (table 6, table 7, table 8, and table 9). 
 In relation to ‘control time’, the positive influence of the variable ‘number of packages’ in the 
system variable is confirmed. On the other hand, no statistical difference is registered between one or 
two operators working on the same job. This can be due to limited the control space. 

Table 6 Summary of Control time 
Variable Relation from the model Validated? 

Number of packages Positive influence  Yes 
Number of operators Negative influence No 

 
 In relation to ‘preparation time’, the negative influence of the number of operators on the 
cycle time is validated.  

Table 7 Summary of Preparation time 
Variable Relation from the model Validated? 

Number of operators Negative influence Yes 
 
 In relation to ‘positioning time’, the positive influence of the variables ‘number of packages’ 
and ‘pallet height’ is confirmed by the ANOVA. With reference to the ‘number of operators’, the 
negative influence is not significant. This can be due to the amount of time needed to set the 
positioning, which does not depend on the number of operators involved. 
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Table 8 Summary of Positioning time 
Variable Relation from the model Validated? 

Number of packages Positive influence  Yes 
Pallet height Positive influence Yes 

Number of operators Negative influence No 
 
 With reference to the pallet covering activity, the positive relation identified by the model is 
confirmed by the ANOVA. With reference to the ‘number of operators’, the negative influence is not 
significant.  

Table 9 Summary of Covering time 
Variable Relation from the model Validated? 

Pallet height Positive influence  Yes 
Number of operators Negative influence No 

Conclusions and directions for future research 
 This paper focuses on topical and current managerial issues. As a matter of fact, air cargo 
terminal efficiency gained high significance in last ears, due to economical and managerial points of 
view. With reference to the first, change in consumption habits, entailing the shortening of product 
life cycles is cited by literature. From a managerial point of view, the enlarging of the supply chains 
requires faster means of transportation. Thus, the paper is aimed at proposing a model for explaining 
the relations between both job characteristics and terminal resources and manpower requirements. By 
performing statistical analyses, i.e. one-way ANOVA, on the activities gathered cycle times, the 
relations between independent variables and system variables have been studied. On the basis of 
these, both general and particular conclusions are can be derived from the present research.  
 Referring to the model, it can be easily validated by means of data gathering and the 
performing of ANOVA by means of Minitab statistical software. On the other hand, since the amount 
of data to perform an effective ANOVA is quite high, the data gathering is a time consuming activity. 
Moreover, as the air cargo terminals are usually in service overnight, the cycle times has to be 
performed accordingly. 
 With reference to particular conclusions, the variable influence of the ‘number of operators’ 
on the cycle times deserves attention. As it is reasonable to infer that a higher number of operators 
reduces the cycle times, the ANOVA results deny this statement. In fact, some activities cycle time 
are disadvantaged from a higher number of operators, because of tight work spaces.   
 We reckon that the proposed model presents some limitations. First of all, not all the possible 
independent variables have been identified. Of course, many others influence the lead time of the job. 
It would be interesting to analyze whether there is a different effect of the lead time (i.e. on the system 
variables that compose the lead time). We believe these could be further steps of the research. 
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Abstract: 
 With the stringent emission legislation all over the world an intensive search is going on for 
diesel fuels which produce more environmental pollution. This simulated interest in alcohol-fueled 
diesel engines because it is renewable bio-based resource and it is oxygenated, thereby providing the 
potential to reduce particulate emissions in diesel engines and ethanol diffusion flames produce 
virtually no soot. But due to alcohols higher latent heat of vaporization, the higher temperatures 
available in the Insulated engine (IE) are used for vaporizing the alcohols and this decreases the 
ignition delay and aids combustion. With the higher temperatures in the insulated engines there will 
be drop in volumetric efficiency  and this further increases the frictional horse power due to thinning 
of lubricant. So the volumetric efficiency drop is to be compensated by turbocharging to improve the 
thermal efficiency of insulated engine. Hence the present experimental work is planned accordingly.   
In the turbocharger the exhaust gases are expended in a turbine which is further coupled to engine. 
Further the turbine forces more air, proportionately more fuel into the combustion chamber, thereby 
enhancing the power output without increasing the cylinder capacity. Experiments are carried out in a 
single cylinder water cooled DI diesel engine with an air gap insulated piston, air-gap insulated liner 
and ceramic coated cylinder head and valves (Insulated engine) and the reduction in the volumetric 
efficiency is compensated with turbocharging. The insulated diesel engine with turbocharging gave 
the better performance and reduced smoke. Further the engine performance is also studied with the 
raise of intake boost pressure. 

 
Key Words: Alcohols, Insulated engine, Super charging, Turbocharging, Volumetric efficiency 
 
Introduction 
 In most of the diesel engines maximum amount of heat is lost to the cooling medium. With 
the lower temperatures in the combustion chambers the alcohols will not burn because of its higher 
latent heat of vaporization. So, insulated engine was developed with the insulation of the combustion 
chamber components. With this the heat rejection to the cooling medium is reduced and the same 
thing can be recovered in the form of useful work by expanding the exhaust gases in lower pressure 
turbines. Some important advantages of the insulated engines are improved fuel economy, reduced 
HC and CO emission, reduced noise due to lower rate of pressure rise and higher energy in the 
exhaust gases [2 & 3].  However, one of the main problems in the insulated engines is the drop in 
volumetric efficiency. This decrease in the volumetric efficiency is attributed to the decrease in the 
density of air entering the cylinder because of high wall temperatures of the insulated engine. The 
degree of degradation of volumetric efficiency depends on the degree of insulation. J.Cheong et al (7) 
conducted experiments on high speed direct Injection (HSDI) diesel engine and concluded that air 
mass is increased by 10-20% low speed range. With that smoke was reduced and fuel consumption 
was improved with the same fuel delivery and injection pressure.  
 Rakopoulos et al (8) developed a computer analysis for the study of performance of 
turbocharge diesel engine, operating under transient load conditions and it is validated with 
experimental results. Naser et al (9) concluded that the reduction was with the reduction of cylinder 
volume. With the increase of intake pressure the performance gains will be reduced due t decrease in 
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density and this can be compensated with intercooler. He developed a MAT LAB program to find the 
effect of intercooler on a multi-cylinder engine for operation at constant speed of 1600 rpm. Eyub et 
al (10) conducted experiments with turbocharger with intercooler and found that the engine power 
output can be increased by 154% with ideal intercooler while single turbocharger without intercooler 
can only increase 65%. Also the size of the cylinder can also be reduced to half by means of 
turbocharging and inter cooling.  
 Yashvir et. al., (11) conducted experiment on LML 125 cc and analyzed parameters like 
torque, power and specific fuel consumption with turbocharger. It is observed that power and torque 
of the engine increases from 7 to 11 KW and 9 to 13 NM at 7500 and 9000 RPM respectively. 
Ghodke et al (12) conducted experiment on turbocharger with intercooler. In the intercooler he 
reduced the outlet temperature to ambient and also increased the oxygen content in to the engine 
cylinder which leads to faster burn rates and ability to control exhaust emissions. 
Objective 
 The main objective of this investigation is to experimentally determine effect of turbocharger 
on volumetric efficiency in an Insulated engine with alcohol as fuel at a reduced fuel injection 
pressure of 165 bar. The total experiment consists of  

(i)  Insulated engine components preparation 
(ii) Experimental details 
(iii) Results 

(a) Investigations with different piston materials – selecting the best piston material 
(b) Investigations with turbocharger on the above best piston  material 

Insulated Engine Components Preparation 
 For the development of the Insulated engine (IE) in the present investigations the coating 
material selected must withstand for higher temperature and should also have sufficient strength. 
Among all the coating materials searched the partially stabilized Zirconium (PSZ) is found to be quite 
useful for adiabatic engine application because of its excellent insulating characteristics, adequate 
strength and thermal expansion characteristics [1, 3]. The insulated engine developed is having an air 
gap piston and liner, PSZ coated cylinder head and valves. The coating thickness on the components 
was based on the theoretical analysis and recommendations made by Wong et al [13]. The insulation 
methodology is explained in detail as follows. 
Insulated Air Gap Piston          
 In this a 2 mm air-gap (whose thermal conductivity is low) is provided between a metallic 
crown and the standard piston made of Aluminum alloy. This air gap is optimized based on the 
literature available [1]. The metallic crown and standard piston were separated by copper and steel 
gaskets. Figure.1 shows the air gap insulated piston with brass insert. 

                                          
Figure1: An air-gap insulated piston with brass insert 

 
Insulated Cylinder Head and valves  
 The combustion chamber area of the cylinder head and the bottom surfaces of the valves are 
machined to a depth of 0.5 mm and are coated with PSZ material for the same depth [3].The details of 
cylinder head and valves are as shown in the Figure 2. 
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Figure 2: PSZ coated cylinder head and valves 

 
Insulated Cylinder Liner  
 A thin mild steel sleeve is circumscribed over the cast iron liner maintaining a 2mm layer of 
air in the annular space between the liner and the sleeve [2]. The joints of the sleeve are sealed to 
prevent seepage of cooling water into the air-gap region. 
Experimental Details 
 A stationary, four stroke, 3.68 Kw direct injection Kirloskar water cooled single cylinder 
diesel engine is used to conduct experiments. If the engine is operated at normal injection pressures 
the amount of alcohol injected (due to low viscosity) in to the engine will be more and further it may 
cool the engine due to its higher latent heat of vaporization. So the fuel injection pressure is reduced 
to 165 bar for the experiment (12). With the high self ignition temperature of alcohol it takes more 
time for the vaporization. So the injection timing is made advanced to 270 bTDC. All the tests are 
conducted at the rated speed of 1500 rpm. The concentrations of smoke are measured with Bosch 
smoke meter; Air suction rate and exhaust air flow rates are with an air box method. Temperatures at 
the inlet and exhaust valves are monitored using Nickel-Nickel Chromium thermocouples. Time taken 
to consume 20 cc of fuel was noted using a digital stop watch. Engine RPM is measured using an 
electro-magnetic pick up in conjunction with a digital Indicator of AQUTAH make. The experimental 
set up used is as shown the following Figure.3. 

                                               
Figure3. Experimental set up of Insulated Engine Test Rig 

 
 From the past literature it is observed that among various losses of heat in the combustion 
chamber, maximum heat transfer occurs through the piston. So in order to reduce the heat transfer, a 
piston is designed (similar to that of original piston) which is capable of absorbing heat from the hot 
combustion gases during the peak cycle temperature conditions and gives out the same to the 
incoming fresh charge during the suction and compression strokes of the next cycle. This improves 
the combustion efficiency and further thermal efficiency. So in order to retain the heat in the 
combustion chamber, to reduce the heat losses from the piston crown to the piston skirt and further to 
the exhaust a thermal barrier piston crown is designed with brass (BP) due to its lower thermal 
conductivity.  
 Further the combustion efficiency can be increased with good turbulence in the combustion 
chamber. So an attempt is made in this work with nine number of grooves on the brass crown piston 
in an insulated engine. The size of the groove on the piston crown is selected in such a way that 
maximum number of grooves can be generated.  This brass crown is further knurled to increase its 
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surface area thus facilitating better heat transfer rate from the hot gases to the crown. The 
photographic views of the following two pistons are as shown in the figures (Fig 4 & 5). 

 
Figure: 4 Photo Graphic of Brass crown                        Figure: 5 Photo Graphic View of Brass 

piston (BP)                                                                      Crown Piston with 9 grooves (BP9) 
 

These crowns are same in the size of the original piston and can be adapted without any major 
modifications to the original design. In the present work investigations are carried out on brass crown 
piston (BP) and brass crown piston with nine grooves (BP9) in order to find the best one at which the 
insulated engine gives maximum performance and the same is compared with aluminum piston.           
Investigative results with Brass piston in an Insulated engine 

Initially the tests are performed at a constant speed of 1500 rpm in a normal engine at a 
constant injection timing (290 bTDC), the fuel flow rate and the load is varied. For all the operating 
conditions, the cooling water and lubricating oil temperatures are maintained constant throughout the 
experiment. For the insulated engine, due to higher operating temperatures and further lower ignition 
delays with insulation in the combustion chamber, the injection timing of 27 0bTDC is found to give 
the optimum performance. The above tests are repeated in the insulated engine with alcohol as fuel. 

In the first stage the engine is run with aluminum piston. Then the same is run with brass 
piston and brass piston with nine grooves. This is for finding the best one at which the volumetric 
efficiency drop is more due to higher temperatures in the combustion chambers. The results obtained 
are presented in the following graph. 

 
 The effect of brass piston with different configurations on the volumetric efficiency in the 
insulated engine depicts in Exhibit 1. Due to higher operating temperatures, with insulated 
components, the intake air is heated to a higher temperature and consequently the mass of air drawn in 
each cycle is lower, resulting in a decrease in volumetric efficiency. For BP9 of the insulated engine 
the drop in volumetric efficiency is more and is about 1.2% as compared to BP and about 9.5% 
compared to normal engine at rated load.  
 So the drop in power output of an insulated engine can be compensated by turbocharging. 
Further the investigations are carried out with brass piston with nine grooves at which the volumetric 
efficiency is low due to higher operating temperatures with turbocharging equipment. 
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Investigative results of Brass piston with nine grooves (BP9) in an Insulated engine with 
turbocharging equipment 
 Generally the Turbochargers used are of forced induction type. They compress the air flowing 
into the engine so that the engine squeeze more air into the cylinder, and further more fuel can be 
added. Therefore, we get more power from the engine than the same engine without the charging. 
This improves the power to-weight ratio for the engine. In order to achieve this boost, the 
turbocharger uses the exhaust flow from the engine to spin a turbine, which in turn spins an air pump. 
Since it will be connected to the exhaust, the temperatures in the turbines are also very high. For the 
present investigations to pressurize the inlet air, internally powered turbocharging equipment with 
closed loop lubrication is fabricated. The schematic diagram of the turbocharging equipment is shown 
in Fig: 6. In the turbocharging the high temperature exhaust gases are expanded in a low pressure 
turbine for the power generation and this is further coupled to motor of the compressor [4, 5]. This 
compressor compresses the inlet air and supplies to the engine at slightly higher pressure.  By 
controlling the inlet air, the engine is turbocharged at different inlet pressures. 
 In the present investigations the turbocharging equipment is connected to the insulated engine 
exhaust. The insulated engine is further run with brass piston with nine number of grooves (BP9) at 
various boost pressures. The results are summarized below. 

 
 
Effect of Turbocharging on the Volumetric Efficiency 

The variation of volumetric efficiency with power output with intake boost pressure is shown 
in exhibit: 2. As the boost pressure is increased, more air is available for the combustion which further 
increases the combustion efficiency. At higher boost pressures excess air doesn’t improve the 
combustion efficiency [12]. So the optimum boost pressure is 790 mm of Hg at which the drop in 
volumetric efficiency is compensated with turbocharger. The intersection points of the volumetric 
efficiency curves of turbocharger and the normal engine gives the inlet pressure of the turbocharger at 
which the volumetric efficiency drop is compensated. Because of the increase 
 

 

Figure 6. Turbocharged Insulated Diesel Engine 
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back pressure with turbocharging conditions, the inlet boost pressures are higher for compensating the 
volumetric efficiency drop in normal engine. It requires nearly 4% of intake boost pressure under 
turbocharging conditions for compensating the maximum efficiency drop of 10% in the normal 
engine. With the turbocharging the volumetric efficiency is compensated. The percentage of boost 
pressure required for the volumetric efficiency compensation is shown in the following exhibit.3. 
 

            
Brake Thermal Efficiency 

The exhibit 3 shows the variation of brake thermal efficiency with power output for 
turbocharged condition. When the engine is turbocharged thermal efficiency is improved continuously 
with load. The maximum improvement is about 4.3% over insulated engine.  

             
 The improvement in thermal efficiency under turbocharging conditions is marginal due to 
following reasons:  

(a)  In the present work inlet boost pressures in turbocharging are moderate, because they were 
selected on the basis of volumetric efficiency compensation. At higher pressures still higher 
thermal efficiency could be obtained.  

(b) Higher frictional losses due to increase in gas pressures.  
(c) The engine had stability problem at higher intake pressures.  

Combustion Parameters 
 In general due to less air availability in the combustion chamber the combustion will not be 
complete. But with the turbocharging more air will be available for the combustion and this will 
change the combustion parameters. The variations in the combustion parameters are shown below.  
Peak Pressure  
 The peak pressure variation of turbocharging with power output is shown in exhibit 5. The 
peak                      
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pressures of normal engine, Insulated engine and turbocharged Insulated engines are compared in the 
same figure.  It is observed that the peak pressures are higher with turbocharged engine and is about 
82 bar at the rated load. This is due to the complete combustion in the chamber. 
Ignition Delay  
 The variation of ignition delay with power output for turbocharging conditions is shown in 
exhibit 6. With the turbocharging more amount of air enters into the combustion chamber which 
increases the combustion process and reduces the ignition delay. But at higher loads due to the high 
latent heat of alcohol, the ignition delay is slightly increased [6]. It is concluded that there is  

 
a reduction of 6.20 CA for the turbocharged insulated engine compared to normal engine at rated load. 
So it will be beneficial to increase the turbocharging pressures in order to have a shorter ignition 
delays. 
Exhaust Temperature 

The increase in the exhaust temperatures are 200C to 500C with turbocharging compared to 
without charging. This is due to the increase of mass flow rate of air, reduction in the ignition    
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delay and hotter combustion chamber which further increases the combustion process. Exhibit 7 
shows the variation of exhaust temperatures with power output. 
Smoke Number 
 Exhibit.8 shows the variation of exhaust smoke number with power output for turbocharging 
condition.  It is concluded from the graph that there is a significant reduction in smoke level in 
turbocharged engine compared to normal engine at rated load condition due to complete combustion. 
As alcohol is bio based and is having rich in oxygen, literally it produced no soot. 

            
Conclusions 

The following conclusions are drawn based on the experimental investigations on an insulated 
diesel engine under turbocharging conditions: 

1. The increase in the intake boost pressure improves the brake thermal efficiency of the 
engine. 

2. For the compensation of drop in volumetric efficiency of the insulated engine 4% intake 
boost pressure is required for turbocharging. 

3. Though the higher temperatures are available in the combustion chamber due to 
insulation, the increase in exhaust gas temperature is marginal. This is attributed to the 
higher latent heat of vaporization of alcohol.   

4. As the alcohol contains oxygen and more air is available in the turbocharging for 
combustion, the ignition delay is reduced. 

5. Due to the complete combustion of alcohol at higher temperatures the smoke emissions 
are also marginal. 
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Abstract: 
 Although, Induction motors are highly reliable, they are susceptible to many types of faults 
that can became catastrophic and cause production shutdowns, personal injuries, and waste of raw 
material. Induction motor faults can be detected in an initial stage in order to prevent the complete 
failure of the system and unexpected production costs.  
The purpose of this paper is the analysis of various faults of inverter fed induction machine. The 
laboratory tests thus conducted have been reported, and it is hoped that the research investigations 
reported would be very useful to the Power Electronics circuit industry.  

 
Key Words: PWM Inverters, DC Motors, Drive Systems, Open & Short Circuit Test 
 
Introduction 
 The study of induction motor behaviour during abnormal conditions due to the presence of 
faults; and the possibility to diagnose these abnormal conditions has been a challenging topic for 
many electrical machine researchers. Induction motor has been established as the workhorse of 
industry ever since the 20th century. Speed control of AC motors has been a continuously pressing 
requirement of industry, so as to ensure better production with a high degree of qualitative 
consistency. Although recent developments in Power Electronics and Controls have brought forth 
some very significant drive alternatives like the Switched Reluctance motor, Permanent magnet and 
Brushless DC Motor; these have not yet become very popular and cost effective for a wide range of 
applications, especially in the damp-proof, dust-proof and flame-proof environment. Therefore, the 
widespread use of induction motors is still economically viable as well as popular, and is likely to 
continue for the next few decades. 
 Variable speed drives are widely used in all application areas of industry. These include 
transport systems such as ships, railways, elevators, conveyors; material handling plants and utility 
companies for mechanical equipment e.g. machine tools, extruders, fans, pumps and compressors. 
The penetration of variable speed ac drives into these sectors has been further accelerated by the 
development of new power semiconductor devices and drive concepts, which further allow new 
functions and performance characteristics to be realized. The application of new Power Electronic 
components has also initiated a significant change in the market breakups between AC drives and DC 
drives. The rugged construction of AC drives has opened up a host of new application areas, thereby 
providing the user and also the manufacturer additional potential to increase their productivity and 
thus maintain their economic and technical competitive advantages. 
Concept Of Drive Systems 

 While comparing the dynamic performance of a separately excited DC motor with that of an 
Induction motor, the latter presents a much more complex control plant. This is due to the fact that the 
main flux and armature current distribution of a DC motor is fixed in space and can be controlled 
independently; whereas in the case of AC motor, these quantities are strongly interacting. This design 
constraint makes the induction motor drive structure more complex and non-linear. The drive 
hardware complexity increases as more and more stringent performance specifications are demanded 
by the user. The complexity further increases because of the variable frequency power supply, AC 
signal processing and relatively complex dynamics of the AC machine. 
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PWM Inverters 
 One of the best possible methods to control the torque and speed of induction motor is to 

implement variable voltage and variable frequency inverters. Inverters used for variable speed drive 
applications should have the capability of varying both the voltage and frequency in accordance with 
speed and other control requirements. The simplest method to achieve this control is through a six 
step inverter. But this method suffers from the following limitations: 

(i) Presence of low order harmonics, because of which the motor losses are increased at all 
speeds causing derating of the motor. 

(ii) Torque pulsation is present at low speeds, owing to the presence of lower order harmonics. 
(iii) The harmonic content increases at low speeds, thus increasing motor losses. Also the increase 

in V/f ratio at low speed to compensate for the stator resistance drop may cause a higher 
motor current to flow at light loads due to saturation. These effects may overheat the machine 
at low speeds. 

 These limitations of a six step inverter drive are overcome in a pulse width modulated (PWM) 
inverter. The basic block diagram of a PWM inverter is shown in figure 1. 

 
Figure 1. Block Diagram Of Inverter System 

 
 Because of a low harmonic content in the output voltage of diode bridge and also due to the 
presence of harmonics in the input current of a PWM inverter, the requirement of filter size in such 
systems is small. The drive system consequently delivers smooth low speed operation, free from 
torque pulsation, thus leading to lower derating of motor and higher overall efficiency. Also because 
of a constant DC bus voltage, a number of PWM inverters with their associated motors can be 
supplied from a common diode bridge. However, these advantages are obtained at the expense of a 
complex control system and higher switching loss due to high frequency operation. 
Survey Of Various Faults 

 A wide range of motors are currently being used for industrial applications. They deliver a 
wide range of characteristics demanded for specific tasks. Motors for all types of duties and with 
various characteristics require adequate protection. Hence it is essential that the characteristics of 
motors be carefully examined and considered before applying protection systems. A three-phase 
voltage fed inverter can develop various types of faults as shown in figure 2. 

• Input supply single line to ground fault F1. 
• Rectifier diode short circuit fault F2. 
• Earth fault on DC bus F3. 
• DC link capacitor short circuit fault F4. 
• Transistor base drive open fault F5. 
• Transistor short circuit fault F6.  
• Line to line short circuit at machine terminals F7. 
• Single line to ground fault at machine terminals F8. 
• Single phasing at machine terminals F9. 
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 A three phase voltage fed inverter can develop any of the above stated faults, out of which the 
open base drive and shoot through are the most common. 

 
Figure 2. Failure Mode Of PWM Inverter 

 
Analysis Of Various Faults 

Different fault mode conditions on the machine side are applied and tested practically on the 
induction motor at a fixed load of 5Nm and fixed reference speed of 314.16 rad/sec (1500 RPM) with 
a current limit of 10A. 
One-Phase Shorted To Ground 
 One of the motor terminals is shorted to ground when the motor is running under steady-state 
set speed conditions. The oscilloscope waveforms of speed-time, current-time and torque-time 
characteristics are shown in figure 3. From the waveforms, it is observed that although the torque 
pulsations are high, the motor can be run with reduced load depending on the application requirement. 
Also, the fault mode current is higher than the starting current. Hence, this aspect has to be taken into 
consideration in designing the drive system. 

 
Figure 3.Single Phase Short Circuit to Ground 

 
One-Phase Open Circuited 
 When the motor is running under steady-state conditions, it is possible that one phase may 
become open-circuit. The waveforms of figure 4 depict that fault is applied at time t = 1.2 sec. It is 
evident that although the torque pulsations are high, one can run the motor with reduced load. The 
torque pulsations in this case are relatively less as compared to the previous case where one of the 
phase has been short circuited to ground. Also, the fault mode current is almost equivalent to the 
starting current.  
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Figure 4. Single Phase Open Circuit 

 
Two Lines Short Circuited 
 In this case, one of the motor terminal gets connected to the other, when the motor is running 
under set reference speed and set values of torque as well as current limit. From figure 5, it is 
observed that after the fault is applied at t = 1.2 sec, both current and torque slowly damp to zero. 
Thus the motor cannot continue to operate in this condition. 

 
Figure 5. Line To Line Short Circuit 

 
Two Lines Open Circuited 
 Two lines of the motor input terminals are open-circuited while the motor is running at a set 
value of torque, current limit and speed conditions. The oscillogram waveforms of figure 6 depict that 
after the fault is applied at t = 1.2 sec, both current and torque slowly damp to zero. The time taken by 
the current and torque characteristics to damp to zero is more as compared to the previous case where 
two lines were short circuited. These results indicate that the motor cannot continue to operate in this 
condition. 

 
Figure 6. Two Lines Open Circuit 
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Three Phase Open Circuit 
 All the three lines of the motor terminals may get open circuited while the motor is running in 
steady state condition. As observed from figure 7, both current and torque immediately reach zero as 
soon as the fault occurs. Hence, it is not possible to continue running the motor under this condition. 

    
Figure 7. Three Phase Open Circuit 

 
Three Phase Short Circuited 
 When the motor is running under set values of torque, current limit and speed conditions, it 
may happen that all the three lines of the motor terminals get short circuited. As shown in the 
waveforms of figure 8, as soon as the fault occurs, both current and torque immediately reach zero. 
This condition takes a little extra time as compared to the case of figure 7. As a result, the motor 
cannot continue to run in this condition. 

 
Figure 8. Three Phase Short Circuit 

Conclusion 
The comprehensive study carried out on the six cases of machine side faults revealed that the 

motor can run only under single line open or short circuit cases. The duration of time that the operator 
can allow the motor to operate under these two fault conditions is based upon the motor over-load 
carrying capacity and insulation capacity. The experimental investigation results should be kept in 
mind while designing a drive system since the power semiconductor devices are very sensitive to the 
fault conditions. It is hoped that the research investigations reported would be very useful to the 
industry in improving the Power Electronics circuit reliability.  
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Abstract: 
 Buildings in China are important contributors to the country’s energy consumption and CO2 
emissions. Energy use in building in northern heating regions of China accounts for more than 40% of 
secondary energy consumption in urban areas. The total building areas has increased 75% over the 
past decade. Approximately 2.5 billion m2 (nearly 1/3) of existing residential buildings in Northern 
China are worth retrofitting. Efficiency Retrofitting for Existing Residential Buildings (EERFERB) in 
China is undergoing a fast development support by both the Chinese Central Government and 
international governments and institutions. These international and domestic projects have not only 
played a significant role in enhancing China’s building energy efficiency, but also significantly 
promoted the quality of housing conditions for low- and middle- income populations. It is recognized 
that projects with government cooperation among countries and central-to-local government projects 
have different implementation patterns. These differences provide valuable lessons for selecting 
efficient project delivering institutions. This research will develop criteria to compare international 
government-to-government projects and domestic central government projects. Two typical projects 
in Beijing and Tangshan will be evaluated from the perspectives of regulatory support, organizations, 
retrofitting effects, financing mode, management structure, incentive and technical support, and 
community sustainability improvement. Based on it, both the strengths and weaknesses of both 
retrofitting delivery patterns are presented. Finally, lessons and experiences are extracted and the 
implications for instruction and decision-making for the Chinese EERFERB policy design are 
identified. 

 
Key Words: EERFERB, building energy efficiency, institutional effects, China 
 
Introduction 

Approximately half of worldwide new buildings in this century were built in China. It is predicted 
that building stock in China will reach 70 billion m2 in 2020, which is three times of the number in 
2000. With the dramatic increase of building stock and urbanization, building energy consumption has 
also nearly doubled in the past decade, from 0.4 billion tce (tons coal equivalent) to 0.7 billion tce. 
The total building energy consumption made up roughly 1/5 of Chinese total energy consumption. 
Among nationwide building energy consumption, space heating for Cold and Severe Cold zones 
accounts 40%.They are referred to together as the Northern Heating Zone, where installing space 
heating system is required by law. The energy consumption for heating per area in this zone is two to 
three times of the average in western countries. (Li 2009) 
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Figure 1 China Climate Regions Defined by the MOHURD 

Source: (Huang and Deringer 2007) 

Existing buildings are crucial for reducing the total building energy consumption. Ninety-five 
percent of existing buildings fail meeting the Chinese Building Energy Saving Standard and have 
potential energy for efficiency improvement. (Jin and Shakil 2010). The Ministry of Housing and 
Urban-Rural Development of the PRC (MOHURD) claimed that most buildings built before 2000 are 
non-energy saving buildings. Approximately 3.5 billion m2 residential buildings in the Northern 
heating zone need to be retrofitted. These buildings were built over 20 to 30 years ago with high 
energy consumption and low living comfort. Some of them cannot be fully heated to 10℃ in winter. 

China has already retrofitted 0.182 billion m2, half of the total residential buildings in 
Northern heating zone at the end of 2010. As a result, new heating supply system and heating meters 
have been installed, so that heating is charged based on heat load. The total retrofit is estimated to 
contribute with to 2 million tce energy consumption reduction and 5.2 million tons CO2 emission 
reduction. For the 12th Five Years, the Chinese Central Government set a new goal of retrofitting over 
0.4 billion m2 residential building in the Northern heating zone. 6 million tce of energy saving will be 
achieved as a result of retrofitting for residential buildings, public building, and public institution 
buildings, (State Council of the People Republic of China 2012).  

However, even though the Energy Efficiency Retrofit for Existing Residential Buildings 
(EERFERB) program is moving quickly and has enormous potential, the actual work in local levels 
has confronted hindrances originating from the retrofitting patterns. These include institutional 
failures, such as absence of standard, inefficient diffusion mechanism, inflexible fund-raising channel, 
and incompetent organizing and coordinating (Shilei, Wu and Sun 2009). Therefore, it is significant to 
analyze the institutional effect of the current retrofitting pattern. Experiences drawn from western 
countries have been discussed in previous studies (Shilei, Wu and Sun 2009), but the fundamental 
differences between western and Chinese buildings structures, and political contexts were ignored. 
Thus the feasibility of imported retrofitting patterns cannot be guaranteed.  

This research is conducted to explore effective retrofitting patterns by comparing two kinds of 
institutional frameworks in existing Chinese projects. These two projects represent central 
government management-based institutions and international government co-management-based 
institutions respectively. Because these have been implemented under the same political, social and 
economic context, it is more explicit in answering which retrofitting pattern is more feasible to China. 
Analyzing and summarizing the experiences will give specific guidance to upcoming residential 
building retrofitting, and accordingly contribute to the overall achievement of energy saving goals. 

    For addressing this research question, Part Two introduces institutional effect assessment 
framework for comparative study. Part Three presents the China EERFERB institutional framework, 
including the retrofit subjects, retrofit content, funds-raising, organization and management and 
related policies. Part Four compares two retrofitting patterns. The institutional effects are addressed in 
analyzing the differences of institutional framework and evaluating the corresponding specific 
projects. Conclusion is explained in the Part Five.         
Institutional Effects Assessment 

Institutional arrangements are formal government organizational structures and the integration 
of policies and governance (Akgün, Leeuwen and Nijkamp 2012). These are set in order to arrange 
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the policies and government programs. The formulation and implementation of policies at all levels---
central government, provincial government, and local government, are under the framework of 
institutional arrangements. Thus, a quality institutional framework is seen pivotal for sustainable 
development (Haanyika 2008). The effect of institutional frameworks refers to the credibility, 
transparency and predictability of the operations under the framework. The frameworks are crucial to 
government programs because these institutions have a direct impact on extent of policy goals 
achievement and overall effectiveness of the program.  In terms of house retrofitting programs, the 
institutional framework is also a central component of the retrofitting patterns. Embedded in Chinese 
government hierarchy, the institution framework determines the actual implementation mechanisms 
and even the content of house retrofitting.   

In the previous case study (Stefopoulou, et al. 2008), legislation framework, administrative 
framework, and economical and market framework are three main domains of institutional 
frameworks. Similar research on rural electrification highlighted the significance of policy and 
institutions in dealing with energy saving issues, especially when related to high poverty and low 
skills group. The research defined key considerations of the Rural Electricity institutional framework 
as a statutory body with a clear mandate and responsibility, liaison facilitating participation by public 
and private players, and technologies support. This research discussed policy measures and strategies, 
and institution frameworks separately.  (Haanyika 2008) .  However, as policy and institutions are 
always discussed as a package, the institutions are also interpreted as “rules in use” (Brown 2003), 
and include formal constraints (constitutions, laws, legal standards), and informal constraints (self-
imposed codes of conduct), and their enforcement characteristics (North 1990).  

The assessment of institutional effects on two EERFERB retrofitting patterns is divided into 
two phases: an analysis of the institutional frameworks and coordination mechanisms, and a 
comparative analysis on the institutional effects on different retrofitting patterns.  
EERFERB institutional and policy framework in China 

 EERFERB is the fundamental institutional background for EERFERB implementation. The 
origin and development of EERFERB is introduced. Furthermore, administrative framework and 
coordination hierarchy explains the inner coordination within the government hierarchy, and the 
implementation mechanism illustrates the steps of developing a specific project and the main 
stakeholders. As a crucial part, the sources and allocation of incentives for EERFERB are also 
addressed.  
EERFERB Program in Northern Heating Zone 

 EERFERB program in China can be traced back to several small scale pilot programs in the 
1990s. Lacking a corresponding institution, theses attempts were not popularized (Li, 2009). In 2000, 
MOHURD issued Technical specification for energy efficiency retrofit for existing buildings（
JGJ129-2000）, which took into effect on 2001 as an industry standard. It illustrates the principles 
and contents of EERFERB, including wall insulation, air tightness of doors and windows, and heating 
systems. However, as a technical standard, it is seen as a “dead letter” without either mandates 
requirements or incentives matched attached. This advancement also failed to bring about actual 
building retrofit. To implement EERFERB, pilot projects and isolated technical guidance are 
insufficient. To completely implementing a retrofitting program calls for a whole institutional 
mechanism with specific goals, regulatory support, technique support, and financial support. 

 During the 11th Five Years, to achieve the goal of 20% reduction in energy consumption per 
GDP, State Council issued Information related to Comprehensive Energy Saving and Emission 
Reduction in 2007, which set a goal of achieving 0.15 billion m2 EERFERB in Northern Heating Zone 
by the end of 2011. This document eventually activated a large scale EERFERB in 15 Northern 
provinces. 

 Based on the achievement over the 11th Five Years, China National Development and Reform 
Commission (NDRC) and MOHURD issued a Green Building Action Plan on 1st January 2013.It 
pointed out that more than 0.4 billion m2 out of 3.5 billion m2 houses should be retrofitted by the end 
of 12th Five-Year (2015), and basically all eligible buildings in Northern Heating Zones should be 
retrofitted by the end of 2020. This ambitious goal and its challenges are shared by all related local 
governments. For example, Beijing new EERFERB goal for 12th Five Years is 0.15 billion m2 
(Beijing Municipal Commission of City Administration and Environment 2011), which is the total 
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number for the national EERFERB during 11th Five Years. (National Development and Reform 
Commission and MOHURD, 2013) 
Administrative Framework and Coordination Hierarchy  

 MOHURD and Ministry of Finance (MOF) are responsible departments of EERFERB 
program. MOHURD is responsible for making EERERB plan, setting and allocating goals to the 15 
provinces. Based on the received provincial goal, each provincial government signs  a letter of 
guaranty, namely Energy Efficiency Retrofitting for Existing Residential Buildings Protocol with 
MOHURD to ensure the accomplishment. During the 11th Five Years, Beijing signed the highest 
goals among all provinces, namely 25 million m2. Provincial governments further divide its goal to 
local governments, where the goals are further broken down to district/ county level. In this terminal 
level, specific EERFERB projects are developed. Legal guiding documents issued for EERFERB 
include (MOHURD 2008):  

• A general guidance 
o Implementation Guidance for The Promotion of Energy Efficiency and Heat Metering 

Retrofitting for Existing Residential Buildings in Northern Heating Region ( 
hereinafter to be referred as “Implementation Guidance for EERFERB”) 

• Implementation and evaluation guidance for specific EERFERB project:  
o Technical Guidance for Energy Efficiency and Heat Metering Retrofitting for 

Existing Residential Buildings in Northern Heating Region ( hereinafter to be referred 
as “Technical Guidance  for EERFERB”)  

o Project Evaluation Principles for Energy Efficiency and Heat Metering Retrofitting 
for Existing Residential Buildings in Northern Heating Region ( hereinafter to be 
referred as “Project Evaluation Principles for EERFERB”) 

 To further support EERFERB, MOF provides incentives based on rules in Administrative 
Measures of Incentive Funds for Energy Efficiency and Heat Metering Retrofitting for Existing 
Residential Buildings in Northern Heating Region (hereinafter to be referred as “Measures of 
Incentive Funds for EERFERB”). As the only guideline for incentive funds, it covers the scope, 
principle, and approaches for practical incentive funds. The incentive mechanism will be discussed in 
the part 3.4.  
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 As shown in Figure 2, MOF is in charge of the disbursement of funds and clearing the 
incentive after retrofitting. MOHURD provides technical guidance, manages and evaluates provincial 
EERFERB programs. According to the Implementation Guidance for EERFERB (MOHURD; MOF 
2008), the provincial Bureau of Construction (BOC) makes overall EERFERB plan and sets goals for 
local governments, while Bureau of Finance (BOF) makes retrofitting budgets for all allocated 
programs. Specific EERFERB projects are arranged and planed in the construction department of the 
district or county level.  Corresponding budgets for projects are reported from local government to 
provincial government (MOF 2007). In the process of retrofitting construction, construction 
departments at all levels are administrators of their sub-level EERFERB work. Additionally, 
independent evaluation institutions are assigned by the provincial BOC to evaluate the specific 
projects in the territory (MOHURD 2008). 

 Apart from departments of construction and departments of finance, some other government 
departments and institutions are also involved. For instance, retrofitting for energy-saving residential 
buildings (ESB) in Beijing is undertaken by Municipal Administration Commission, instead of the 
Beijing Construction Committee on Housing and Urban (BCCHU), while BCCHU is in authority for 
non-energy-saving residential buildings (NESB)’ retrofitting under a co-management system with 
Beijing BOF, the Beijing Municipal Development and Reform Commission (BJMDRC), the Beijing 
Municipal People's Government State-owned Assets Supervision and Administration Commission. 
Implementation Mechanism  
Implementation Process 

Central Heating systems are the main heating supply systems in Northern China. The average 
single heating system can heat approximately 10 million m2 (Li 2009). Thus to improve the overall 
energy efficiency of space heating, retrofitting must include the whole the heating chain, from heating 
sources to end users. The stakeholders are not only the local government and households, but also 
heat suppliers. Heat suppliers are the main implementers and involved throughout the eight step 
process: general building and demographic survey, households mobilization, building retrofitting plan 
and design, project budget making and incentive application, retrofitting construction, project quality 
examination and acceptance, energy saving effects evaluation, and sampling re-examination ( Figure 
3). 

In the specific retrofitting construction process, either the heat supplier or households invest 
in upgrades one or more the following: heat source, thermal station, outdoor heating supply network, 
indoor heating systems and heat metering and doors/ windows. Without government incentive, the 
investments require high initial capital with long payback terms. Even though both heat supplier and 
households can benefit from long term energy saving, they still lack strong motivation to pay for the 
non-monetary social benefits. This market challenge can be eliminated to some extent through 
involving government efforts. Therefore, governments at all levels are still leading stakeholder of 
driving EERFERB in China. 
Retrofitting Contents 
 Technical Guidance for EERFERB explicates three main entities for residential building 
retrofitting, namely building envelope, heating metering, and heating balance of the pipe network. As 
shown in Figure 4, to be eligible for retrofitting, the building should be safely used for 20 more years. 
This is determined through an initial safety examination, including seismic capability, building 
structure, and fire safety. Eligible buildings are further examined on energy consumption and energy 
saving potential before retrofitting. This pro-retrofitting examination is crucial because it provides the 
basic information for retrofitting design, cost and benefit estimation, retrofitting materials and updated 
products selection, and investment payback terms. 
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Figure 3 Implementation Process of EERFERB (MOHURD 2011) 
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Figure 4 EEREFRB Project Content and Retrofitting Process (MOHURD 2008) 
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Funding and Incentive Framework 
The funding for EEREFRB comes from multiple sources (Figure 5). Central Government 

incentive and specific local government incentives are two main sources. Apart from governments, 
heating suppliers are required to self-finance through multiple channels, and households are also 
encouraged to invest in retrofitting, such as upgrading windows. The local funding sources vary by 
provinces.   

 

Figure 5 EEREFRB Funding Flow 

Funding Sources Analysis 

（1） Central Government Incentive  

 Central Government Incentive provides subsidies for envelop retrofitting, indoors heating 
meter, and heating sources and heating pipe network. The amount of incentive for each province 
varies based on the specific climate zone, retrofitting working load, energy saving effect and 
retrofitting progressing. To be specific, the incentive for particular area is calculated in the following 
form (MOF 2007).   

 Central Government Incentive for Particular Area= Incentive Base line for specific climate 
zone×[∑（Particular Entity Retrofitted Area × Weight of the Particular Entity）×70% +total 
retrofitting area×Energy Saving Effect Coefficient×30%]×Progressing Coefficient 
 Where： 

• Incentive Base line for specific climate zone is 55 RMB/ m2 for Severe Cold zones, and 45 
RMB/ m2 for Cold Zones; 

• Particular Entity refers to envelop retrofitting, indoor heat meter retrofitting, and heating 
sources and pipeline network retrofitting. Their perspective weights of the particular entity are 
60%, 30%, and 10%; 

• Energy Saving Effect Coefficient is determined by the actual energy consumption reduction; 
• Energy Saving Effect Coefficient is divided into three levels (1.2, 1, 0.8) based on the 

retrofitting goal accomplishment time( before heating season of 2009,2010,2011 respectively) 
（2） Local Government Incentive  

 Some provincial governments set budget funding to match Central Government incentives. 
Some areas also provide further subsidy for using heating meters after retrofitting. For instance, 
Tianjin has issued more subsidies for low-income groups and reduced their space heating bills. 
Incentive Disbursement and Usage of Funding 

 Incentive disbursement in all levels is divided into two periods: prepay before retrofitting and 
clear incentive after retrofitting. In terms of Central Government Incentive, MOF prepays 6 RMB/ m2 
(equivalent to 0.98 CAN dollars) for installing heat meter. After retrofitting, MOF and MOHURD 
settle the accounts and offer all the left incentive based on the actual accomplished retrofitting 
projects. In 2007, the average incentive from central government is 9 RMB/m2 (equivalent to 1.47 
CAN dollars) (Zhong, 以及其他人 2009). During the 12th Five Years, totally 13.5 RMB/m2 will be 
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provided for heating meter system retrofitting, and 4.5 RMB/ m2 (equivalent to 0.74 CAN dollars) for 
heating sources and pipe line networks (BJMCCAE; BJBOF 2011). 
Institutional Effects on Comparative Retrofitting Patterns 

 A pilot project in Tangshan was established before the EERFERB program was widely 
applied. The following policies and institutions are synthesis of experiences from Tangshan project 
and existing government institutional framework.  Beijing retrofitting pattern is a typical case. From 
Tangshan projects to Beijing projects, retrofitting pattern changed along with changes to institutional 
frameworks. The changes are mostly reflected in institutional frameworks, including the polies, 
contents, stakeholders, funding, and coordination mechanisms. These changes eventually result in 
significant impacts on retrofitting patterns and outcomes. Institutional effects are discussed from the 
perspective of policy roles, coordination, integration of private sectors, community acceptance, and 
financial and technique supports. 
Institutional Frameworks of EERFERB projects in Beijing and Tangshan 

 Tangshan project is a model project for following up provincial projects, such as Beijing 
project. Lessons from Tangshan project was summarized and applied in the policy designed. What left 
different between Tangshan project and Beijing project is the institution frameworks, which resulted 
in various project achievements. 
Central Government retrofitting pattern---Beijing 

 The EERFERB projects in Beijing are delivered under the central government-to- local 
government institution.  It is a typical widely-used retrofit pattern shared by all 15 participating 
provinces. Existing residential buildings were divided into two categories in Beijing:  energy-saving 
buildings (ESB) and non-energy-saving building (NESB).  The energy-saving buildings were built 
after July 1998, when all new buildings were required to meet new energy efficiency standard. 
Retrofitting for ESB and NESB are undertaken by different departments, but the retrofitting 
mechanism and process are essentially the same.  
International governments co-management retrofitting pattern---Tangshan 

 The Energy Efficiency in Existing Buildings (EEEB) project No.1 Quarter, Tangshan, is a 
demonstration project commissioned by the German Federal Ministry for Economic Cooperation 
Development (BMZ) and executed by MOHURD. This project lasted for 5 years (2005 to 2010). It 
reported success with an average 4-6ºC increase of indoor temperature, and 30 % reduction of energy 
consumption within the first year of retrofitting (Shilei, Wu and Sun 2009). As a pilot project, the 
Tangshan EEEB project was an integrated with retrofitting for energy efficiency, and community 
light, façade, and building automation.  To implement this project, a temporary co-management 
office, the Tangshan BEE office, was established with representatives from local community, local 
government, German government, Germany and Chinese experts, heat suppliers. A detailed 
comparison of retrofitting patterns is presented in Table 1. 
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Table 1 EERFERB Retrofitting Patterns Comparison 

 Beijing Central Government EERFERB Projects Tangshan Co-management EEER 
Project1  EERFERB for NESBs2 EERFERB for ESBs3 

Policy 
Role 

Polies Administrative Measures of Beijing energy 
efficiency retrofitting for existing NESBs 
Financing Measures of  Beijing energy efficiency 
retrofitting for existing NESBs 

Administrative Measures of Beijing energy 
efficiency retrofitting for existing ESBs 
Financing Measures of  Beijing energy 
efficiency retrofitting for existing ESBs 

Research Institute Standards and 
Norms (of MOHURD) 
Investment and financing modes of 
EEEB (not accessible) 

Authorities BJMCHURD, BJMCCAE, Beijing Municipal 
Commission of Urban Planning (BJMCUP), 
Beijing Municipal Commission of Development 
and Reform (BJMCDR), BJ BOF 

BJMCCAE, BJ BOF MOHURD 

Eligible Buildings All Private NESBs ESBs built after 1998 three selected residential buildings 
Stakeho
lders  

Governments BJMCHURD, BJMCCAE, BJBOF, BJMCDR, 
Municipal Industry Association, State-Owned 
Assets Supervision and Administration 
Commission of the People's Government of 
Beijing Municipality 
 
District/ County Department of Construction 
District/ County BOF 

BJMCCAE 
BJ BOF  
 
 
 
 
District/County MCCAE 
District/ County BOF 

MOHURD, Tangshan BEE office, 
BMZ,  Tangshan Municipal 
Government( TMG) 

Companies 
and 
Institutions 

Local Heat Supplier 
Independent Project design Institution 
Construction companies 
Independent Project Evaluation Institution 
assigned by Beijing government  
 
  

Same as NESBs 
 

Deutsche Gesellschaft für Technische 
Zusammenarbeit (GTZ) 
Local Heat Supplier 
CABR – China Academy of Building 
Research, 
Information Centre of MOHURD, 
China Building Material Academy 
(CBMA) 

Households Building owners Building owners Building owners  

                                                           
1 China-Germany Existing Energy Efficiency Retrofitting Program Report (MOHURD, 2011) 
2 Administrative Measures of Beijing energy efficiency retrofitting for existing NESBs 
Financing Measures of Beijing energy efficiency retrofitting for existing NESBs 
3 Administrative Measures of Beijing energy efficiency retrofitting for existing ESBs 
Financing Measures of Beijing energy efficiency retrofitting for existing ESBs 
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 Beijing Central Government EERFERB Projects Tangshan Co-management EEER 
Project1  EERFERB for NESBs2 EERFERB for ESBs3 

Retrofitting Contents • Building Envelope 
• Indoor Heating meter and temperature 

adjusting system 
• Heating Sources and Heating Pipeline 

Network 

• Indoor Heating meter and temperature 
adjusting system 

• Heating Sources and Heating Pipeline 
Network 

• Building Envelope 
• Indoor Heating meter and 

temperature adjusting system 
• Heating Sources and Heating 

Pipeline Network 
• Facade, community light, building 

automation 
Responsible 
Implementation Actor 

• Building Envelope Retrofitting: Original 
Building Construction companies 

• Heating Meter Retrofitting: Heat Supplier 

Heat supplier  
 

Tangshan BEE office 

Funding Sources Central Government Incentive, Municipal 
Government Incentive provides 100 RMB/ m2, 
Heat supplier, Households  

Apart from Central Government Incentive, 
Municipal Government Incentive and District/ 
County Government Incentive filled 80% of 
the rest expenses in 5:54. Heat suppliers take 
care of the rest. 

5 million Euro from German 
government, 40 million RMB from 
China Central Government5, 
Households(20% of the total 
retrofitting expenses) (Shilei, Wu and 
Sun 2009) 

Principl
es of 
funding 
usage 

Encouraging Multi-funding sources 
Government Incentives follow funding and 
incentive framework (3.4) 
 

Government Incentives follow funding and 
incentive framework (3.4) 
The expenses apart from incentives was raised 
by heat suppliers  

Information not accessible. 

Used for • Indoor Heating meter and temperature 
adjusting system 

• Heating Sources and Heating Pipeline 
Network 

• Indoor Heating meter and temperature 
adjusting system 

• Heating Sources and Heating Pipeline 
Network 

• All retrofitting expenses  

Technology Support and 
Project 

Materials and Products are determined by heat 
supplier 

Materials and Products are determined by heat 
supplier 

German and Chinese techniques and 
products were selected by the 
Tangshan BEE 

                                                           
4 Municipal prepaied incentive is 6.3 RMB/ m2 in 2011 
5 As Tangshan EEER Project was part of overall EEER program, this is the total amount of German and Chinese governments funding. The specific funding for 
Tangshan project was not announced.  
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The required implementation process of both Beijing and Tangshan projects are the same. In 
launching the EERFERB program, lessons from the Tangshan project were drawn and applied to 
other areas. Thus, the required retrofitting steps are almost identical in both projects. However, the 
specific implementation mechanism and corresponding retrofitting effects vary due to the involved 
stakeholders, informal rules accompanied with different management and coordination frameworks, 
and funding. 
Institutional effects on EERFERB projects 
Policy Roles 

Beijing’s projects were conducted in line with national policies and municipal policies. The 
municipal policies are consistent with national policies and provide detailed guidance to specific 
projects. Unlike Beijing, however, Tangshan project did not have specific issued policy to follow 
when the project started. How to work on this project mainly depended on agreements among 
stakeholders.  

 Since the Tangshan project was a demonstration project for nation-wide promotion, 
experiences from its first implementation year (2005-2006) should be reflected on the national 
policies issued in 2007. For example, the retrofitting contents required in Implementation Guidance 
for EERFERB (MOHURD; MOF 2008) were selected among the retrofitting entities in Tangshan 
projects. Additionally, the step of household mobilization was a lesson drawn from Tangshan 
projects.  

 It is easy and infallible for local governments and retrofitting implementers to only do what 
the policies require. In national and municipal policies, the quality and energy efficiency coefficient 
of products and materials are vaguely demonstrated. Thus product and materials suppliers and 
construction companies are not regarded as key players in Beijing projects. Heat suppliers are in 
charge of choosing products mainly based on cost-benefits in Beijing, which is the responsibility of 
BEE office in Tangshan project. This results in a gap of energy efficiency improvement 
indemnification between Beijing projects and Tangshan projects.  
Coordination inter- and inner- levels of government 

 Coordination in the Beijing projects is embedded in the top-down government hierarchy. As 
shown in Figure 2, governments in upper level supervise and finance the work in lower level. 
Achieving satisfactory EERFERB effects is also associated with the personal career of the local 
department head (MOHURD;NDRC;MOF;General Administration of Quality Supervision, Inspection 
and Quaratine of The people's Republic of China 2010). To gain the incentive from the central 
government, and confirm good personal working performance to upper level government, local 
governments are promoted to achieve EERFERB goals 

 In the Beijing experience, the responsibility of departments of finance and departments of 
construction at all levels seems clearly separated. The departments of finance care about incentive 
allocation and proper use, while the departments of construction concerns mainly about the 
retrofitting target achievement and outcome. A questionable blank remains on the effectiveness of 
investment on actual energy efficiency improvement.  

 Unlike Beijing, in Tangshan projects, BEE office guarantees communication across hierarchy 
boundaries. As energy consumption reduction was the shared goal within BEE office, it more focused 
on achieving actual energy saving.   
Integration of private sectors and  community acceptance 

 Local heating suppliers in China are government-owned corporations, which are created by 
the government undertaking heating supplying on the behalf of an owner government. In the Beijing 
pattern, private sectors such as retrofit design institutions, construction companies, and materials and 
products suppliers act as service or product suppliers, who are not responsible for energy saving 
outcomes. Project examination institutions are assigned by the provincial government. They act on 
behalf of provincial government to evaluate and check the retrofitting achievement. Therefore, there 
are no independent sectors from the market. Information is blocked from media, NGO and the public 
due to the lack of an information publicity platform.  

 Moreover, although households were required to pay for part of the retrofitting, they are not 
actually involved in the projects. Feedback about the energy efficiency effects is not provided. 
Without capability to examine the retrofitting effects, it is less possible for residences to express 
themselves and be heard.  
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 In Tangshan projects, academia, as a third party, was included in decision making. It partly 
prevented project design from purely seeking economic benefits. Unfortunately, this is not passed 
down to wider national EERFERB projects.  
Financial and technical support 

 Financial support is the core influential factor on the effectiveness of retrofitting. At central 
government level, more weights in incentives are set in envelop retrofitting and heating meter 
retrofitting. It results in strong preferences to these entities in Beijing municipal policies, and real 
EERFERB projects.  

 As both heat suppliers and households have low motivation toward retrofitting, the 
effectiveness highly depends on incentives from governments. The investigation results indicate that 
the average retrofit expense excluding the price of heat metering device was 200–230Yuan/m2 

(equivalent to 32.77-37.69 CAN dollars) (Ding, et al. 2011), so the current 45-55 Yuan/m2 (equivalent 
to 7.37-9.01 CAN dollars) central government incentive accounts for only 24% of the total expense. 
Many retrofitted buildings are located in poor urban areas, where local governments are not 
financially capable of providing enough incentives. The funding gap can only be filled by establishing 
more flexible financing institution. Investments from the market can be driven by obvious and visible 
energy efficiency improvement. 
Conclusion 

 Based on a thorough analysis of institutional framework of EERFERB program in China, two 
retrofitting projects were selected to compare institutional effects on retrofitting effectiveness. The 
international government co-management based institution (i.e. the Tangshan case) shows higher 
capability achieving retrofitting effectiveness, with involvement of academia, co-management 
framework sharing goals, and more stable funding and technique supports. To carry forward 
EERFERB in China, a more flexible and transparent institution is needed. It is crucial to establish an 
efficient vertical and horizontal coordination systems to break constrains of hierarchy. The motivation 
towards retrofitting can be activated through clarifying energy efficiency goals and explicating 
benefits.  Even though China has widely impelled energy efficiency retrofitting in Northern Heating 
Zones, there is still a long way to go in institution building. A self-motivated institution encompasses 
continuous investments from not only governments but also private sectors. A big potential market 
with 2.5 m2 buildings for retrofitting has been recognized, so it is crucial to establish a sustained 
institution framework to make it happen.    
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Abstract: 
 In this experimental study the Manning roughness coefficient n is examined, through a 
considerable number of laboratory measurements with artificially roughened walls of a rectangular 
open channel-which always has a smooth bed. The roughness elements are vertical rubber strips, 
which are systematically varying as far as theirs projections into the flowing water and theirs 
distances among them are concerned. The case of the completely smooth rectangular channel is also 
examined. Since n has the disadvantage of being in the metric system of units, some suitable 
dimensionless groups of parameters are used. n appears not to be constant at any present roughness 
condition and this probably is due to the nature of any flow, where even at the same Run its behavior 
is not constant. Apart from this, n is also varying in the completely smooth channel case. The results 
are strictly holding for uniform-subcritical-turbulent-steady water flows in rectilinear rectangular open 
channels of small longitudinal slope. 

 
Key Words: Rectangular Open Channels, Combined Roughness 
 
Introduction 
 Fig. 1 shows the characteristics of the uniform-subcritical-turbulent-steady water flow within 
a rectangular open channel (various water depths, zi, reference depths zri<zi, width b=24 cm and 
longitudinal slope Jo=0.0012), where for depth zi the Manning roughness coefficients is ni (or n) while 
for zri depths corresponding roughness coefficients are nri, both determined from the Manning 
formula, that is ni=(1/Vi)·Ri

2/3·Jo
1/2, with ni in the metric system (s·m-1/3), and Ri=hydraulic radius, 

Vi=cross sectional velocity (=Qi/(zi·b)), all in the same units’ system. 
In this investigation both channel walls were systematically supplied with adhered rubber 

strips (κxh, where always κ=4mm and h=8-4-0 mm) at various distances λ=50-100-200-400 mm, 
forming a number of λ/h ratios, λ/h=12.5-25-50-100 or λ/h=∞ (for h=0-smooth walls). The channel 
bed was always smooth (h=0, λ/h=∞), and rectilinear, while the various λ/h were alternating on the 
walls, creating some artificial combined roughnesses with considerable differences among them and 
to the channel bed (especially, for h=8 mm). The roughness is not only h dependent but also λ/h ratio 
dependent: Any small λ/h ratio (e.g. 12.5) corresponds to rougher wall (e.g. from λ/h=25). 
 Apart from the first part of this study, further on an effort is made to correlate various 
dimensionless quantities (including the Manning’s n) in order to receive systematic results for all 
present laboratory measurements, i.e. overcoming the metric units dependence. 
 In this paper, as most interesting previous books or papers the following texts are considered, 
by Chow, (1959), Ramesh et al, (2000), Pyle, (1981), Robertson et al, (1973), Rosso et al, (1950), 
Ghosh, (1978), Demetriou, (2003), Demetriou et al, (1999), Demetriou, (2000), and finally, 
Demetriou, (2001). 
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Figure 1. Flow and roughness characteristics. 

 
The Experiments 

 All measurements were performed in the hydraulics Lab. of the School of Civil Engineering 
of the Nat. Technical Univ. of Athens (Greece), in a channel of 12 m long mainly with glass 
boundaries and steel bed. 

 8 Series with a number of i=15÷17 Runs (for each Series) were organized. zi, Ri, Qi, Vi, Rei, 
Fri, were measured or calculated, while corresponding roughness coefficients (for each Run) were 
determined through the Manning formula. Table 1 shows a summary of all laboratory measurements 
and all aspect ratios (A.R.=b/zi), where max ni or min ni do not always correspond to max or min A.R. 

Table 1. Laboratory measurements. 
Series 

No 
Runs 

(i) zi (cm) Qi 
(l/sec) 

Vi 
(cm/sec) 

h 
(mm) 

λ 
(mm) λ/h ni       

(s·m-1/3) A.R. 

1 
i=1    
to     

i=17 

4.97  to 
35.28 

4.71  to 
41.83 

39.50  to  
49.40 4 50 12.5 0.0106   to   

0.0163 

4.83  
to  

0.68 

2 
i=1    
to     

i=17 

4.70  to 
35.53 

3.84  to 
41.83 

34.07  to  
49.05 4 100 25 0.01062 to   

0.0160 

5.11  
to  

0.68 

3 
i=1    
to     

i=17 

3.13  to 
35.45 

3.84  to 
39.56 

34.07  to  
49.05 4 200 50 0.00577 to   

0.0159 

7.67  
to  

0.68 

4 
i=1    
to     

i=17 

4.92  to 
34.30 

5.43  to 
45.79 

46.05  to  
55.68 4 400 100 0.00803 to 

0.01524 

4.88  
to  

0.70 

5 
i=1    
to     

i=16 

4.10  to 
36.53 

3.84  to 
32.61 

39.05  to  
37.19 8 100 12.5 0.00867 to 

0.01890 

5.85  
to  

0.67 

6 
i=1    
to     

i=15 

5.25  to 
36.93 

5.43  to 
38.71 

43.13  to  
43.67 8 200 25 0.00884 to 

0.01870 

4.57  
to  

0.65 

7 
i=1    
to     

i=15 

5.68  to 
36.17 

5.08  to 
42.00 

37.27  to  
48.39 8 400 50 0.01061 to    

0.0152 

4.23  
to  

0.66 

8 
i=1    
to     

i=16 

4.62  to 
36.25 

3.84  to 
52.08 

34.68  to  
59.87 0 - ∞ 0.0100   to   

0.0133 

5.19  
to  

0.66 
 

In any Run the smallest ni value corresponds to the biggest A.R., but the biggest ni value may 
found at intermediate A.R. ratios. For the smooth channel 0.010≤ni≤0.013, as is referred in various 
books, e.g. by Chow, (1959). Finally, some of the initial results were rejected, while some other were 
smoothened out. 
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Results And Discussion 
The method of interrelations 

 In order to elaborate the experimental results some reference depths, zri, with corresponding 
roughness coefficients, nri, were selected in any one Series, and so the ratios zi/zri and ni/nri were 
calculated. The typical selected zri depths were the closest to a scale of zri≈10-15-20-25-30-35 cm, 
where the finally chosen zri values were the actual depths in each Run. This method, i.e. of self-
compared ni/nri to zi/zri in any Series, is named here as the method of interrelations. 

 Table 2 presents all results based on the above method, while Figs. 2 graphically show 
corresponding results, where ni and nri are indirectly measured through the Manning formula. 

Table 2. Experimental measurements’ elaboration. 
Eqs. Ni=ni/nri vs Zi=zi/zri, in the form of Ni=a·Zib·[1-Zi]c+Zi 

h=4 mm, zri≈10-(15)-20-25-30-35 cm h=8 mm, zri≈10-(15)-20-25-30-35 cm 
λ/h=12.5 a b c λ/h=12.5 a b C 

N1 0.465 1.383 0.663 N1 0.652 2.017 1.182 
N2 0.712 0.274 0.877 N2 3.464 1.933 1.676 
N3 0.889 0.310 0.740 N3 4.564 1.620 1.812 
N4 1.489 0.510 1.909 N4 4.962 1.296 1.892 
N5 1.930 0.550 1.090 N5 4.583 1.105 1.862 

λ/h=25 a b c N6 3.789 0.920 1.682 
N1 0.934 0.674 1.361 λ/h=25 a b C 
N2 0.680 0.412 1.133 N1 1.193 0.470 12.055 
N3 2.520 0.957 1.617 N2 0.160 0.621 0.855 
N4 3.770 0.949 1.856 N3 3.893 2.059 1.562 
N5 4.234 0.881 1.929 N4 4.978 1.720 1.754 
N6 3.227 0.665 1.702 N5 3.676 1.237 1.470 

λ/h=50 a b c N6 4.022 1.087 1.457 
N1 0.894 0.886 1.806 λ/h=50 a b C 
N2 0.290 0.159 0.667 N1 0.846 0.926 1.369 
N3 1.991 0.946 1.364 N2 2.156 1.003 1.613 
N4 2.034 0.758 1.352 N3 3.217 1.143 1.821 
N5 2.920 0.829 1.580 N4 3.685 1.011 1.835 
N6 2.015 0.550 1.285 N5 3.576 0.883 1.826 

λ/h=100 a b c N6 3.000 0.725 1.689 
N1 0.921 0.869 1.243 λ/h=∞ a b C 
N2 0.482 0.296 0.615 N1 1.059 0.430 1.274 
N3 1.277 0.632 1.012 N2 2.574 0.724 1.592 
N4 2.829 0.945 1.468 N3 2.751 0.643 1.631 
N5 2.749 0.772 1.407 N4 2.110 0.428 1.425 
N6 - - - N5 1.678 0.273 1.210 

 
The above curves are very smooth and for any one of them the ratio Ni=ni/nri may be 

compared to Zi=zi/zri, in the form of a typical equation 
                                                          Ni=a·Zib·(1-Zi)c+Zi                                                         (1) 

 where the coefficients a, b, c, are also shown in Table 2. In this way to any Series a number of 
Ni equations (in total 45 equations) are produced, where each one of them corresponds to a respective 
curve of Figs. 2. 
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Figures 2. Numbered curves of ni/nri vs zi/zri for various h, λ/h,  

and corresponding equations Ni. 
 

Other methods 
 To simplify the results, the roughness coefficients’ symbol (n=ni) corresponding to any depth 

zi of each experimental Run is used again, while the index (i) is used only for zi. 
 a) Apart from the previous description (Figs. 2 and Table 2), some more essential results are 

further presented, based on the following dimensionless groups among the Manning roughness 
coefficient n and g, R (=hydraulic radius), Jo, or λ/h, 

A=n·g1/2·R-1/6, A´=n·g1/2·h-1/6, 
B=(g·R·Jo)1/2·V-1, A´=(g·R·Jo)1/2·(λ/h)1/2·V-1. 

 A and A´ mainly include Manning’s n, while B and B´ include (g, R, Jo)1/2 and V, where for 
λ/h→1 it is B´→B. n is in the metric system, but the above groups are dimensionless. A (or A´) may 
combined to B (or B´), in order that some suitable descriptive curves are properly determined. In 
some cases the term C=n·(g·zn

−1/3)0.5 is also used. 
 b) Smooth Channels 

 For the completely smooth (λ/h=∞ on bed/walls), Fig. 3 shows all present experimental 
results (open circles) in terms of B vs C, where the corresponding (single) curve (for all present n, R, 
V, Jo) has the approximate descriptive equation 

n·(g·zn
−1/3)0.5=-0.0661+0.4855·[(g·R·Jo)0.25·V-0.5],                              (2) 
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Figure 3. B vs C for completely smooth channel. 

 
 holding for 0.054≤B≤0.070, 0.043≤C≤0.061, and with a correlation coefficient r2≈0.998. 
 Other smooth channel cases are for λ→∞ (with κ≠0), or λ→κ (full contact of all roughness 

elements). 
 c) Rough walls and smooth bed. 

 Figure 4 compares A to B´ (based on the present measurements) for λ/h=12.5-25-50-100 

 
Figure 4. A vs B´ for λ/h=12.5-25-50-100 (h=4 mm) and λ/h=12.5-25-50 (h=8 mm). 

 
  (h=4 mm, open experimental symbols) and λ/h=12.5-25-50 (h=8 mm, black experimental 

symbols). All corresponding curves, through the experimental points, show that the h=8 mm results 
(dashed curves) are over the h=4mm results (continuous curves), a fact which is considered as 
reasonable because of the increased wall roughness. Other facts are that all results produce separate 
curves, i.e. not a single equation can be given for all experimental results, and that when B´ are 
increasing A are also increasing along each curve. 

 Among the (continuous) curves of h=4 mm a large space is offered for interpolations, and the 
same holds for the (dashed) curves (h=8 mm). 

 Contrary to the above results in Figs. 5, 6, 7, the same (as in Fig. 4) experimental results, are 
treated in terms of A´ vs B. In Fig. 5 all results (for h=4 mm and all λ/h=12.5-25-50-100) are well 
concetrated around a single curve. This curve has a simple equation (through the experimental points-
open circles), and since it holds for λ/h=12.5 to λ/h=100, it also holds in the entire field 12.5≤λ/h≤100 
(for κ=4 mm) and is described by the following equation, 
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Figure 5. A´ vs B, for all h=4 mm and 12.5≤λ/h≤100 results. 

A´≈0.3224-0.055·B-0.5, (3) 
 

 holding for 0.045≤B≤0.08, 7≤A´≤12 and 4.83≤A.R.≤7.67. n is a function of h, R, Jo and V, 
while when B are increasing n are also increasing, i.e. n is not constant throughout. 

 Fig. 6 also presents A´ vs B for all h=8 mm and λ/h=12.5-25-50, experimental results (black 
symbols) which are also well concentrated around another single curve, holding for h=8 mm, the 
entire 12.5≤λ/h≤50 range and 0.05≤B≤0.093, 0.06≤A´≤0.013, 0.65≤A.R.≤5.85. 

 
Figure 6. A´ vs B, for all h=8 mm and 12.5≤λ/h≤50 results. 

 
 Finally, Fig. 7 shows both curves (of Figs. 5, 6), in order to compare them. The curve for all 

h=8 mm experimental results is quite similar to the curve of h=4 mm results, and lies under the last 
curve at a constant vertical distance of 1.35·A´. This fact may give a similar equation to the h=8 mm 
curve, since at same B value the lower curve lies at the above constant distance under the upper curve. 

 
Figure 7. A´ vs B, for all present rough walls’ 
results and interpolations for h=5-6 and 7 mm. 
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 If one wishes to explain why the h=8 mm curve is under the h=4 mm curve, this may due to 
the combination of all quantities participating in the comparison, since n is proportional to R2/3, Jo

1/2, 
and proportional to V-1: When h=8 mm strips are used the flow (at Q=const.) has in general, larger 
velocities (in comparison to h=4 mm), since the channel’s width which is used is constant for both 
cases and the flow is more intermixed. 

 As an important note on Fig. 7, since both curves, for h=4 and 8 mm are very similar among 
them, a family of intermediate (dashed) curves can be approximately traced by suitable interpolations, 
corresponding to h=5-6 and 7 mm, or even to more dense curves. More general, the entire group of 
curves of Fig. 7 holds for 4mm≤h≤8mm and at least for 12.5≤λ/h≤50.  

 It also may be noticed that for h>8 mm corresponding curves are expected to be placed under 
the 8 mm curve, while for h<4 mm (and even for h=0, smooth curve at λ/h=∞) corresponding curves 
are expected to be placed over the 4 mm curve, i.e. apart from interpolations there is also a wide space 
for extrapolations. 

 The presentation of the results of Fig. 7 gives a rather broad possibility for a wide 
generalization of the results over the 4 mm curve, between 4≤h≤8 mm, and below the h=8 mm curve, 
equally corresponding to a large λ/h range. 

 Finally, Chow, (1959), p. 98-99, referring to the Manning n establishment and its dimensions, 
is noting that "this was not a problem of concern to the forefathers of hydraulics" and "it is 
unreasonable to suppose that the roughness coefficient would contain time". Apart from this, the 
Manning formula has a factor of 1.49 for the English measuring system (in ft.), while this factor is 1 
for the usual metric system. These problems could be solved if a dimensionless roughness coefficient 
is used. Although this has been already suggested in the past, it is not very clear who has made this 
suggestion, which actually, consists of the present terms A and B and their equation. If to A is given a 
new symbol n*(=A) then the dimensionless roughness coefficient is n*=A=(n·g1/2·R-1/6), where-of 
course-the initial Manning equation (with n) is modified when n* is used, n*=(g·R·Jo)1/2·(V-1)=B. 
Conclusions 

 In this experimental study the Manning n roughness coefficient is investigated for water 
uniform-subcritical-turbulent-steady flows, within rectilinear rectangular open channels of combined 
roughness, i.e. rough walls and smooth bed. The walls are artificially roughened through vertical 
strips (projecting into the flow at h=4 mm or h=8 mm) at regular distances λ, with λ/h=12.5-25-50-
100 or λ/h=∞ (h=0, smooth walls), while the bed constantly remains smooth (h=0, λ/h=∞). The main 
conclusions are: 1) The application of the so-called method of interrelations, gives a large number of 
equations among the dimensionless roughness coefficients’ ratios vs corresponding dimensionless 
flow depths. 2) These equations are giving some good relative results. 3) Since a big problem is 
coming from the fact that Manning roughness coefficients are in the metric system (s·m-1/3), four 
groups (A, A´, B, B´) of parameters are proposed in various combinations among n, g, R, h, Jo, V and 
λ/h, in order that some more general results may arise. 4) For the complete smooth channel (h=0, 
λ/h=∞, everywhere) eq. (2) is determined based on the experiments, after the elaboration of them in 
terms of A vs B, this equation and Fig. 3 are concluded. 5) For all present experimental results with 
all various roughness conditions, Fig. 4, in terms of A vs B´, gives a number of systematic curves, for 
h=4 and 8 mm and all present λ/h combinations, where for λ/h=const. all h=8 mm curves lie over h=4 
mm (less rough) results. 6) When all present n results are elaborated in terms of A´ vs B, then all 
experiments for h=4 mm (at all λ/h ratios) give (Fig. 5) a single curve, while a similar curve is 
produced for all h=8 mm results (Fig. 6 for all λ/h ratios). 7) Eq. 3 is proposed for the previous curve, 
concerning h=4 mm and all relevant λ/h ratios. 8) A method is also suggested for the corresponding 
curve for h=8 mm and all relevant λ/h ratios. 9) An extrapolation group of curves are also proposed, 
for h=5-6-7 mm and all associated λ/h ratios. The present study mainly presents an effort to 
rationalize the disadvantage of the Manning’s roughness coefficient which is given in the metric 
system, by proposing combinations of all parameters in such a way that some dimensionless groups of 
expressions may be used. The application of such dimensionless groups of expressions may give in 
some cases, more general results, e.g. in the form of suitable curves described by proper equations. 
This application may also give, by systematic extrapolations, results for intermediate h values, while 
an overall result appears to be that Manning’s n is not a constant throughout, i.e. it depends on various 
parameters and not only on roughness factors, especially in channels of combined roughnesses. 
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Abstract: 

In order to characterise the barrage regime is usually very important to check the validity of 
assumptions on which its application is based. Accordingly, in this study we have estimated a set of 
numbers comprising the Lake number, the Wedderburn and Burger numbers, and inflow and outflow 
Froude numbers. Therefore we have used two years worth of time series data (2000-2001) consisting 
of temperature profiles, morphometry data, meteorological data, and inflow and withdrawal data of 
two reservoir located in the Mediterranean region. 

 
Key Words: Hydrodynamic., Reservoir regime 
 
Introduction 
 The understanding of lake hydrodynamics has made much progress in the last twenty years. 
However, it is still difficult for the general limnological practitioner to gain a quantitative description 
of the hydrodynamical regimes in a particular lake at a particular time (Imberger, J. (1994)) 

In general hydraulics characterisation of flow is based essentially on the Reynolds and Froude 
numbers. So flows are subdivided into laminar or turbulent and super or sub-critical. Therefore, an 
analogy methodology may be established to permit the limnologist to classify hydrodynamic regime in 
lakes. Such hydrodynamical regime is important because the mixing and transport process operating in 
a lake determine, to a large degree, the ecological response of the lake to meteorological forcing, 
inflows and outflows. Thus, one-dimensional model like the DYRESM is applied to a Mediterranean 
reservoir such as the Sau or Boadella, it is important to check the validity of assumptions on which its 
application is based. Accordingly, in this study we have estimated a set of numbers comprising the 
Lake number, the Wedderburn and Burger numbers, and inflow and outflow Froude numbers. For 
both reservoirs, we have used two years worth of time series data (2000-2001) consisting of 
temperature profiles, morphometry data, meteorological data, and inflow and withdrawal data. The 
temperature profiles have been converted to density profiles using the UNESCO (1981) state formula 
equation. Later, we have used these density profiles to calculate the non-dimensional numbers.  
Lake Number 

The Lake number NL  is a dimensionless parameter defined as the ratio of the moments of the 
stabilizing force of gravity. This. NL  describes the water upwelling from the hypolimnion to the 
surface layer, expressed by the equation: 
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where 0Z is the centre of gravity of the water mass and 
gZ is  the centre of volume for the 

entire lake body; TZ is the height to the centre of the metalimnion; HZ  is the depth from the bottom 
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of the reservoir; M  is the total mass of water [Kg]; g  is acceleration due to gravity [ 2. −sm ]; 0ρ is 

the average water density [ 3. −mkg ]; A is the surface area of the reservoir ( )ZA ; and *u  is the water 
friction velocity [ 1. −sm ]. 

 0Z  and gZ are defined respectively as follows: 
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 where 10U  is the wind velocity at 10 m above the water surface [ 1. −sm ]; DC  is the drag 

coefficient = 310.3.1 − [dimensionless]; and 
0ρ

ρ a  is the ratio between air and water densities = 310.2.1 −  

[dimensionless]. 
 Under these circumstances, the isopycnals are expected to be primarily horizontal and little 
seiching of the seasonal thermocline or turbulent mixing in the hypolimnion are expected. For 

1<<NL , stratification is weak with respect to wind stress. Under these circumstances, the seasonal 
thermocline is expected to experience strong seiching and the hypolimnion is expected to experience 
extensive turbulent mixing due to internal shear (Imberger 1989). Thus the hypolimnion water, very 
rich in nutrients, will reach the surface layer during the wind episode (Imberger 2001).  
Wedderburn Number 
 The Wedderburn number represents the ratio of the baroclinic restoring force to the wind 
disturbance force, or the ratio of the restoring moment about the centre of the volume of the lake to 
the disturbance moment. W  describes the upwelling of water from the metalimnion into the water 
surface, expressed by: 

where 
'g  is the modified acceleration due to gravity across the uppermost thermocline.  

Lu
hgW
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*
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=                                                                                                                  (1.5) 

This is represented by gg
oρ
ρ∆

=' , where ρ∆  is the density difference between the surface 

layer and the mean water density, and h  is the depth of the diurnal thermocline; *u is the water shear 
velocity due to wind stress and approximated by the bulk aerodynamic formula as previously defined 
in the Lake number calculation; and L  is the length of the lake. 

e. For 1>>W , tilting of the isotherms due to applied wind stress will be small and horizontal 
variations negligible. This coincides with strong stratification, light winds, and slow deepening of the 
mixed layer. For 1<<W , deepening is dominated by internal shear production and will occur over a 
much shorter time scale than horizontal convection in the surface layer (Imberger & Patterson 1990). 
Where W  is small and NL  large, only the upper region of the thermocline will respond to wind 

forcing. Where W  and NL  are small, the lake as a whole should respond, and vertical mixing should 
occur throughout it (Imberger and Patterson 1990). 
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Burger Number 

 The Burger number iS  is an indicator of the influence of the earth’s rotation on water motion 
in reservoirs; influence on the water internal waves. iS   is expressed by: 

fL
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=                                                                                                                    (1.6) 

 where Lw is the width of the reservoir and 
f
ci is the Rossby radius; ic is the wave velocity 

expressed by: 

Hgci
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= gg  is the reduced gravity; ρ∆  is the difference between surface water and mean H  is the 

mean reservoir water depth, which depends on the inflow entering the reservoir and water withdrawal 
from the reservoir. f is the Coriolis parameter equal to the double rate of rotation of the earth at the 
latitude of the lake, 1=iS  is the critical value indicating that the rotation is of the same magnitude as 
gravity. When 1>>iS , the internal oscillations increasingly take on the characteristics of simple 
gravitational seiches (Antenucci & Imberger 2001).  
 When 1<<iS , the waves have characteristics similar to those of an inertial oscillation, with 
the majority of the energy in the wave being in the form of kinetic energy. 
Inflow Froude number  
 The regime behaviour of the river inflow entering the reservoir is described by the inflow 
Froude number, Fri 
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 where iQ is the peak inflow discharge; H is the total depth of the reservoir; 
0

'

ρ
ρ∆

=ig is the 

reduced gravity; ρ∆ is the difference between inflowing water density and the mean reservoir water 

density;  0ρ is the mean water density; and 1=Fri  is the critical value of the plunge or rise. Where 
1>>

ir
F , the inflow is too large to separate as an underflow or an overflow. When 1<<

ir
F , the 

inflow separates as an underflow or an overflow. Once it has been established that the river water 
underflows ( 1>∆ iρ and hi/H<1), it is necessary to carry out a more detailed analysis to estimate its 
entrainment into the downflow and thus the depth of the inflow intrusion. 
Outflow Froude number  
 The outflow Froude number characterises the type of water withdrawal, expressed by the 
equation:  
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 where 0Q  is the outflow discharge; 
0

'

ρ
ρ∆

=g  is the reduced gravity; ρ∆  is the difference 

between outflow water density and the mean reservoir water density; 0ρ is the mean water density; H 
is the total depth of the reservoir. Where 1

0
<<rF , then the outflow is selective from a depth 

corresponding to the outflow level. 
Methods  
 Lake numbers were computed for each recorded temperature profile using equation 1.1. We 
used twenty measured over two years (2000-2001) for the Sau Reservoir and fifteen for the Boadella 
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Reservoir.. As water depth decreases and increases with water inflow and outflow, the water surface 
and the reservoir volume change. To calculate both, interpolation from the bathymetric data was 
necessary. To determine the daily velocity friction we used equation 2.4, with a drag coefficient of

310.3.1 − , and a ratio between air and water densities of 310.2.1 − . Wind velocity is given in 
meteorological data in Fig. 2.8 for the Sau Reservoir and in Fig. 2.21 Chapter 2 for the Boadella 
Reservoir. The mean water density was taken as 1000 3. −mkg . The depth of the reservoir HZ  and its 
area were estimated using morphometry data (Sections 2.4.1 and 2.5.1, Chapter 2). The estimated lake 
numbers are 712 in Sau reservoir and 636 in Boadella Reservoir 
 As described above for lake number, Wedderburn number values were estimated by linear 
interpolation between existing profiles. For each temperature profile using equation 1.5 daily friction 
velocity *u  had been previously defined in the calculation of the Lake number.  
 Modified acceleration due to gravity 'g  is the ratio of the difference in diurnal thermocline 
density from the mean water density, divided by the mean water density multiplied by gravity g . L  is 
the average length of the reservoir: mL 3000=  for Sau and mL 1500=  for Boadella.  
 The Burger number was obtained using equation 1.6 in which the Rossby radius was 
calculated as the ratio between longwave phase velocity and inertial frequency. 
 Longwave phase speed is a function of reduced gravity 'g , which depends on the difference 
between surface water density and mean water density divided by the mean reservoir water density. 
Inertial frequency depends on the latitude of a reservoir; the Sau and Boadella reservoirs are located 
in the same region and have approximately the same altitude.  
 The inflow Froude number was calculated using equation 1.8. The discharge or inflow rate 

iQ  is the peak inflow discharge entering the reservoir and was estimated from the inflow file: 

approximately 13.217 −sm for the Sau Reservoir and 13..111 −sm for Boadella The reduced gravity '
ig  

is the difference between inflow density and mean reservoir density divided by the mean density. The 
average width of the reservoir is mB 700=  for Sau and m600  for Boadella. The total depth of the 
reservoir H  is variable, depending on the volume entering and leaving it. 
 The outflow Froude number was computed using equation 1.9. The outflow 0Q  was deduced 
from the withdrawal data. The reduced gravity for outflow is the ratio of the outflow density minus 
the mean water density to the mean water density. H is the reservoir water depth. 
Results and discussions 
Lake number   
 The NL values obtained for the Sau Reservoir corresponding to lowest wind velocity 0.8m/s 
and the minimum is around 2 approximately in the middle of December 2001. Thus,  1NL  
indicating that stratification is the dominant force when compared to wind stress. Minimum and 
maximum wind velocities are 0.8 and 2.9 ( )sm /  respectively. There is low turbulence and no mixing 
in deeper water, due to the isolation of the bottom waters from the surface. Consequently, However at 
the end of 2001 the Lake number was equal 2, indicating that the hypolimnion was relatively mixed.    
 The NL of the Boadella Reservoir fluctuated from a minimum value of 5 in the beginning of 
June 2000 corresponding relatively to high wind velocity 5.6m/s (see section 2.5.2.4 Chapter 2) to a 
maximum of 2226 in the end of Mars 2000 corresponding to the lowest wind velocity 0.4 m/s. 
Compared to Sau the stratification is strong in the first year (2000) and during the second (2001). This 
is linked to low wind velocity, for which minimum value and maximum values are 0.8 and 2.9 for Sau 
and 0.7 and 2.1 for Boadella (see Figs. 2.8 and 2.21, Chapter 2.)  It should also be noted that 
morphometry plays an important role in the determination of Lake number, and that determination of 
the thermocline is difficult. In both reservoirs, water upwelling from the hypolimnetic occurs at the 
winter end autumn in 2000 and 2001. Fig 1.1 shows the differences in Sau and Boadella‘s Lake 
numbers. In this figure we see that lake number diminished corresponding to the peak inflow (see Fig. 
2.10B, Chapter 2) in the end of the year 2000 means that may inflow also contribute in hypolimnion 
mixing. 
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 However, in Boadella Reservoir the lack of profiles from the end of August until the end of 
April influence the estimation of lake number for comparison purposes versus inflow. Also, 
withdrawal being selective may enhance stratification. For both reservoirs through the period 2000 to 
2001 Lake numbers are bigger than the critical value. This indicates that stratification is relatively 
strong and that the deepest part of the hypolimnion remains unmixed if not influenced by 
inflow/outflow and cooling forces. Unfortunately, there are fewer profiles for Boadella than there are 
for Sau. However, the variation in its Lake number is small, as is the case for Sau. Also, it should be 
noted that the wind velocity in Boadella, on the days when profiles were taken, was relatively low. 
We can therefore conclude that both reservoirs were not completely mixed, at least at the time the 
profiles were taken. It has should also be noted, however, that the profiles were taken during the day. 
In winter, during the day, and the mean velocity of the wind is in general not high enough to 
overcome stratification. For example, on 09/02/2000: 
 mZZ g

3
0 10.6.1 −=− , 1* ..0017.0 −= smu  and 60=NL . However, it is very likely that at 

night time  
0ZZ g −  was close to 0 and NL  went to 0. In these circumstances hypolimnetic mixing 

could be expected. 

 
Fig 1.1 The differences in the Sau and Boadella Lake numbers 

 
Wedderburn number 
 The Wedderburn numbers in the Sau Reservoir do change substantially, tending to oscillate 
over the two years between 0 and 750. 0nly one value is below 1 corresponding to the value in the 
beginning of November 2000 corresponding to the high wind velocity 5.6 m/s. 0, indicating that wind 
stress on the surface of the lake is able to overcome the stratification in the water column and 
metalimnetic water can be expected to be vented into the surface layer if we neglect other disturbing 
forces such as inflow/outflow and cooling.  
 Wedderburn numbers in the Boadella Reservoir range from approximately 0 to 454 at the end 
of May and are smaller than those of Sau, See Fig. 1.2 for Sau and Boadella Wedderburn number 
differences.  
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Figure 1.2 Sau and Boadella Wedderburn numbers 

 
Burger number  
 The Sau Reservoir experiences substantial fluctuation in Si values throughout the two years, 
with all the values above 1. Burger numbers range from 1.20 to 2.3, with a mean value of 
approximately 1.75.  both constant. The Burger number is high than the critical value 1.0 and 
therefore the rotational effects are insignificant. However, given that Si is close to 1, rotation would 
be discarded. The Sau and Boadella Burger numbers are shown in Fig.1.3 

 
Figure 1.3 Comparison between the Sau and Boadella Burger numbers. Sau is represented by squares, and 

Boadella by circles.  
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Inflow Froude number  
 The average Sau inflow Froude number is 0.01.. It is important to note that it would be 
necessary to carry out a more detailed analysis to estimate the entrainment into the inflow and the 
depth of the downflow insertion. 
 The inflow Froude number for Boadella is smaller for Sau. Arnera rivers which flow into 
Boadella. Fig.1.4 shows the inflow Froude numbers for Sau and Boadella. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.4 Sau and Boadella inflow Froude numbers 
 

Outflow Froude number  
 Sau’s average outflow Froude number is about 0.01, which is lower than the critical value of 
1.0. Boadella’s average outflow Froude number is 0.001, ten times smaller than Sau’s one. This 
indicates that in both reservoirs the outflow is selective. Fig. 1.5 shows the Sau and Boadella outflow 
Froude numbers. 

 
Figure 1.5 Sau and Boadella outflow Froude numbers 

 
Conclusions 
 The Lake number NL  while the Wedderburn number W  is an indicator of surface layer 
mixing. In both reservoirs, NL  is large and W is small for the profiles under study. This means that 
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the the one-dimensional DYRESM model can be used. (Imbeger, J. 2001). Where 1NL ,  It should 
be pointed out, however, that to calculate the NL we have used daily mean wind taken during the 
daytime. It is likely that there are times during the night and/or when there are very high winds that

0NL , Wedderburn number are not enough because it leads to an overestimation of these numbers 
especially when the days when profiles were taken are calm therefore daily temperature profiles and 
daily inflow are needed to judge perfectly whether the one dimensional hydrodynamic may be applied 
or not.  For this reason, daily lake numbers, which were obtained by interpolation of daily temperature 
from monthly observed water temperature profiles, , density structure is approximately horizontal and 
the one dimensional assumption is valid. Also we have estimate the daily wedderburn number as we 
did for lake numbers. Wedderburn numbers, are mostly greater than one indicating that tilting of the 
isotherms is small; this is due to the weakness of the wind stress.  
 The Burger number iS  is slightly larger than one, indicating that rotation might be discarded. 
 1<<

ir
F  and 1<<

or
F  indicate that in both reservoirs separation occurs 
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Abstract:  
 The demand of high data rate in wireless communications requires higher system bandwidth. 
In this work, the design of wideband BPF with suppression of higher harmonics has brought about by 
considering the UWB BPF as a hairpin filter structure with DGS BSF. As a result, the structure is 
simple and compact. The expected result of a simple BPF together with DGS is to have a compact 
UWB bandpass filter with significantly higher harmonics suppression. The filter performances are 
exhibits |S21| more than -0.2 dB, |S11| less than -10dB, center frequency of proposed filter is around 
4GHz with operating bandwidth 38% and can suppress unwanted passband to below -25 dB 

 
Key Words: Defected Ground Structures, Bandpass filter, Stopband filter, Spurious response 
supression 
 
Introduction 

 In modern wireless and mobile communication systems, filters are always playing important 
and essential roles. Planar filters are particularly popular structures because they can be fabricated 
using printed circuit technology and are suitable for commercial applications due to their compact size 
and low-cost integration [1]. For a planar filter design, it is necessary to select proper resonator types 
since resonators are the basic components of a filter. To reduce the resonator size, several types of 
resonators such as the U-shaped hairpin resonators [2], [3], the open-loop resonators [4] and the 
folded open-line resonators [5], [6] have been proposed to design different kinds of bandpass filters.  

 The stringent requirements of modern microwave communication systems demand high 
performance and compact filtering structures. Recently, there has been an increasing interest in 
electromagnetic band gap (EBG) materials for applications in microwave and millimetre wave filters 
and other devices. Several compact and high performance filters have been reported using generic 
structures called the defected ground structures (DGS). Since DGS cells have inherently resonant 
properties, many of them have been used in filtering circuits to improve the stop and pass band 
characteristics. The DGS have been proposed for improving the spurious response of microstrip low 
pass filters [7-8] and coupled microstrip line bandpass filters [9-10]. In all these reports, DGS are not 
viewed as the central building blocks, they are rather used to enhance the response of already 
designed devices such as filters and couplers. 

 In this paper, a design of wideband BPF with suppression of higher harmonics has brought 
about by considering the UWB BPF as a three poles Hairpin BPF with DGS BSF. The expected result 
of a simple BPF together with DGS microstrip is to have a compact UWB bandpass filter with 
significantly higher harmonics suppression.  
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Three Poles HAIRPIN BPF Structure Design 
 In this paper, a design of wideband bandpass filter is based on a conventional Hairpin 

bandpass structure. Based on the dimensions listed in figure 1, simulation of three poles hairpin line 
BPF with CST software was performed as shown in figure 2. We consider only |S11| and |S21| 
because the filters designed are symmetrical so |S11| is very nearly |S22| and |S21| is very nearly |S12|. 

 
Figure 1: Layout of three poles hairpin line BPF on a 1.27mm thickness substrate with a relative dielectric 

constant of 6.15 (W1 = 1.85mm, W2=0.5mm, S=0.3mm, L1=10mm, L2=L3= 1mm) 
 

 
Figure 2: Simulation response of three poles hairpin line BPF 

 
 From the simulation response of three poles hairpin line BPF the simulated performance has 3 

dB bandwidth from 3.2-4.7 GHz and shows second passband around 6.4 GHz. The response of 
hairpin line filter exhibits sufficient bandwidth that covers an ultra-wideband application but its 
undesired second passband must be minimized. The deployment of a bandstop filter as cascading 
section with the bandpass filter is a classical technique to reduce unwanted passband. By taking the 
advantages of an attenuation pole of the designed DGS having resonant frequency at the second 
passband, the unneeded passband is drastically reduced. 
DGS BSF Design 
 Several Compact and high performance components have been reported by using the generic 
structure called the defected ground structure (DGS) for the microstrip line. DGS BSF has been 
attractive to obtain the function of unwanted frequency rejection and circuit size reduction. 

 The structure of DGS BSF can provide cutoff frequency and attenuation pole in some 
frequencies without any periodic array of DGS [11]. The defected areas can be realized by dumbbell 
slot, rectangular, circular slot, arrow slot shape and slot variation as shown in Figure 3. 
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Figure 3: Example of DGS BSF shapes (a) rectangular (b) circular (c) arrow and (d) dumbbell (e) slot variation 

 
 The three dimensional view of microstrip line with DGS shape shown in Figure 4(a), the 

etched lattice shape of the proposed DGS section is located on the backside metallic ground plane. 

               

 
(a)                                                                         (b) 

Figure 4: (a) Three dimensional view of microstrip line with DGS slot variation shape (b) Layout of DGS 
 

 A DGS BSF has four design parameters (a, b, c and g) (see figure 4b). Figure 2 shows the 
second passband of the three poles hairpin line BPF occurring around 6.4 GHz. Therefore, the DGS 
BSF must be designed to have attenuation pole at unwanted that frequency. In this paper, we use 
simulation oriented to design and optimize for DGS BSF layout. In order to investigate the frequency 
characteristics of the DGS section, we simulated the DGS unit section and considered the effect of 
parameter that affect to |S21|. The simulation results show that they are bandstop filter characteristics, 
as expected. The cutoff frequency mainly depends on the square area in a ground plane. There is also 
attenuation pole location, which is due to the gap width. 

 Figure 5 shows the response of |S21|, when increase a by 0.5 mm per one step the result is 
attenuation pole decreased. 
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Figure 5: Investigate parameter a (varies a, b =4 mm, c = 1 mm and g = 0.2 mm) 

 
 Figure 6 shows the response of |S21|, when increase b by 1 mm per one step the result is 

attenuation pole decreased as same as a. 

 
Figure 6: Investigate parameter b (a = 0.5mm, varies b, c = 1 mm and g = 0.2 mm) 

 
 Figure 7 shows the response of |S21|, when increase c by 1 mm per one step the result is 

attenuation pole decreased as same as a and b. 

 
Figure 7: Investigate parameter c (a = 0.5 mm, b = 4 mm, varies c and  g = 0.2 mm) 

 
 Figure 8 shows the response of |S21|, when increase g by 0.2 mm per one step the result is 

attenuation pole increased. 

 
Figure 8: Investigate parameter g (a = 0.5 mm, b = 4 mm, c = 1 mm and varies g) 
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 From investigating all parameters of the DGS BSF, we can summarize the effect as in Table1. 

TABLE I.  SUMMARIZED OF INVESTIGATION PARAMETERS 

 
 

So the greatest response used for suppression second passband which occurs from three poles 
hairpin line BPF and is able to cover the passband has dimension of the DGS BSF at a = 0.5 mm, b = 
4 mm, c = 1 mm and g = 0.2 mm (see figure 9) 

 
Figure 9: Simulation response of DGS BSF 

 
HAIRPIN Filter with DGS BPF Design 
 From the structure of the three poles hairpin line BPF and DGS BSF, the structure of 
wideband BPF which significantly suppresses unwanted passband is shown in Figure 10.  

 In figure 11 we can see the simulation results of the hairpin BPF incorporating DGS 
structures. The Simulated |S21| achieve below -20 dB in the stopband and less than -0.2 dB in the pass 
band. Comparing with |S11| of the conventional BPF, |S11| of the DGS BPF is poorer, but the 
operating bandwidth increased. 

 
Figure 10: Layout of three poles hairpin line BPF with defected ground structure 

 

 
Figure 11: Simulation response of three poles hairpin line BPF with DGS BPF 

Increase Effect to attenuation pole 
a decrease 
b decrease 
c decrease 
g Increase 
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Conclusion 
 A three poles hairpin line bandpass filter with defected ground structure of microstrip line is 
introduced and demonstrated in this paper. The conventional bandpass filter is firstly designed and its 
response proposed unwanted passband. Cascading DGS with that three poles hairpin line BPF 
introduces attenuation pole contributing the suppression of unwanted second passband. The filter 
performances are exhibits |S21| more than -0.2dB, |S11| less than -10 dB, center frequency of 
proposed filter is around 4GHz with operating bandwidth 38% and can suppress unwanted passband 
to below -20 dB. 
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Abstract: 
 Gas injection through a bottom nozzle is very popular and has wide applications. Hence; 
many researchers have carried out extensive model experiments by focusing on flow field’s structure 
using air bubbles. The bubble plume, which is a typical form of bubble flow, is known as one of the 
transport phenomena that have the capability to drive a large-scale convection due to the buoyancy of 
the bubbles. The technique of using a surface flow generated by the bubble plume is utilized as an 
effective way to control and collect surface floating substances in naval systems, lakes, seas, rivers, 
oceans especially the oil layer formed during large oil spill accidents. The surface flows generated by 
bubble plumes are considered to be key phenomena in various kinds of reactors, engineering 
processes and industrial processes handling a free surface. The motivation of this research is to 
broaden the understanding and demonstration of the following points: 1) The most important 
applications of bubbly flow and gas-liquid two-phase flow. 2) The differences of surface flow 
generation mechanisms among single-phase liquid jet, single phase buoyant plume, and bubble plume. 
3) The relationship between the dominated parameters of bubbly flow that are demanded to describe 
the characteristics of the bubble generating surface flow. Such flow depends on the gas flow rate, the 
bubble size, void friction, bubble velocity and the internal two-phase flow structure of the bubble 
plume. Laboratory experiments have been carried out in order to investigate the multi-dimensional 
motion of water and bubbles. The data are obtained by applying image processing and Particle 
Imaging Velocimetry (PIV) measurements to two kinds of visualized images: The first is visualization 
of the whole field around the bubble plume, and the second is that of the flow structure of bubble for 
the different sections of bubble regions. The surface flow is effectively generated in case of bubble 
plume compared to liquid jet flow since the distortion point appears in the vicinity of surface. The 
flow structure and bubble parameters are sensitively modulated by the gas flow rate and bubble size. 

 
Key words: Multiphase Flow, Bubble Plume, Surface Flow, Flow Visualization, Particle Imaging 
Velocimetry (PIV), Bubble 
 
Introduction 

In many engineering fields such as materials, chemical, mechanical, and environmental 
engineering, the techniques of gas injection have been widely utilized for improving chemical 
reactions, waste treatment, gas mixing and resolution, heat and mass transfer, and other engineering 
process.  
 Bubbly two-phase flows have various flow structures, which are not observed in a single-
phase flow, due to the complexity of the translational motion and the volumetric change of the 
bubbles. The variety of the flow structure often considerably impacts the performance of hydraulic 
machinery and chemical and bioreactor in which the bubbly media is used as a working fluid. In 
particular, the local flow behavior such as the mutual interaction between bubbles and vortices 
influences the statistical characteristics of the flow. For instance, both the generation and deformation 
of vortices in the liquid phase due to the inhomogeneous buoyancy caused by the local distribution of 
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bubbles, and the accumulation of bubbles in the vortex cores and turbulence generation due to the 
bubble migration, enhance the flow instability and the turbulence modification. The bubble plume is a 
suitable object to analyze the detailed flow structure in bubble flow because it involves various 
interactions between the bubble and the ambient liquid flow when the bubble rises from the bottom to 
the upper free surface (Hassan 2002, 2003, 2006, 2011, Hassan and Tamer 2006, Murai and 
Matsumoto 1998, Matsumoto and Prosperetti 1997, Matsumoto and Murai 1995, Hassan et. all. 2001). 

 On the other hand, the behavior of bubbles in a liquid is fundamentally different from that of 
solid particles in a gas. Bubbles have essentially no mass compared to the surrounding liquid, but 
particle inertia dominates the surrounding gas. Therefore, bubble motion leads the fluid while 
particles lag and the relative velocity is generally positive for bubbles but negative for particles. In 
fact, there is an interaction between the bubble plume and its environment. Hence, measurements of 
the environment can be used to derive the entrainment flux to the plume. However, it is required to 
develop an expression for the relative velocity in order to study the response of bubbles to the 
surrounding liquid (Hassan 2003, 2006, 2011, Hassan and Tamer 2006, Stewart and Crowe 1992). 

 Flows including bubbles called “bubbly flow” frequently show a very complicated behavior 
due to a strong interaction between bubble and vortex motions, and such phenomena significantly 
govern the performance of various industrial and environmental systems and processes in which 
bubbles are used. These processes require to be improved further since their performances are 
strongly swayed by the characteristics of the bubble motion. In this case, we have, not only to grasp 
the rough flow pattern of the two phases formed by bubble injection or boiling, but also to 
quantitatively recognize the flow field in order to maintain or improve the performance of the system. 
If we could predict or accurately measure the detailed flow structure, we would be able to 
significantly improve the efficiency, stability, and controllability of the devices by using the obtained 
data. 

 Bubble plumes are observed in various engineering disciplines, e.g. in industrial, material, 
chemical, mechanical, civil, and environmental applications such as chemical plants, nuclear power 
plants, naval engineering, the accumulation of surface slag in metal refining processes, the reduction 
of surfactants in chemical reactive processes, chemical reactions, waste treatment, gas mixing and 
resolution, heat and mass transfer, aeronautical and astronautical systems, biochemical reactors as 
well as distillation plants, etc (Hassan 2002, 2003, 2006, 2011, Hassan and Tamer 2006, Hassan, et. 
al. 2001, Murai et. al. 2001, Abdel Aal et. al. 1966, Goosens and Smith 1975, Al Tawell and Landau 
1977, Chesters et. al. 1980, Bankovic et. al. 1984, Sun and Faeth 1986, Szekely et. al. 1988, Gross and 
Kuhlman 1992, Bulson 1968). 

 Flows induced by a bubble plume are utilized in many industrial processes. The main features 
of this kind of flow are: 
 (1) A large scale circulation of the liquid phase can be generated in natural circulation 
systems like lakes, agitation tanks, etc. 
 (2) Strong rising flows can be induced by the pumping effect as in air-lifting pumps. 
 (3) High speed surface flows may be developed at the free surface, by which the density and 
the transportation of the surface floating substances can be controlled. 
 (4) High turbulence energies can be produced in the two-phase region due to the strong local 
interaction between individual bubbles and the surrounding liquid flow (Hassan 2002, 2003, 2006, 
2011, Hassan and Tamer 2006, Murai et. al. 2001). 

 Surface flows generated by bubble plumes are considered as a key phenomenon in many 
processes in bioreactors, chemical plants, modern industrial technologies, such as metal refinement, 
and future-type nuclear power plants, in addition to the many applications of bubble plumes 
mentioned above. These processes, which are expected to be improved by applying the bubble plume, 
require the control of both concentration and transportation of surface-floating substances, i.e. 
solidized materials or impurities, as well as the stabilization of the interface motion itself in order to 
guarantee their designed performances. Hence, the flow in the vicinity of a free surface induced by a 
bubble plume was utilized as an effective way to control surface floating substances on lakes, rivers, 
seas, oceans, as well as in various kinds of reactors and industrial processes handling a free surface 
(Hassan 2002, 2003, 2006, 2011, Hassan and Tamer 2006, Hassan, et. al. 2001, Sheng and Irons 1992, 
Iguchi et. al. 1991, Tomiyama et. al. 1994). 

 The main reason for surface flows induced by bubble plumes to be utilized in so many fields 
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mentioned above is the simplicity of installation. However, from the fluid mechanical point of view, it 
is important to focus on the advantages of the bubble plume comparing to various other types of jet 
flows. As an example, Fig. 1 shows schematic figures of three types of the jet flows: 

 1) Single-phase liquid jet flow (water jet flow). 
 2) Single-phase buoyant jet flow. 
 3) Bubble plume induced flow.  

 
 
 
 
 
 
 
 
 

Fig. 1 Different surface flow generation mechanisms 
 

 1) In the case of the single-phase liquid jet flow (water jet flow), the maximum velocity in the 
jet decreases monotonically due to turbulent momentum diffusion, so that the width of the jet expands 
near the surface. The resultant thick layer surface flow will have a slow velocity.  
 2) In the case of a single-phase buoyant jet flow, the maximum velocity peak is flattened by 
the buoyancy effect. However, the buoyancy is dissipated due to turbulent mixing near the free 
surface so that no thin high speed surface flow occurs.  
 3) On the contrary, the bubble plume induced flow keeps its initial buoyancy even close to the 
surface since bubbles do not diffuse immediately (it is called immiscible buoyant jet). Furthermore, an 
individual bubble has motion characteristics different from surrounding liquid; therefore, the 
buoyancy distribution does not simply diffuse. The resultant surface flow is thinner and faster than in 
the first two cases. Hence, the surface flow is rather effective in case of the bubble plume compared to 
the first two flows because the distortion point occurs near the surface (Hassan 2002, 2003, 2006, 
2011, Hassan and Tamer 2006, Hassan, et. al. 2001, Murai et. al. 2001). 

 Many researchers have carried out extensive model experiments by focusing on the flow field 
using air bubbles as gas injection through a bottom nozzle. This model is the most popular and has 
wide applications. Since bubble plumes have been used with varying degrees of success more 
information on the mentioned above subjects should be accumulated because there is still possible 
improvement to get higher efficiency for generating the surface flow (Hassan et. al. 2001, Gross, et. 
al. 1992, Sun, et. al. 1986, Hussain and Narang 1984, Hara, et. al. 1984, Chesters, et. al. 1980, 
McDougall 1978, Abdel-Aal, et. al.  1966, Hussain and Siegel 1976, Leitch and Baines 1989, Murai 
and Matsumoto 1998, Taylor 1955, Jones 1972, Murai, et. al. 2001). 

 This paper is concerned with the characteristics of bubble induce the surface flow (the 
detailed structure of surface flow generation mechanism), which depends on the gas flow rate, the 
bubble size, and the internal two-phase flow structure of the bubble plume. Particle Imaging 
Velocimetry (PIV) including Particle Tracking Velocimetry (PTV) and numerical simulation model 
using (E-L model) (Murai and Matsumoto 1996 and 1999) are applied after carrying out two kinds of 
flow visualization in order to evaluate their parameter relationships. The first one is visualization of 
the whole field around the bubble plume, and the second that of the different sections of bubble 
regions in order to clarify the relationship between bubble parameters (gas volume flow rate, mean 
bubble diameters and void friction). It is confirmed by this paper that the experimental results 
resemble the numerical results. The relationship between the maximum surface flow velocity and the 
bubble generation condition in the surface flow generation process is explained. 
Experimental Apparatus, Method and Conditions: 

Experimental apparatus for carrying out the experiments of bubble parameters and the flow 
pattern around a bubble plume (whole field flow structure) is constructed as shown in figure 2. The 
inner tank size is 1300 mm in length, 1000 mm in height, and 110 mm wide, made of transparent 
acrylic resin. The experimental and simulation conditions are listed up in Table 1.  
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Fig. 2 Schematic diagram of experimental setup 
 

Table 1: Experimental and simulation conditions 
Parameter Value 

Density of water ρ=1000 kg/m3 
Kinematic viscosity of water υ =10-6 m2/s 

Initial water height H =0.2 ~ 0.6 m 
Atmospheric pressure 101 kPa 

Temperature of environment 22-25 °C 
Density of gas (air) 1.25 kg/m3 

Maximum gas flow rate 8.0 × 10-6 m3/s 
 
The bubble generator is installed at the center of the bottom part of the tank. Four kinds of 

bubble generators (with different injector nozzles) are applied for the experiments. Table 2 shows the 
experimental conditions for bubble generators. The gas flow rate is precisely controlled by a pressure 
regulator and a flowmeter. A lighting setup (direct lightning method) with a black back sheet 
background and two halogen lamps of 1000 W is used to clearly visualize and take the images of the 
experiments and for the PIV measurements. The visualized flows are recorded by a digital video 
camera (Panasonic DMC-GH2H) that captures 30 fps. The digital images are preprocessed through 
the video to JPEG converter image software and Adobe After Effects CS6 image processing software. 
The preprocessing entails sharpening, binarizing and smoothing of the images, and labeling bubbles 
and particles. 

Table 2: Experimental conditions for bubble generators 

 Bubble 
Generator-

 

Bubble 
Generator-

 

Bubble 
Generator-3 

Bubble 
Generator-4 

Type Block Straight 
 

Round Shape  Single Nozzle 
Number of Nozzles 14 16 39 1 
Nozzle Diameter 0.75 mm 1 mm 1 mm 5 mm 
A (mm2) Injector 

 
65×20 120×1 150×45 19.63 

Air Tube/ Room 
  

80×55×25 6.5 mm 6.5 mm 6.5 mm 
 
Bubble Parameters Calculations: 

Table 3 shows the calculations of mean (average) bubble diameter for the four types of bubble 
generators and for water height of 200, 400 and 600 mm respectively and for six ranges of gas volume 
flow rates [Qg-1 to Qg-6]. Therefore, seventy two cases (conditions) are handled in these experiments. 
The values in this table are calculated by using the time average of 180 consecutive frames in the 
image processing (6 seconds). The averaged bubble diameter, the void fraction, the width of bubble 
injection and the standard deviation are calculated by measuring more than 1200 bubbles in the local 
VTR images inside the bubble plume using image processing. These images are taken by recording 
local pictures of different regions; the injector region of the bubble generator, the middle reigns and 
near the free surface. Figure 3 shows samples of bubble images for different condition of bubble 
generators. The bubble diameter is defined by the equivalent bubble diameter using ellipsoidal 
approximations for the bubble shapes. The equivalent bubble diameter is estimated by the vertical and 
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the horizontal lengths of each bubble of the image object, which are obtained by using the JPEG 
converter image software and Adobe After Effects CS6 image processing software after binarizing the 
images. The measurement uncertainty (standard deviation) for the bubble diameter is estimated to be 
around (0.01~0.015 mm) of the averaged bubble diameter according to the pixel resolution. This 
reflects the accuracy of the experimental results. 

 
Fig. 3 Samples of Bubble Images for Different Condition of Bubble Generators 

 
Table 3: Mean bubble diameter for water height H=200, H=400 and H=600 mm 

Gas volume 
flow rate Qg 

[m3/s] 

Mean bubble diameter D (mm) for water height H=200, 400, 600 mm 

Bubble 
Generator-1 

Bubble 
Generator-2 

Bubble 
Generator-3 

Bubble 
Generator-4 

H=
200  

H= 
400  

H= 
600  

H= 
200  

H= 
400  

H= 
600  

H= 
200  

H= 
400  

H= 
600  

H= 
200  

H= 
400  

H= 
600  Qg1=0.56×10-6 2.8

 
6.01 6.87 3.0

 
6.89 7.80 3.80 7.00 8.90 6.20 8.10 9.54 

Qg2=1.11×10-6 3.0
 

6.30 7.54 3.4
 

7.17 8.10 4.02 7.55 9.20 6.70 8.70 9.91 
Qg3=1.67×10-6 3.3

 
6.70 8.06 3.6

 
7.84 8.90 4.95 8.25 9.80 6.95 9.60 10.3

 Qg4=2.22×10-6 3.6
 

7.15 8.41 3.9
 

8.09 9.20 5.90 8.55 10.1
 

7.40 10.01 10.7
 Qg5=3.33×10-6 4.0

 
7.60 9.01 4.1

 
8.72 9.50 6.80 8.95 10.6

 
7.90 10.80 11.2

 Qg6=7.00×10-6 6.5
 

10.80 12.30 7.1
 

11.80 13.5
 

9.12 12.70 15.6 10.80 15.89 17.8
  

Figure 4 shows the relationship between the mean (average) bubble diameter and the gas 
volume flow rates for the four types of bubble generators for water height of 200, 400 and 600 mm 
respectively. These figures confirm that as the gas volume flow rates increases the mean (average) 
bubble diameter increases. 

 
Fig. 4 The relationship between gas volume flow rate and mean bubble diameter for H=200, H=400 and H=600 

mm respectively 
 

On the other hand, the void fraction (α) is calculated by using the equation (α=Qg/A×Vb) 
(Hassan et. al. 2001, Hassan 2002, 2003, 2006, 2012, Isao et. al 1993, Murai et. al. 1998, 2001 and 
Matsumoto et. al. 1995-B), where A is the area of calculation in the injector region, (injector surface 
of the bubble generator) as shown in table 4. The bubble rising velocity Vb is about 0.20 to 0.30 m/s. 
The bubble rise velocity is unsteady at the beginning (at the nozzle exit) and after a short period of 
time it reaches the terminal rise velocity. The measurement uncertainty for the rising bubble velocity 
is estimated to be about 2%. The relative velocity between the bubbles and the liquid flow 
corresponds well to the terminal rising velocity of the bubble in a quiescent liquid. 
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Table 4: Void fraction for bubble generator type 
Gas volume flow rate 

Qg [m3/s] 
Void fraction α 

Bubble 
Generator-1 

Bubble 
Generator-2 

Bubble 
Generator-3 

Bubble 
Generator-4 

Qg1=0.56×10-6 0.0022 0.0009 0.0004 0.1425 
Qg2=1.11×10-6 0.0039 0.0017 0.0007 0.2567 
Qg3=1.67×10-6 0.0053 0.0023 0.0010 0.3539 
Qg4=2.22×10-6 0.0065 0.0028 0.0012 0.4350 
Qg5=3.33×10-6 0.0091 0.0039 0.0018 0.6050 
Qg6=7.00×10-6 0.0179 0.0078 0.0035 1.1881 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5 The relationship between gas volume flow rate and void fraction α 
 

 Figure 5 shows the relationship between the void friction of the four types of bubble 
generators and the gas volume flow rates. These figures confirm that as the gas volume flow rates 
increases the void friction increases. Moreover, the void friction increases with the gas flow rate at a 
power index of around 0.8 to 1.0 [α α Qg(0.8~1.0)]. The measurement uncertainty for the void fraction is 
estimated to be about 2 to 3%. 

 Figures 6 and 7 show the relationship between mean bubble diameter and water height in the 
tank for the four bubble generator types and for the six gas volume flow rate. It is clear from these 
figures that the bubble size increases as the water height in the tank increase. 

 
Fig. 6 The relationship between mean bubble diameter and water height in the tank for bubble generator -1 and 

bubble generator -2 and for the six gas volume flow rate 

 
Fig. 7 The relationship between mean bubble diameter and water height in the tank for bubble generator -3 and 

bubble generator -4 and for the six gas volume flow rate 
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Flow Pattern around a Bubble Plume (Whole Field Flow Structure): 
 In order to clarify the flow pattern of the internal liquid flow (the whole field flow structure 

around the bubble plume) in water tank, spherical particles made of a high-porous polymer with 
diameters of 200 to 600 μm and a density of 1010 kg/m3, are seeded in the entire tank as tracer 
particles for the PIV measurement and then the flow is visualized. The recorded images are ported to 
a computer. The flows are measured in this section by using the PIV technique measurements for 
[case-1]: bubble generator-2 and gas flow rate value of Qg5=3.33×10-6, [case-2]: bubble generator -1 
Qg6=7.00×10-6.The height of water (H) in the tank is 600 mm. 

 Fig. 8 shows a sample the recorded image of the seeded flow field around a bubble plume for 
the case-1 and case-2. In these images the bubble plume is located in the middle of the images, while 
the particles are distributed around the bubble plume. After these images are ported to a computer, 
velocity vector maps are obtained by using the BDCC (Brightness Distribution Cross-Correlation) 
method (Adrian et. al. 1991 and Kimura et. al. 1986) as shown in Fig. 9. 

 
Fig. 8 Seeded image for PIV measurements (the image of the global motion) for [case-1] and [case-2] 

 
It is follows from these figures that the resulting flow is steady and symmetric relative to the 

bubble plume center (especially when a small gas flow rate is given). The flow pattern depends on the 
gas flow rate, and as the gas flow rate increases, the magnitude of velocity (the mean velocities of 
liquid phase and gas phase) increases and the effective area of the bubble plume (of the surface flow) 
expands in horizontal direction. The detailed flow mechanism can be explained as follows. The main 
upward liquid flow is driven along the bubble plume by the rising bubbles. Then the main flow 
reaches up to the free surface. The momentum of the upward flow becomes maximum near the liquid 
surface. Just under the free surface the upward flow rapidly changes its orientation into a horizontal 
flow. Then, a pair of liquid circulations is generated beside the bubble plume. By this symmetrical 
circulation, the main vertical flow is sharply converted to a strong surface flow. After same time, the 
pair of liquid circulations induces a whole scale circulation of the liquid over the entire tank. Also, 
since it induces an entrainment flow at the bottom region, total flow rate of main flow increases and 
more effective surface flow is generated. 

x Direction (m)

Bubble Generator

Water Surface

0

 0.6 0.6
0

  0.6

2 m/s

x Direction (m)     0.60 - 0.6

  0.6 Water Surface

Bubble Generator  0
2 m/s

 
Fig. 9 Velocity vector map for [case-1] and [case-2] 

 
 The numerically simulation predicted results (which are done for comparing their results with 

PIV results) are obtained by solving seven governing equations (Matsumoto and Murai 1995, Murai 
and Matsumoto 1996, Hassan 2003, 2007). These calculations are for [case-1]. The simulation period 
for numerical predictions is about 0 to 120 seconds. The numerically predicted results shown in Fig. 
10 indicates a time-development of whole-field flow structure (liquid velocity vector and bubble 
distributions) generated by the bubble plume. Although at the initial stage (T<2) only a vertical liquid 
flow is induced along the bubble plume, the flow region expands widely and a strong surface flow is 
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stably maintained and well-developed stage. Also, the predicted local flow near the bubble plume is in 
good agreement with the PIV measured velocity map. 

    
Fig. 10 Global field flow structure (liquid velocity vector and bubble distribution) for [case-1] 

 
 Fig. 11 shows samples of the whole field structure instantaneous streamlines during periodic 

swaying motion of the bubble plume (for the same cases “case-1 and case–2”), which are calculated 
by time-integrating of the measured velocity vector maps after calculating the stream function. The 
following two matters can clearly be recognized in these figures.  
 (1) The main upward flow converges and accelerates along the bubble plume. This 
phenomenon is completely different from a single-phase jet structure.  

 (2) The flow near the liquid surface is much larger than that in other regions. 

 Table 5 presents the relationship between gas flow rate and the width area of the bubble 
plume on the surface (the area which contains bubbles on the free surface “the width of the surface 
flow” in the horizontal direction), which is measured from video images. It is confirmed by this table 
that this area increases approximately proportional to the square root of the gas flow rate. 

Table 5: The relationship between gas flow rate and area width of the bubble plume on the free 
surface 

Gas flow rate (m3/s) Area width (m) 
Qg = 2.22×10-6 0.225 
Qg = 3.33×10-6 0.415 
Qg = 7.00×10-6 0.530 

Fig. 11 Streamlines obtained by PIV for [case-1] and [case-2]  
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Fig. 12 Kinetic energy distribution (m/s)2 for [case-1] and [case-2] 

 
 Moreover, in order to clarify the detailed structure of the flow, the two-dimensional 

distribution components of the specific kinetic energy and the vorticity are calculated. These values 
are calculated from the measured velocity vector map, where the velocity inside the bubble plume 
contains two different phases, a liquid phase and a gas phase. Fig. 12 shows the kinetic energy 
distribution for the same cases “case-1 and case–2”, while Fig. 13 shows the vorticity distribution for 
the same cases. 
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Fig. 13 Vorticity distribution (s-1) for [case-1] and [case-2] 
 

It is clear that the highest kinetic energy is generated far up (in the center of) the bubble 
plume and in the vicinity of the free surface. This observation confirms the idea that the bubble plume 
can generate a strong and wide surface flow over the bubble generation system. Beyond that, the 
figures of the vorticity distribution show that the rapid distortion or the rotation flow occurs in the 
area under the free surface where the upward flow changes its orientation from vertical into horizontal 
direction. 

As our future works, the similarity between laboratory model and an actual application scale 
should be analyzed as well as three-dimensional interferences. Moreover, the relationship between 
mean bubble diameter and water height in the tank should be addressed for larger range of water 
height in the tank in order to find the ideal parameters for real application. 
Conclusion 
 As a result, it is clear that the bubble plume “which is a typical bubble flow” is a key 
phenomenon to be studied and investigated, and it is an effective tool for many applications and can 
indeed contribute to various improvements. The motivation to study the bubble plume is the demands 
to improve its performance and its applications. Especially in many engineering fields as materials, 
chemical, mechanical, modern industrial technologies, and in the environment in order to protect the 
natural environment, the naval planets, navel systems, rivers, lakes, etc from pollution. Hence these 
engineering fields are expected to benefit from the improvement and development of the bubble 
plume.  
 Flow in the vicinity of a free surface, which is induced by a bubble plume is utilized as an 
effective way to control surface floating substances on lakes and oceans, as well as in various kinds of 
processing and industries handling free surfaces.  
 Surface flows are more effectively generated by bubble plumes compared to liquid jet flows 
because the distortion point appears in the vicinity of the surface.  

 Flow visualization, image analysis using PIV and numerical simulation of the bubble plume 
are carried out in order to improve the applicability of the bubble plume. The flow pattern for the 
whole field flow structure of the bubble plume is demonstrated. The parameters of bubbles are 
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calculated. The experimental results and the numerical results show good analogy. The flow structure 
is sensitively modulated by the gas flow rate and bubble size, and the main results can be summarized 
as follows: 
1) There are two large circulation flow regions of liquid near the bubble plume (at the right and the 
left side of the bubble plume).  
2) The local liquid flow pattern around the bubble plume depends on the gas flow rate. It is 
recognized that as the gas flow rate increases, the magnitude of velocity increases and the effective 
area of the bubble plume (the width of the surface flow) expands in the horizontal direction. 
3)  Inside the bubble plume and near the free surface, the velocity of the two-phase flow is higher 
while it is slower in other regions. Hence, high speed two-phase flow is maintained and further 
accelerated along the vertical axis, and it produces large entrainment flow in the lower region. This is 
due to the effect of the buoyancy of bubbles. Hence, the generation of this high speed flow is 
considered a main contribution to induce a strong surface flow. If a vertically rising liquid jet is 
applied to induce the surface flow instead of the bubble plume, the high speed upward flow is not 
maintained near the free surface due to the turbulent momentum dissipation and the lack of the 
buoyancy inside the jet, and in this case the power efficiency is considerably less due to the 
dissipation of momentum under the free surface.  
4) The spacing of the streamlines becomes smallest at the free surface. Moreover, near the free 
surface, the liquid flow in the horizontal direction is maintained over long distances. Hence, the 
maximum velocity in the horizontal direction is observed to be near the free surface. This means that 
the horizontal velocity is fastest on the free surface since there is no shear stress acting on the free 
surface. This is also one of the reasons why such a wide and thin surface flow is generated by the 
bubble plume. 
5) The highest kinetic energy is generated at a long distance (far up) inside the bubble plume and in 
the vicinity of the free surface. This observation confirms the fact that the bubble plume can indeed 
generate a strong and wide surface flow over the bubble generation system. 
6) High vorticity distribution is generated by the surface flow, which induced by the bubble plume, 
and these phenomena appear in a layer under the free surface. In this layer the liquid flow rapidly 
changes its orientation from the vertical to the horizontal direction. Therefore, it can be said that the 
initial surface flow is rapidly generated in this layer. Therefore, the rapid distortion of the liquid phase 
results just under the free surface. This is qualitatively different from (not found so clearly in) the case 
of a single-phase liquid jet flow whose speed is equivalent to the bubble plume. These results indicate 
that a surface flow is more effectively generated by means of bubbles than by a liquid jet flow 
because the distortion point appears in the vicinity of surface. 
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Abstract: 
 Defect tracking systems play an important role in the software development organizations as 
they can store historical information about defects. There are many research in defect tracking models 
and systems to enhance their capabilities to be more specifically tracking. Furthermore, there are 
different studies in classifying bugs in a step by step method to have clear perception and applicable 
method in detecting such bugs. This paper shows a new proposed defect tracking model for the 
purpose of classifying the inserted defects reports in a step by step method for more enhancement of 
the software quality. Besides, an evaluation of experiment made for measuring the proposed factors 
results for defects classification.     
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Introduction  
 In many software development organizations, bug tracking systems play an important role as 
they allow different types of users communicating with each other (i.e. developers; testers and 
customers ) to assure that they have the same  perception about problems or requesting new features. 
In addition, bug tracking systems can keep track of more historical information stored of the bugs. 
Earlier attempts were made for enhancing the defects tracking models and defect classifications [16]; 
[17]; [6]; [7]; [8] and [15]. But there were no general farm work for concentrating on different 
tracking phases. Besides, there were no interests with the insertion factors for classifying defects 
through those attempts. These issues make difficulty for retrieving accurate information from defects 
tracking tools in the future. 
 To address these issues, we have developed a general defects tracking model for classifying 
the inserted defect data in a step for more enhancing defects tracking model quality. In this paper we 
developed the model based on the previous works of [7] and [15]. Also we did evaluate the proposed 
model using an experiment. The model was helpful in describing and explaining different phases of 
defect tracking model, as well as the insertion factors for classifying defects. 
 This paper provides new proposed defects tracking model concentrating on the factors for the 
insertion of defects reports through tracking tools. In addition, it provides a theoretical overview of 
the literature on defects tracking systems and overview of different aspects of it and their components 
(section 2). The existing attempts to improve the defects tracking systems are highlighted in our 
synthesizing framework (section 3). Also, the paper provides a conceptual framework design for the 
proposed defects tracking model (section 4). The paper ends with an experiment for evaluating the 
proposed model (section 5), followed by section summary of (section 6). 
Overview  
 This section aims at providing a detailed discussion of the background overviews about 
defects tracking systems. 
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 There are many software tools that play an important role in tracking defects of software and 
which are called “Defects Tracking Systems”. Jalbert defined them as “Allow users to report, 
describe, track, classify and comment on bugs reports and feature requests” [14]. 
 Defects Tracking Systems can be separated systems that can integrate, and contribute in 
software development process. They can keep, with details of defects reports and information 
associated with resolving it, in a database storage. Lethbridge, Singer and Forward indicated that 
developers view the defects tracking systems as important repositories of historical information [20]. 
Furthermore, software defects data is an important source to the organizations for the software process 
improvement decisions and that “ignoring defects data, can lead to serious consequences for an 
organizational business” [11]. In addition "they may be part of an integrated suite of configuration 
management tools, where the status of the defect may act as a trigger or key for other events within 
the system" [1]. 
 There is no doubt that software quality which is used in detecting defects, is one of the 
important factors for evaluating the software process development. Weinberg (1983) documented that 
an error costing a company 1.6 billion dollars, and was the result of changing a single character in a 
line of code [31]. Also, Curhan mentioned that "some types of defects have a much higher costs to fix 
due to the customer impact and the time needed to fix them, or the wide distribution of the software in 
which they are embedded " [6].  
 Moreover, large number of software companies use Software Tracking Tools to achieve the 
goals of the Configuration Management. Janák defined configuration management as "the process of 
controlling and documenting changes to a developing system" [15]. Also, software tracking tools help 
quality control engineers to accomplish their jobs as good as possible to discover, and prevent the 
occurrence of bugs by tracking them.  
 The Software Tracking Tools are simply built based on defects tracking models. Edwards and 
Steinke (2006) simply discussed the defects tracking model, as they divided it into the following two 
stages: ((repair /resolution)-(verification)) and the following three changes of status: (discovery – 
resolved – closed) [7]. 
 Microsoft Team Systems used a four-stage defects tracking model for Capability Maturity 
Model Integration (CMMI); the model expanded and evolved the "open" stage into the following two 
stages: "proposed" and "active" stage. Although the model enhanced the three- stage defects tracking 
model, it still works as a framework describing the status and phases of bugs that should followed. 
The three statuses (deferred – rejected – duplicate) duplicated through two positions, the proposed 
stage and the active stage [22]. There were no remarks about how to examine and register the bugs. 
 Edwards et al. (2006), proposed the Full Product Life Cycle Defect (FPLC) Model, which 
was an extension of IBM/Rational Model with changes to include the test and project management 
interfaces. The model discussed in details, the five statuses of the defects tracking model which are: 
Submitted, Open, Postponed, Resolved and Closed. Although the model mentioned perfectly the 
duplication problem of defects; it still has some remarkable scope for more enhancements. 
 The research dealt with the status "reject" as not a closed status. It coped with it as a 
circulating process where it should be a “Closed” status. Also another remarkable note about the 
postponed defect, Edwards et al. (2006), reported that "Placing any defect in a Postponed status is a 
tacit admission that it should be repaired, but at a later time."[7] which means that it has the priority to 
be repaired not to be a closed. 
 One of the famous defects tracking tools used by quality control engineers is Bugzilla defects 
tracking system. The work flow of the model showed that it classified the new bugs into the following 
two categories: the first one comes from a user with a confirmation right, and the second comes from 
any user but it will not be confirmed till it has enough votes. Also, it concentrated on quality control 
engineer roles in checking the appropriate solution which being satisfied, verified, closed or didn’t 
conform with the solution [15]. 
 Although the default IBM Rational Clear Quest Ticket mentioned the workflow path that 
defect process has taken, and which "Starts when the defect is discovered and ends when the defect is 
resolved, hopefully repaired, for the most immediate release of the software application" [15]. It still 
has some shortcomings as the "rejected" status could be at any state. It may be after investigation, the 
approved state or after the task opened and in all the cases, it should be closed. Also the approved 
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status should be one of the roles of quality control engineer; who should check it as the defect may not 
exists only in a new project process, but also may exists at the maintenance process. 
Synthesis Model for the Classification of the Bugs  
 The last section discussed the different overviews of the defects tracking systems. Their 
workflow models, the status and paths of the defects through the process of discovering the defect. 
Also, it mentioned the literature reviews of different research at the same point that dealing with 
defects in their overall aspects. The proposed model concerned with the following two points: First 
the different classifications of the bugs; and the second is the different phases of tracking the defects. 
The two points will be discussed in more details in the next paragraphs. 
 This section covers discussing the proposed model and how it makes filtration and 
classification of the bugs. However, a bug in its default way, is discovered where an action or value is 
not achieved as it decided or going in an unexpected way. We divided the classification and track of 
the bugs into the following Phases: (Submission – Examination – Registration – Tracking) which 
interact with each other and will be discussed in more details later.  
The Submission Phase 
 The first phase of the proposed model will help us in understanding the classification process 
of the bugs and the issues in the submission phase. 
 The role of this model in tracking bugs, starts after discovering an incorrect action or value to 
the system. Describing and stating the problem is a significant component for retrieving a suitable 
solution. Stimson (1998) mentioned that "A problem well-stated is half-solved" [28], this push us to 
define of who discovered the bug, and where it is discovered. 
 There are two different groups of users who can discover the presence bugs.  The first Group 
is: "The Normal User” who deals with the system after released to him to achieve a specific function 
or goal. The second Group is: "The Authorized User" who participates at any phase of the 
development process. He may be one of triage team or development engineering team. The bug is 
usually discovered in two positions: the first position is through the development process. The second 
position is after releasing the product to users. 
 Section (2), discussed a number of different defects tracking models; where there were a 
number of these models which coped with "the submission phase" as the first step of filtration and 
classification defect reports. The adapted one with our model was "Bugzilla tickets workflow". We 
will modify it to be more compatible with the proposed model. 
 Bugzilla Workflow Model, classified the detectors of the bugs into two categories:-  

1- Anyone who has enough votes.  
2- A user with confirmation rights.  

 According to the classification of users in Bugzilla Workflow Model, we will classify the 
users into three categories:- 

1- Authorized user with confirmation rights.  
2- Trusted User. 
3- Normal User.  

 The first Category: (Authorized User) who is discovering the bugs inside the location of the 
development process.  The authorized user may be one of the quality control engineers i.e. developing 
engineer or may be anyone who has the ability to discover a bug. The second category: (Trusted 
User), who can be defined as the user who has the ability, and good experience for dealing with the 
product or system; also has a recorded history of detecting bugs. The third category: (Normal User) 
who has the ability but little experience for dealing with the product or system, and has short recorded 
history of detecting bugs. That is, the Normal User has the ability to inform the presence of a bug but 
hasn’t the priority element without a confirmation of an "Authorized User".  
The Examination Phase 
 The examination phase begins after the end of the submission phase. In this phase, the outside 
or inside user who participates in the development process decides that there is a vision for a defect. 
 This phase has its own priority as Hooimeijer and Weimer (2007) documented that "Bug 
report triage and evaluation are the significant part of modern software engineering for many large 
projects" [12]. It is the first phase of preventing the distortion of recording un-wanted data or 
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duplication announcement of bugs by checking the database for recorded bugs before and through 
each time of registering a newly discovered bug.  
 According to the work and efforts made by Mays, Jones, Holloway and Studinski, at IBM 
1990 for defects prevention. They analyzed the faults that appeared in order to understand them using 
casual analysis. In addition, detecting the way of prevents defects from appearing in the future. They 
showed the role and importance of the action team whose responsibility was to detect and store the 
appeared faults in the database and make a checklist to be updated with the new faults. Also the 
important role of "triage team", mentioned by Black (1999), who assured that the triage team can 
review, evaluate the defects and assigning them to the development team [3]. For more information in 
details about triage team see [21]. 
 When the Bug examination process is done, it is followed by rules and strategy of checking 
tests through quality control engineers. Furthermore, bug examination, is the last phase of deciding 
whether either the bug was recorded before with a suitable solution, or it will be a new classified bug. 
 The last statement lead us into the following three states after having the bug's examination 
recorded history such as:-  

1- Bug not found and not registered before.  
2- Bug found with the same condition and need to be in (reopened state). 

 The first point will be discussed in more details, in the next section as it will be the default 
path. This point was achieved by following different test case scenarios, and confirmation that there 
was a bug with the same conditions registered before. Therefore, a "reopen state" can be released by 
an authorized user in the examination phase in order to prevent duplication defect reports. 
The Registration Phase 
 The registration phase follows the examination phase. It is an important phase for retrieving 
useful information in the future because there are different factors for classifying defects reports 
which were registered in this phase. The next paragraphs, will discuss different classification of 
defects schemes.  
 Although there are large number of research on classification of defects schemes, they faced a 
number of problems including ambiguous, and confusion of error causes [23]. 
 One of the first works for classifying defects, was made by Endres in 1973 of IBM. He 
classified the defects into six general categories including: Machine Error, User Error, and 
Documentation Error. Also, he classified each defect by ‘type’. But this type of classification scheme 
was very complex [8]. 
 According to Basili, and Perricone’s categories, the error classified as one of the following 
Categories: Requirements incorrect, Functional Specification misinterpreted, a design error which 
spans several modules, an implementation error in a single module, misunderstanding of the external 
environment, error in the use of compiler, clerical error, and error due to previous wrong correction of 
an error [2]. 
 Another work was made by Sullivan and Chillarege (1992) to analyze the different error 
classifications. They made their work based on defects reported at customer sites in two large IBM 
database management products, DB2 and IMS. They compared the errors type; defects type and error 
triggers classifications [30].  
 Fredericks and Basili (1998) made analysis to find defects and how organizations dealt with 
it. They focused on achieving three goals that can be defined as significance factors of building a new 
defect tracking models. These goals are: Detecting the Nature of Defects; Detecting the Location of 
Defects, and when the Defects are Inserted.  
 In the early 1990’s, IBM developed two new Technologies using defects data. The First 
Technology: “Defect Prevention”, which involves development teams contributing to a knowledge 
database containing: common defects, how they can be prevented, and how to easily detect them. The 
Second Technology: “Orthogonal Defect Classification”, which involves using statistical methods to 
predict the phase in which a defect originated, rather than relying on the subjective evaluation of an 
engineer [9]. 
 The Defect Tracking Model had evolved at the end of the nineties; the Defects Classification 
Scheme mentioned three Elements of defects Categorization. The First Element was the Location 
where bug is discovered through the development process. The Second Element was the type of 
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defect where may be classified through each phase of the development process has its own kind of 
defects.  The Third Element was the value of each defect which can be measured [25].  
 According to Rus (2002), there is a defect classifying schema that was developed and used by 
IBM called “Orthogonal Defect Classification”. He defined it as "A measurement concept for 
software development that uses the defect stream as a source of information on the product and the 
development process "[26]. He divided it into two classes of defect attributes: the First Class 
associated with the defect discovery and contained the elements: (activity, trigger, and impact). The 
Second Class associated with the removal of the defect and contained the elements: (target, defect 
type, qualifier, source, and age). 
 With the last different views of the classification schemes of defects, it appeared that there 
were a number of factors that describe the defects, and these factors are so important. We will 
concentrate on the following two Factors that are seen on the degree of importance from quality 
control perspective. 

1- The First  Element  is "Bug Location": 
 The locations of the bugs are determined by, in which stage the bug appeared or discovered; 
and in which place in the system or the application it appeared.  Fry and Weimer (2010) defined fault 
localization as: "Is the task of determining if a program or code fragment contains a defect, and if so, 
locating exactly where that defect resides" [10]. 
 Furthermore, another element for describing the location of bugs is to describe where the bug 
was discovered through the system. Also we have to describe the surrounding environment of the 
system as an element in classifying the location of the bugs such the version of the system, the kind of 
operating system that the system works under.  

2- The Second Element is "Bug Type":  
 The ‘Bug Type’ varies from one system to another because the different tools which were 
used to create such systems, have their own limitations and shortcomings according to the study made 
by Ko et al., [17]. However, we have to put a dynamic framework for defining the bug type according 
to the various tools used to build the systems; with respect to the major general bug type.  
 Sullivan et al., 1992 Classified the Software Defects Type as: function defect, data 
structure/algorithm defect, assignment/checking defect, interface defect, timing/synchronization 
defect, and build/package/merge defect [29]. We proposed a general defect types which are Interface 
defect, calculation defect, loading defect, security defect, documentation defect, enhancement defect 
and business logic defect that may appear in any system. 
The Tracking Phase 
 This phase is concerned with the traceability of the defects that were registered in the system 
before. There were a number of scenarios expected from the proposed model to achieve. One of these 
scenarios is the traditional scenario which begins with a new classified defect on the status "Initial ". 
 At this stage, the development engineer who is responsible for fixing such defect starts to 
work under the status: "under development" with a new date recorded of the beginning of the 
development process. After the development process of the defect is finished, its status changes to 
"development completed" with respect to recording date of finishing this process as bugs fixing is a 
time-consuming process [12]. With small calculations of dates between "Under Development" and 
"Development Completed", we can measure how much time it took the development team to fix this 
defect. After the status "Development Completed" is finished, a Regression Test Phase is going to 
achieve. When finishing all test cases and scenarios for the defects, the quality control engineers 
release the status "Test Complete" then the status "Closed" for finishing the scenario. 
 The last scenario showed different statuses which defect moves through it, concerning the 
time element that recoded before and recording every change on defect status, as mentioned by 
Tammana and Faught (1998) "A defect tracking system that lets the user query the defect database is 
useful not only to generate summary reports, but also to track the status and the progress of a project 
that's underway" [30]. Therefore, through the power of DBMS (data base management system), we 
can achieve a powerful tracking of defects through this last scenario. 
 The Following Table, Abbreviated the different status of tracking statues that the defects take 
through different phases of the product development phases and whose responsibility to check. 
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 Status Meaning Responsibility 

1 Initial 
 

Declaration status for Fixing the 
Defect. Quality Team 

2 Under Development Declaration status for starting 
Development on Defect. Development Team 

3 Development Complete Declaration status for finishing 
development on defect Development team  leader 

4 Under Test Declaration status for starting test Quality Team 

5 Test Complete Declaration status for finishing 
test Quality Team Leader 

6 User Acceptance Test 
Complete 

Declaration status for  user 
acceptance that the defect fixed 

Users and Quality team 
leader 

7 Closed Declaration status for finishing all 
process needed for fixing defect Project Manager 

8 Need more Details 
Declaration status for 

misunderstanding the requirement 
or function needed 

Development Team 

9 Postponed Declaration status for postponing 
task for a time or next versions 

Project Manager 
Development Team  Leader 

 

10 Refused 
Declaration status for Refusing 

the Task for unacceptable 
requirement or function needed. 

Development Team  leader 
 

11 Reopen 
Declaration status for reopening a 
defect with a same condition of a 

recorded defect before 
Quality team leader 

Table 1: Proposed Defect status Scheme 
 
Conceptual Framework Design for the Proposed Defects Tracking Model    
 Based on the previous discussions in sections 1, 2 and that derived from the development of 
the research synthesis model for different ways of defect classifications that were presented in the 
preceding section, the ultimate conceptual model is given in Figure (1). The present research adopts the 
following model for classifying bugs which appear through different development phases especially in 
the maintenance and testing phases. As mentioned by Boehm and Basili, the maintenance phase 
consumes over 70% of the total life cycle cost of the software development projects [5]. The model 
developed was based on the previous work of [7], [15] and on our general synthesized model for 
classifying and tracking defects (section 3 & 4).  It is quite suitable for a case study.  This model will 
guide us through our exploration for classification of defects to enhance quality control for the software 
development and maintenance processes. 
 Our model will focus, in details, on the phases of preventing defects and classifying them. 
Moreover, it concentrates on the bug examination, location and type factors for the insertion process of 
defect reports. Due to the highly exploratory nature of this research, all isolated conceptual 
variables/factors only represent the initial ideas about the discussion of defects tracking phases and 
classification method to deal with in the future. 
 

 

Figure 1: Proposed Defect Tracking Model 
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Evaluation 
 To evaluate the utility of the model, we performed a case study for locally made tracking tool 
used in an Egyptian software development company called (4s Systems). In addition, an experiment 
was made based on the data collected through the case study to achieve the purpose of evaluation. 
Also, we used in our research methodology observations, and formal interviews with a well prepared 
interviews protocol to face and analyze problems of defect tracking systems. 
Experiment Descriptions 
 According to the conceptual framework of the proposed model, which built based on the 
discussed literature review, also the database gained and analyzed. We believe that experiments are 
suitable solutions for proving deductions. Different definitions of experiments and its advantages and 
disadvantages were cited in [4], [18] and [27]. However, according to the proposed model, we 
detected three factors (Bug Examination, Bug Location and Bug Type) which were different between 
this model and the others. An experiment was designed for measuring each factor separately and will 
be discussed in the next subsections.  
Bug Examination Factor 
 We choose five random users from quality control team that have at least two years 
experience. Also, we choose a random sample consisting of 50 defect reports for the overall data of all 
applications which were registered in the database. Afterwards, well defined and classified 20 defect 
reports were well prepared for the experiment. We divided the sample into two parts:  First Part 
contains new ten bug scenarios and the Second Part had ten bug scenarios duplicated from the 50 bugs 
in the database. We requested the users to select randomly, four bug scenarios from the 20 bugs to 
register them on the tracking tools. 
 With re-doing the last designed experiment with new factor of bug examination that 
represents in proposed screen; new trends appeared. The function of the new examination screen was 
to force the user to check the historical defect database at least ones per new record.  Also, another 
function of the examination screen was to track the number for each user attempt to check the 
database before registering new record. This would help users in discovering the duplicated scenarios 
to be reopened (in reopen status).  The results were Coordinated in the following Table 2. 
Bug Type Factor 
 The experiment was designed using a random sample of defects reports that contain (50) 
bugs; then we classified these reports with the top managers of departments of the organization who 
have at least 20 years of experience. 
 The defect reports, which represents the data sample was classified according to the 
experience consulted top managers of department and in parallel with the researcher view to be a 
reference data after running the experiment. 
 All samples scenarios classified in a group with a serial number key to be easily detectable 
when participants were randomly taken.  Also, we have discussed all bugs type and what does it mean 
to all participants before beginning classifying and registering them on the dummy database as a step 
on the designed experiment.  
The Bug Location Factor 
 The objective of the bug location experiment, was to classify the location of each bug 
scenario in a numeric path to become more precise in detecting and describing the bugs where they 
occur. Also, another objective was to measure the ability of the participants to use a unified method in 
classifying the paths of defect instead of being written thought the text. Hence, achieving the last 
objectives will help in restricting the inserted data about classifying the defects; as the user has no 
choices to register a new defect report except from classifying the path of defects.        
 According to the problem which faced the research in detecting the place where the bugs took 
place, we proposed to describe the places into a numeric manner, and in a classification structure as 
screen, report etc. However, paths of all places through the application, were described in numeric 
path stored on relational database tables.   
 The experiment began with an empty database expected from the random sample consisting 
of (50) bugs that were previously classified. We designed a screen that would help the users who 
participate in the experiment, to classify the path of defects thought text of defects description 
scenario into controlled detectable choices. As the paths of bugs were described previously in text 
without a unified method or detectable choices (e.g. file /choose registration screen / new record). 
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Afterwards, we distributed the defect reports randomly and equally on the users after inserting the 
screen of application paths which was connected to the database. In addition, we requested them to 
detect the path of the bugs in the application after reading, and extracting them from the task 
description field. The path of the bugs usually described through the task description field in tracking 
tool used by the company.   
Experiment Results 
 As mentioned in section 5.1 the model proposed three factors Bug Examination, Bug 
Location and Bug Type. The experiment results will be show according to each factor separately in 
the next subsections. 
The Bug Examination Factor  
 According to the results showed in the Table 2, we focused only on two dependent values i.e.: 
Registered and Reopen State. Also, we compared the two results after and before the experimentation. 
Analyzing the results specially the registered state after running the experimentation compared with 
the tracking users attempts factor, showed that there was a change of the curves values in figure 2. 

 
 
 
 
 
 
 
 
 
 

Figure 2:  The Causal relationship between the Factors (User's attempts and reopen). 
 There was a positive relationship between the numbers of user's attempts to check for a 
registered defect with reopen factor corresponding to the duplicated factor of defects. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Table 2:  Results of examination factor after the experiment 
The Bug Type Factor 

 
Bug type 

 

Number of 
Standard 
Sample 

(x)  

Total  
(T) 

Means of Bug 
Type versus to 
Total Sample 

After Registered 
(p) 

Error 
Ratio 

(z) 

Interface Error  5 50 10% 4 2% 
Calculation Error 12 50 24% 10 4% 

Loading Error  10 50 20% 10 0 
Security Error  9 50 18% 9 0 

Documentation Error  2 50 4% 2 0 
Enhancement Error 4 50 8% 5 -2% 

Business Logic Error  8 50 16% 10 -4% 
Table 3:  Results of Analysis of Bug Type Factor Data. 

 Tracking 
Users  

Attempts 

Duplicated 
Bugs 

New 
Bugs 

Registered Reopen 
 State 

User 
(1) 

5 1 3 4 0 

User 
(2) 

7 2 2 2 2 

User 
(3) 

6 2 2 3 1 

User 
(4) 

9 3 1 1 3 

User 
(5) 

8 2 2 2 2 

Total  10 10 12 8 
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 We used a well prepared standard sample data to each type of bug type factor which Referred 
to with factor (x). Also, we used simple statistical law Z= ((x-p)/T)*100 for measuring the error ratio 
where the factor (Z) is the error ratio between x and p versus the total sample. 
 The negative error ratio percentage (-2% & -4%) were interpreted to the incorrect defect 
reports registered as wrong in the defect types enhancement and business logic error attributed to 
human error factor. 
The Bug Location Factor 

 Sample 
(x) 

Total 
(T) 

Mean After 
Registered 

(p) 

Error 
Ratio(z) 

Screen  20
  

50 40% 20 0 

Report  15 50 30% 15 0 
Other  15 50 30% 15 0 
Table 4:  The Results of Bug Location Factor after the experiment 

 
 As shown in the last table, after using our proposed bug location factor of proposed model 
with the standard sample data, we achieved high percentage of success with zero error ratio 
percentage. 
 The results of error ratio with zero value confirmed the possibility of converting paths of 
errors that described in the reports of problems to be tracked digitally and easily recognizable by the 
human element used in the process of recording errors.  Hence, we could uniformly unify the 
description process of different tracks within applications.  This added a new element in the process of 
registering errors in addition to the previous factors the bug examination and bug type to facilitate 
future retrieval and tracking errors. 
Conclusions 
 This Paper described terms and findings from significant earlier research, thereby forming a 
conceptual context and foundation for the exploratory observational study that was central to this 
research.   
 The following are the Four Main Findings drawn from the study: 
 1-The Bug Examination Factor is considered as the greatest effect on the process of tracking 
defects reports.  As with increasing the efforts of examining the tracking history of database; it 
decreases the level of registered defect duplication.  
 2- The Bug type has significant effects on evaluating the tracking system as a method in 
structuring the inserted data to have structured correct information.  
 3- The Bug location has significant effects on detecting location of defects precisely through 
software development and enhancement.  
 4- The Quality Control field depending directly on human factor in triaging defects. This 
appears obvious through the Error Ratio in classifying defect type and bug location factor. 
 Considering the Limitations of the Conceptual Study Model, the following agenda for further 
research is proposed: 
 1-User's Authorization and Privileges through the submission phase of defect tracking 
models, have to be measured and enhanced. 
 2- Securing sensitive information for customers registered through the database tracking tools 
have to be researched. 
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Abstract: 

3GPP: LTE –Long term evolution is baseline to the modern 4th generation communication 
technology, that is an enhanced version of Universal Mobile Telecommunication System (3G). LTE is 
introduced by 3GPP.LTE is standardized in the form of REL-8, this is operated in data rate 100 Mbps 
for downlink and 50 Mbps for uplink in the 20 MHz bandwidth. LTE can accommodate up to 200 
users in cell (5 MHz). The objective of LTE is to reduce costs, providing high performance, enhances 
the features, improves the data transfer speed, and reduce resource utilization. The main advantages 
are it provides end –to-end Qos, Enhanced multimedia broadcast service, spectrum flexibility. It uses 
OFDM for modulation. In OFDM a large no of sub carriers are used to convey the data. Each and 
every sub carrier carries one data. Data will be split into no of data streams. And also it uses SC-
FDMA, for single carrier modulation. For downlink LTE uses OFDMA with CP. MIMO (multiple-
input Multiple-output) is an antenna technology used to improve the performance of communication. 
In this multiple antenna are used to send and receive multiple data streams. LTE uses a new resource 
scheduling algorithm called multi carrier channel dependent resource scheduling  

 
Key Words: LTE, HSPA, OFDM, Qos, Handoff 
 
Introduction 

Modern wireless technologies have grown in tremendous way. LTE is a new technology that has 
been developed by 3GPP 2 LTE focus on enhancement in UMTS system. It optimizes the architecture 
of 3G system. LTE operates 15 to  

100 times faster than current 3GPP system. LTE supports both frequency division duplex (FDD) 
and time division duplex (TDD) modes, allowing operators to address all available spectrum types. 
Nowadays people are using HSPA (high speed packet access) technology for send and receiving data 
through internet. LTE will replace HSPA by providing the following benefits, 

 Simplicity-supports flexible carrier bandwidth 
 Capacity-provides key features for uplink and downlink 
 Performance-operates in very high speed eg:160 Mbps by Ericsson 
 Wide range of terminals- operates in heterogeneous terminals 
It allows the existing HSPA to create UMTS with high data rates, low latency and wider 

spectrum. LTE managing multimode devices that is compatible with existing 3G technologies. Cost 
efficiency plays an important role in the success of LTE in 4G technology evolution. This paper 
describes the architecture, Qos, Security, Handovers and advantages of LTE advanced system. 
LTE Architecture 

LTE architecture is designed for improving the performance, reducing the cost and delivering 
the services in more efficient way. Fig shows the Service Architecture Evolution (SAE) of LTE. It has 
two nodes, eNodeB (evolved Node B) as base station of LTE, and AGW (SAE Gateway). All base 
stations are interconnected with IP based network AGWs are connected with eNodeB by using IP-
based interfaces. LTE system standardizes the existing interfaces of HSPA for the interconnection of 
networks. 
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  The existing architecture of WCDMA, CDMA2000, HSPA, and SGSN are integrated for 
developing the design of LTE. This helps the system to achieve the handovers in various networks. 
The architecture has several modules, each and every module have specific functionalities. LTE uses 
retransmission technology for regulating the packets in eNodeB. For this base station have control 
plane and buffer for high speed data retransmission S1 interface is used to connect eNodeB and 
Evolved packet core, X2 is used to interconnect eNodeBs. eNodeBs is providing compression and 
encryption methodologies to the users. It is responsible for Routing. 
Protocol Architecture 

Fig.2 shows the protocol structure of LTE, Physical layer is used to offers the information to 
higher channels by using transport channels. Physical layer is also called as Layer 1 of the protocol 
stack.  
        
 
 
 
 
 
 
 
 
 
 
 
 

Fig1: Architecture of 3GPP: LTE 
 

                 Transport channels describe characteristics of the data is to transmit. In layer 1 uses 
different channels for uplink and down link those are, 
Down Link Transport channels 
  Down Link Shared Channel (DL-SCH) - Shared among UEs with in cell. 
 Broadcast Channel (BCH) - broadcasts the information to UE 
  Paging channel(PCH )-Supports for Broad cast 
 Multicast Channel(MCH )-Broad cast to multiple cells 

Uplink transport channels 
  Uplink shared channel(USCH)-   shared between all UEs within a cell 
  Random access channel(RACH )- access to UTRAN  

Layer 2 
Layer 2 of the protocol stack is divided into three sub layers Medium Access 

layer(MAC),Radio link control(RLC) and packet data convergence protocol it describes what to be 
transferred by using the transport channels of Layer 1 

 
 

 
 

Fig2: Protocol Architecture 
These logical channels are divided into control channels and traffic channels. Control 

channels transfers the control plane information. Traffic channels transfers the user plane information 
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Control channels 
• Broad cast control channels(BCCH)-Broad casting control information 
• Common Control  Channel(CCCH)-transfers control information between UEs 
• Dedicated Control Channel(DCCH)-Point to point channel transfers data between UEs and 

network   
• Multicast Control Channel (MCCH)-point to multi point channel transfer MBNS information. 

Traffic channels 
• Dedicated Traffic Channel (DTCH)-dedicated to one UE for uplink and down link 
• Multicast Traffic channel(MTCH)-one to many channel transfers traffic      information to 

entire network 
Radio Resource control  

 RRC  is layer3 of LTE protocol stack, which is used to takes care of control signals and 
handovers between  eNodeBs in the network, it is responsible for paging, intera-cell handovers, Qos, 
Broadcasting, security  and reporting & control information. And also it takes care of the 
establishment of radio barriers. 

Orthogonal frequency division multiple access (OFDM)/ Downlink 
In LTE system uses OFDM for downlink transmission. OFDM splits the entire system is divided 

into multiple data streams. Each stream is modulated independently by low rate data stream. OFDM 
provides flexibility, spectrum efficiency and throughput for data streams. It allows the user to access 
the provided bandwidth. TDD is used by user to access the bandwidth .data is allocated in terms of 
resource blocks. Each block consists of 24 sub carriers in frequency domain. Total number of blocks 
available is depends upon the bandwidth. Size of the block is same for all blocks. it uses FFT for 
converting the signals into data streams. Allocation of blocks will be performed in scheduling process 
that is taken place in eNodeB. In down link operation the following are the major tasks. 
 Scheduling 
 Symbolization  & Cell search 
 Link adaptation 
 Hybrid ARQ 
The first task is scheduling the time and resources are allocated in a downlink format. 
Adaptive modulation and coding technique is used for link adaptation. Hybrid ARQ is 

retransmission protocol; it retransmits the incorrectly received data packets. 
Single carrier Frequency division Multiple Access (SC-FDMA)/ UPLINK 

For uplink Data transmission. In OFDM Technology it uses multiple data streams, it does not 
require for uplink the data. So that it uses SC-FDMA scheme for uplink User equipment needs the 
flexible and power efficient methodology. SC-FDMA provides these constrains in effective manner. 

 

 
 

Fig3: Interfaces in LTE Source: [16] 
 

It has the features of OFDM and PAPR (Peak –to-Average Power Ratio) .SC-FDMA uses 
DFT for converting the signals. It uses the data sub carriers of OFDM scheme it coverts the binary 
input to modulated sub carriers. In OFDM it uses FFT but here SC-FDMA uses DFT. 
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Multiple Input Multiple Output (MIMO) 
The communication link between the sender and receiver is made-up of MIMO system. 

MIMO is innovative antenna technology that is used in LTE. In this each antenna uses same spectrum 
for transmission. At the time of transmission the data stream is divided among multiple antennas, 
these antennas improve the data rate of transmission. It allows multiple UEs can transmit at same 
time. Each eNodeB consist of two antennas for sending and two antennas for receiving the data. 
MIMO is used to achieve throughput and spectral efficiency. The capacity of wireless environment is 
improved by the combination of MIMO and OFDM. It enhances the spectral efficiency. it maximizes 
the spectrum of usage. The magnitude of data streams for uplink and downlink will be increased. The 
entire data stream is mapped with the multiple antennas of MIMO.MIMO performs the beam forming 
operation, and enhance the air interfaces for transmission. 
Quality of service  

LTE provides end to end Qos. Qos is defined as facility to provide the guarantee of the 
performance of data flow for heterogeneous users. Qos ensures the service quality for each user. This 
will be depends upon the requests made by users. In the LTE system all Mobile broadband services 
are performed by packet switched connections. LTE Qos has two parameters one is for delay sensitive 
packets from the user equipment and another is for monitoring the packet lose ratio. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4: QoS Architecture Source: [2] 
 

Fig 4 shows QOS architecture for LTE in this Application Function (AF) initiates the session 
authorization activity which has information about Subscriber ID (SID) and service flow. By using 
this information policy charging and rules function generates QoS profile and packet filtering 
function. Access Gate Way (aGW) is used to perform the activation, modification of access barrier 
operation and   applies the end to end Qos policy. Enhanced Node B (eNodeB) is a base station (as per 
standards of 3GPP) transfers the profiles of quality policy and barrier ID for user Equipment (UE).in 
the first phase AF gives the details need to frame the Quality policy. PCRF frames the QP and applies 
the policy in the aGW. QP assures the following 

  Guaranteed delivery 
  End to end Qos 
  Applied to all traffic 

Handover in LTE 
Hand over mechanisms in LTE are defined in 3GPP TS 23.401standard.The user equipment is 

moving one place to another place the UE has change its eNodeB, aGw, and MME. The LTE 
interface architecture consist of s1 and X2 interfaces, based on these two the handovers or classified 
into two categories  

• S1 based handovers: For change in eNodeB, aGw and MME  
• X2 based handovers: For change in SGW 

Hand over mechanism of LTE has several control transfer operations. The Source eNodeB will have 
the 
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Fig 5: Hand over in LTE Source: [2] 
 

Collection of measurement reports and its sends the handover request to the target eNodeB. The 
target eNodeB replies the ACK message to the source. Downlink allocation and handover command 
will be issued to UE by source    eNodeB. The UE will get detach from the Source eNodeB and 
perform the delivery of SN status and data. This data will be stored in the buffer of target eNodeB the 
signal request. Synchronization and handover conformation will be performed as per the path switch 
and its response of user plane control of SGW.  
Security in LTE 

LTE uses specific security functions for data transmission; it concentrated on signaling protection, 
user plane protection, network domain security, authentication and key agreement. The same UMTS 
AKA is reused in LTE; it provides confidentiality and integrity for data transmission. LTEs security 
mainly deploys on the subscribers authentication and traffic protection. The enhanced version of 3G 
AKA protocol is used to provide subscriber authentication between UE and MME. Access 
management entity (ASME)[9] is used to provide the protection for architecture of LTE over traffic.  

The authentication mechanism consist of for major operations those are eNodeB authentication, 
Integrity verification, device authentication and device binding authentication can be provided by 
either operator of the network or mutual authentication by eNodeB or authentication by certificates. 
The third is performed by IKEv2 protocol ASME provides the keys for authentication and as well as 
encryption of data for MME and encryption schemes for the interfaces in LTE system.   

In this system the keys (K_ASME) are derived from the ASME and to allocate to MME; the keys 
derived from K_ASME are send to UE. LTE provides end –to- end security to the interfaces. This 
system uses crypto algorithms for security, it uses128-EEA1 and 128-EIA1 and also AES is used for 
encryption and decryption in UE.LTE has plenty of other security mechanisms like Device integrity 
check, location locking, access control mechanism, clock synchronization The following  figure 
shows integrity protection optimum cost. 

 
 

Fig 6: Encryption in LTE Architecture Source: [4] 
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Conclusion  
LTE 3GPP: is designed to provide a incredible performance with high data rates, high security, 

low latency and high flexibility. And also it provides end to end Qos, Handovers with spectral 
efficiency and cost. This paper describes the introduction to the methodologies and the behavior of 
3GPP: LTE system. The tremendous features of LTE will gives higher end technology with the and 
UE. 

The architecture of LTE has the compatibility to accommodate future enhancements like LTE –
Advanced. IMS towards the Rel-9, Rel-10 of 4G.  The access methodology of this LTE supports 
instantaneous radio interfaces; it uses new technologies like MIMO, it improves the power 
consumption, reduced interferences and increased quality of signal. LTE provides advanced security 
mechanisms for data transmission and hand over. The security functions of LTE will provide a 
secured architecture for business environments LTE architecture has established a baseline to future 
4G wireless   networks. 
Glossary: 
HSPA           High Speed Packet access 
LTE              Long Term Evolution 
OFDM          Orthogonal FDMA 
MIMO          Multiple input, multiple outputs 
MME            Mobile Management Entity 
PAPR          Peek to Average   Ratio 
E-UTRN      Evolved Universal Terrestrial 
Radio Access Network 
SC-FDMA   Single Carrier FDMA 
3GPP            3G partnership program 
aGW            access Gateway 
QoS              Quality of service 
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Abstract: 
 This study evaluated the impact of a participatory cyber crime prevention programme on in-
school aged children’s attitude to cyber crime prevention in Nigeria, consequent on the global annual 
ranking of Nigeria as one of the most cyber lawless countries by The National White Collar Crime 
Center and Federal Bureau of Investigation in the United States of America. The study used the 
participatory action research paradigm to develop an informal cyber crime prevention programme, 
and further utilized pretest-posttest quasi experimental design to evaluate the impact of the action 
cyber crime prevention programme on secondary school students’ attitude in Civic Education and 
Social Studies. The sample of the study comprised two hundred and eighteen students purposefully 
selected from intact classes in six secondary schools in Nigeria. Percentages, Mean, Standard 
Deviation and Analysis of Covariance (ANCOVA) were used to analyze the data. Multiple 
Classification Analysis aspect of ANCOVA was used to determine the magnitude of performances 
across the groups, while line graph was used to disentangle significant the interaction effects. Results 
showed that there is significant main effect of treatment on in-school aged children’s attitude to cyber 
crime prevention in civic education and social studies. Consequent on these, the study recommended 
the use of Action Cyber Crime Prevention Programme for developing countries experiencing the 
menace of cyber crimes perpetrated by school-age children. 

 
Key Words: Impact, Action Cyber Crime Prevention Programme, In-School Aged Children, 
Learning Outcomes, Social Studies, Civic Education 
 
Introduction 

The new Social Studies and Civic Education curriculum that was put together in year 2007 
reflect depth, appropriateness and interrelatedness of the contents of the curriculum. Emerging issues 
which covered value reorientation, peace and dialogue including human rights education, family life 
HIV/AIDS education, entrepreneurial skills, crime prevention themes and Information and 
Communication Technology (ICT) were infused into the relevant contents of the new 9-year basic 
education curriculum (NERDC, 2007). Adesina and Adeyemi (2007) stated that the field of Social 
Studies has come to stay in Nigerian primary and secondary schools, as such the importance attached 
to its study cannot be exaggerated. It is believed to be the correct drug that can be used to heal the 
ailment of moral decadence (Cyber Crime) and instill in the youth a sense of decent behaviour (Cyber 
Crime Prevention). To this end, the objectives of Social Studies specifically are to enable the children 
develop an understanding of their immediate surroundings; develop certain skills which will enable 
the children to deal with and manage the forces of the world in which they live; and learn how to live 
harmoniously where many different groups co-exist (Obidoa, 1991). Adesina and Adeyemi (2007) 
further clarify that Social Studies can be seen as a programme of study in Nigerian secondary schools 
which is used to inculcate in learners the knowledge, skills, attitude and actions considered important 
in human relationship in society. These are reasons why Action Cyber Crime Prevention Programme 
will best be taught through Social Studies and Civic Education. Comparative Education Study and 
Adaptation Centre (1993) defines Social Studies as a subject concerned with the way man lives in and 
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interacts with his social and physical environments and how science and technology, for instance, 
computer, help him to live well in those environments.  

In addition to these, the Internet Crime Reports of year 2001 to 2010 published by the 
National White Collar Crime Center and the Federal Bureau of Investigation  in the United States of 
America show the extent to which Nigerians perpetrate cyber crimes. Table 1 show the top ten 
countries in the world whose citizens are enmeshed in cyber crimes from year 2001 to 2010.   

 
Table 1 show that Nigeria was second in year 2001 among the top ten countries noted for 

cyber crimes with 2.7%. In year 2002, Nigeria retained the second position with 5.1% while Nigeria 
was third with 2.9% in year 2003. In year 2004, Nigeria still maintained the third position with 2.87% 
even though this year recorded the lowest perpetration of internet crimes involving Nigerians. In year 
2005 Nigeria moved to second position with 7.9%, and third repeatedly in years 2006, 2007, 2008 and 
2009 with 5.9%, 5.7%, 7.5% and 8.0% respectively. In year 2010, Nigeria retains the third position 
with 5.8%, Table 1 shows a downward trend in the perpetration of scamming activities by Nigerians 
in 2010. This decline may not be unconnected with austere conditions caused by the global economic 
meltdown. Internet fraudsters could only thrive when the economic conditions of the target (mark) 
countries are in good condition.  However, it should be noted that the Internet Crime Reports only 
shows the ten most cyber lawless countries and leaves out the remaining countries below the global 
top ten mark. 

For educational researchers, the need to protect children from the dangers posed by cyber 
crimes has become imperative. It is most unfortunate that over ninety percent (90%) of 8 to 16years 
old in the category mentioned earlier viewed pornography online while doing home work (Chiemeke 
and Longe, 2007). Although empirical data about cyber crimes and  its impact on the life of the 
teeming youth and children are not readily available, fears are already very rife in some sectors about 
the possible negative consequences obnoxious and uncensored Internet contents will have on the 
psycho-social wellbeing of varying categories of users, especially school-age children in Nigeria.  

The Internet is both a source of prospect for school-age children in Nigeria and a source of 
concern. The prospect is that the Internet offers such an enormous range of positive educational 
experiences and materials. Yet, children online may not only be vulnerable to harm through exposure 
to sexually explicit materials, adult predators and peddlers of hate, but also perpetrate any of these 
crimes while on the Internet. The technical nature of the Internet has not evolved in a way that makes 
control over content easy to achieve (Dick and Herbert, 2003). It has become imperative for 
educational researchers to evolve protective schemes like Action Cyber Crime Prevention Programme 
for Internet savvy children and teenagers in a country where the struggle for survival keeps parents at 
work while having little or no time to monitor what their children do with the Internet at home, in 
their schools and other Internet access points. 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

227 
 

Theoretical Framework  
 This study is based on the constructivist theory of learning which provides the theoretical 
base for the participatory action research paradigm adopted for this study, space transition theory, 
which is a criminological theory that take cognizance of the milieu in which cyber crime is 
committed, Lombrosso theory of atavism, which has been described as the most notorious of the 
evolution approaches to deviant behaviour and Routine Activity Theory, formerly applied to 
aggregate level crimes has been considered appropriate for cybercrimes .  

The concept of constructivism has roots in classical antiquity, going back to Socrates's 
dialogues with his followers, in which he asked directed questions that led his students to realize for 
themselves the weaknesses in their thinking. The Socratic dialogue is still an important tool in the way 
constructivist educators assess their students' learning and plan new learning experiences. Jean Piaget 

and John Dewey developed theories of childhood development and education, what is now called 
‘Progressive Education’ that led to the evolution of constructivism. Piaget believed that humans learn 
through the construction of one logical structure after another. He also concluded that the logic of 
children and their modes of thinking are initially entirely different from those of adults. The 
implications of this theory and how he applied them have shaped the foundation for constructivist 
education. Dewey called for education to be grounded in real experience. He wrote, "If you have 
doubts about how learning happens, engage in sustained inquiry: study, ponder, consider alternative 
possibilities and arrive at your belief grounded in evidence." To Dewey, inquiry is a key part of 
constructivist learning. Among the educators, philosophers, psychologists, and sociologists that added 
new perspectives to constructivist learning theory and practice are Lev Vygotsky, Jerome Bruner and 
David Ausubel. This philosophy of constructivism underlies the methodology of action research and 
they are achievable under collaborative endeavours. The constructivist theory of learning is only 
relevant to the process of developing the Action Cyber Crime Prevention Programme. 
 Gagnon and Collay (2006) stated that there are four epistemological assumptions at the heart 
of constructivist learning. These are: 
I. Knowledge is physically constructed by learners who are involved in active learning; 
II. Knowledge is symbolically constructed by learners who are making their own representations 

of action; 
III. Knowledge is socially constructed by learners who convey their meaning and making to 

others; 
IV. Knowledge is theoretically constructed by learners who try to explain things they do not 

completely understand. 
 The scholars further maintained that these epistemological assumptions can be seen in the 

works of Dewey, Montessori, Piaget, Bruner and Vygotsky, and that constructivism represents a 
paradigm shift from education based on behaviourism to education based on cognitive theory. Fosnot 
(1996) maintains that behaviourist epistemology focuses on intelligence, domains of objectives, level 
of knowledge and reinforcement, while the constructivist epistemology assumes that learners 
construct their own knowledge on the basis of interaction with their environment. One of the major 
arguments of the constructivist is that effective learning involves action or active participation of the 
learners which involves participatory activities where groups of students interact and help one another 
to learn. Participatory action model is not having students talk to one another, either face to face or in 
a conference while they do individual assignments; rather it involves working together to achieve a 
common purpose. For instance, students can be assisted to work together in a participatory mode, 
form a club, and elect officers. By learning to vote, they are learning the concept of democracy and at 
the same time acquiring the values of fairplay, tolerance and teamwork. From the constructivist point 
of view, there are some shifts in learning today. These shifts are: 
- from instruction to construction and discovery; 
- from teacher-centered to learners centered education; 
- from absorbing learning materials to learning how to navigate and how to learn; 
- from school learning to life long learning; 
- from learning as torture to learning as fun; 
- from the teacher as a transmitter to the teacher as a facilitator, 
 This philosophy of constructivism underlies the methodology of action research and they are 
achievable under collaborative endeavours. The constructivist theory of learning is only relevant to 
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the process of developing the Action Cyber Crime Prevention Programme, consequent on the selected 
students active participation in the development of the Action Cyber Crime Prevention Programme. 
 However, it may be necessary to examine some criminological theories that are relevant to the 
milieu in which cyber crimes are committed. Jaishankar (2008) propounded that there is a need for a 
separate theory of cyber crime because the general theoretical explanations were found to be 
inadequate as an overall explanation of the phenomenon of cyber crime. Consequent on these 
inadequacies, Jaishankar (2008) developed space transition theory in order to explain the causation of 
crime in the cyberspace. Space transition theory is an explanation of the nature of the behaviour of the 
person who brings out his/her conforming space and non-conforming behaviour in the physical space 
to cyber space. Space transition involves the movement of person from one space to another (e. g 
from physical space to cyberspace and vice versa). The theory argues that, people behave differently 
when they move from one space to another. The positions of the theory are:  
I. Persons, with repressed criminal behaviour (in the physical space) have a propensity to 

commit crime in cyberspace, which, otherwise they would not commit in physical space, due 
to their status and position. 

II. Identity flexibility, dissociative anonymity and lack of deterrence factor in the cyberspace 
provide the offenders the choice to commit cyber crime. 

III. Criminal behaviour of offenders in cyberspace is likely to be imported to physical space 
which, in physical space may be exported to cyber space as well. 

IV. Intermittent ventures of offenders in to the cyberspace and the dynamic spatio-temporal 
nature of cyberspace provide the channel to escape. 

V. (a)  strangers are likely to unite together in cyberspace to commit crime in the physical space. 
     (b)  associates of physical space are likely to unite to commit crime in cyber space. 
VI.  Persons from closed society are more likely to commit crime in cyberspace than person from 

open society. 
VII. The conflict of norms and values of cyber space may lead to cyber crimes. 
 The space transition theory views the emergence of cyber space as a new locus of criminal 
activity. This theory shows that secondary school students, if, not educated on the ills of cyber crimes 
can physically unite in their school premises to perpetrate acts that are criminal which they would not 
ordinarily commit on their school compounds. 

Another criminological theory relevant to this study is the theory of atavism which Fulcher 
and Scott (2007) described as the most notorious of the evolutionary approaches to deviant 
behaviours. The theory was propounded by Cesare Lombroso, who holds that many criminals were 
born with atavistic features. Lombroso found out that criminals have definite biological failings that 
prevent them from developing to a fully human level. The criminals showed certain ape–like 
characteristics or sometimes merely saving features that gave them the distinct anatomical 
characteristics from which they could easily be identified: large jaws, long arms, thick skulls, and 
large monkey-like ears and so on. These atavistic features, Lombroso argues, also lead them to prefer 
forms of behaviour that are normal among apes and savages, but are criminal in human societies.  He 
claims that about forty percent of all criminals are born criminals of this kind, and are driven into 
criminality by their biology. Other law breakers are simply occasional, circumstantial offenders and 
do not have the atavistic characteristics of the born criminal.  

The excesses of Lombroso’s theory and the racial assumptions that underpinned it have long 
been discarded. However, many people still see criminality as resulting from innate characteristics. 
Violence and aggression, for example, are often seen not only as specifically male characteristic, but 
in their extreme forms as being due to genetic peculiarities. It has been proposed, for example, that 
many violent criminals have an extra Y chromosome in their cells. Thornhill and Palmer (2000) 
suggested that rape can be explained as a consequence of normal, genetically determined male 
behaviour. In the 1990s, the success of the Human Genome project led to many strong claims about 
the genetic basis of crime. The idea of the born criminal was supported in a report that pimping and 
petty theft appear to be genetically conditioned, but a person’s genes have little influence on their 
propensity for committing crime of violence (Independent, 15 February 1994), violence was reported 
to be due to a mild brain dysfunction in early life health care for pregnant women could reduce violent 
crime by over twenty percent (Independent, 8 March 1994). The link between biology basis to violent 
behaviour, the ways in which this is expressed and the consequence that flow from it depend upon the 
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meanings that are attached to it and the particular social situation in which it occurs (Fulcher & Scott, 
2007). Though, the excesses of Lombroso’s theory and the racial assumptions that underpinned it 
have long been discarded, his findings led other researchers to study specific traits that could make 
human beings to commit crimes. One of the biological factors discovered by scholars is the presence 
of extra Y chromosomes in 1-3% of violent criminals in prison cells. This may be the factor 
responsible for males involvement in cyber crimes than their female colleagues across the globe. 
Action Cyber Crime Prevention Programme is proposed consequent on educational researchers that 
education could be used to tame the excess ‘Y’ chromosome responsible for male students cyber 
lawless behaviour in Nigeria.  

In addition to these, Routine Activity Theory (RAT) propounded by Lawrence Cohen and 
Marcus Felson in 1979 to fill the shortcomings in existing models that failed to adequately address 
crime rate trends since the end of World War II and formerly applied to aggregate level crimes has 
been considered appropriate for cybercrimes (Pease, 2001; Yar, 2005). Kigerl (2011) saw Routine 
Activity Theory (RAT) as an ecological approach to crime causation, the accessibility, location, and 
presence or absence of environmental characteristics, and certain types of people are what prove 
predictive of criminal behaviour. Cohen and Felson (1979) posited that Routine Activity Theory 
requires three situations to be true and meet in space for there to be a crime that is committed. These 
include: a motivated offender, a suitable target, the absence of a capable guardian.  

Akers and Sellers (2004) went further to explain that a motivated offender must be someone 
willing to commit a crime should he or she have the opportunity. Felson and Clarke (1998) further 
stated that a suitable target is one of the motivated offender values (credit card information). The 
motivated offender would have observed that the suitable target is visible, accessible, and able to be 
misappropriated by the offender. In addition to these, anything that obstructs the offender’s ability to 
acquire the target (for example, antivirus, encryption) i.e. a capable guardian must be absent. Kigerl 
(2011) stated that research has discovered some support for the three Routine Activity theory 
conditions whether a crime occurs in cyberspace. Actions such as time spent online, more use of 
internet banking, making more online purchases and risky online behaviours make people more 
suitable to offenders. Research have shown that people with these actions are likely to be recipients of 
cyber bullying (Holt & Bossler, 2009), receive more phishing attacks (Hutchings & Hayes, 2009), are 
more often targeted by internet fraud (Pratt, Holtfreter, & Reisig, 2010) as well as other forms of 
fraud (Holtfreter, Reisig, & Pratt, 2008) and lost time due to malware infection (Bossler & Holt, 
2007). Choo (2008) stated that lack of antivirus, antispyware, and firewalls (capable guardians) are 
associated with more malware victimizations. Consequent on these, there appears to be some support 
for Routine Activity Theory in explaining the likelihood of being the target or victim of a cyber crime 
attack. However, it is not easy to predict whether a country will more likely be the source of a cyber 
attack or be the place of residence for a disproportionate number of cyber criminals. Some countries 
are known to be more problematic than others in terms of cyber crime activity (Kigerl, 2011).  This 
theory shows that the failure of the capable guardians like encryption, anti-virus and internet security 
programme that computer scientists entrusted secondary school students to, is responsible for their 
exploitation of the anonymity afforded them by the Internet to defraud unsuspecting people in the 
cyber space. Consequent on this discovery, we feel ‘Education’ through the Action Cyber Crime 
Prevention Programme would be a more capable guardian to students than encryption, anti-virus and 
internet security programs in the cyber space. 
Purpose of the Study 

Consequent on the annual rankings of Nigeria by the National White Collar Crime Center and 
the Federal Bureau of Investigation as the most notorious country whose citizens perpetrate cyber 
crimes in Africa and third most notorious country noted for cyber crime acts in the world, it is 
expedient to find a means of changing this orientation. The median age of the cyber crime offenders is 
found to be less than thirteen years, which is an age range peculiar to secondary school students in 
Nigeria. The absence of enabling laws coupled with the fact that laws sometimes do not serve as a 
deterrent, education is the key factor that could be used to change long-established attitudes and habits 
to end the menace of cyber crimes. And in the absence of any formal specific programme targeting 
secondary school students’ crime prevention knowledge and attitude in Civics and Social Studies, this 
study, therefore, determined the impact of an informal Cyber Crime Prevention Programme (CCPP) 
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through the action or participatory approach. The study further determined the moderating effects of 
gender and computer literacy on the dependent measures. 
Hypothesis 
 There is no significant main effect of treatment on students’ attitude to cyber crime 
prevention  
Methodology 
 This study adopted a participatory action research paradigm to develop an informal Cyber 
Crime Prevention Programme as research have shown that participatory action research paradigm 
could foster value acquisition among students (Koshy, Koshy and Waterman, 2010). The study further 
adopted the pretest-posttest, control group quasi experimental design (Shadish, Cook and Campbell, 
2002) to determine the impact of the Action Cyber Crime Prevention Programme on secondary school 
students’ learning outcomes in Civics and Social Studies in Ondo State. 
Selection of Participants 
 The target population of this study comprises secondary school students in Ondo State. Six 
secondary schools were purposefully selected and assigned three a piece to the experimental and 
control groups for the purpose of this study in Akure, the capital city of Ondo State. The state capital 
is purposefully selected for this study because it has all the modern social amenities especially 
electricity, Internet Service Providers and cafes. Intact JSS 2 classes sample were selected in each of 
the six secondary schools that permitted their students’ to partake in the study. Four hundred and 
twenty-six students started the study, but only two hundred and eighteen students were regular during 
the period the study lasted. The students dropped off consequent on their non residence on school 
compound. JSS 2 students were used for this study because, Civic Education and Social Studies are 
being taught at JSS level in Nigerian secondary schools, the students were not preparing for the 
external Junior Secondary School Examination, and as such they were more available to participate in 
the development of ACCPP. In addition to these, the students will be able to provide the initial 
leadership for the Cyber Crime Prevention Club, as the students have four more years in the 
secondary level of education; this would enable them to continue the Cyber Crime Prevention Clubs 
in their respective schools. 
Research Instruments 

Five instruments were used for the study. These were: 
1. Students’  Attitude to Cyber Crime  Prevention Scale (SACCPS) 
2. Computer Literacy Test (CLT) 
3. Conventional (Class) Lecture  Method  Guide (CLMG) 
4. The Focus Group Discussion Guide (FGDG)             
5. Action Cyber Crime Prevention Programme for Experimental Group                                                            
Students’ Attitude to Cyber Crime Prevention Scale (SACCPS) 

 This is a 22 item scale developed by the researcher to measure the attitudes of selected 
secondary school students to Cyber Crime Prevention. The scale is made up of two sections; Section 
A elicits responses on personal details like name, sex, school and membership of any Cyber Crime 
Prevention Club. Section B contains 22 scaled questions which consist of modified likert 4-point scale 
of Strongly Agree (SA), Agree (A), Disagree (D) and Strongly Agree (SA). The scale was designed to 
measure the following: 
a. Attainment of requisite crime prevention attitudes for identifying crime related problems and 

issues in the immediate environment.  
b. Inculcation of the right values and skills that will enable students to actively participate in the 

cyber crime prevention process. 
c. Development of a sense of moral responsibility in preventing incidences of cyber crime in the 

immediate environment. 
 The items will be scored by allotting 4 points to SA, 3 to A, 2 to D and 1 to SD for positively 
worded statements. This will be reversed for negatively worded statements. 

An initial 22 items were drawn and subjected to peer and expert review to determine their 
appropriateness with reference to the targeted learners. This was also used to establish its content 
validity. Based on their inputs, modifications were effected and the 22 items were then tried out on a 
sample of JSS 2 students that will not be part of the main study. For reliability, copies of the draft 
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questionnaire administered were subjected to Cronbach Alpha method and a reliability coefficient of 
0.76 was obtained. 
Computer Literacy Test (CLT) 

The CLT was designed by the Office of Education, North American Division of Seventh Day 
Adventists in 2005 and revised in 2009. The test has two sections; section A has 60 questions which 
evaluates literacy, while section B has 10 questions, which tests competency. The 60 questions in 
section A are in 6 parts with 10 questions each. There are 13 options lettered A to M, with a correct 
option matching each question. Section B has 10 objective test items with options A – D which 
include only one correct option. The initial 70 questions were subjected to peer and expert review to 
ensure the construct and content validity of the test as well as its appropriateness for the target 
learners.  The test items were thereafter reduced from 70 to 38 based on too high or too low difficulty 
indices, the results of the analysis were used to pick items that have discriminating index of 0.4 to 0.7.  
For reliability and average item difficulty, the final draft of the test was subjected to KR-20 which 
yielded 0.78. 
The Conventional (Class) Lecture Method Guide (CLMG) 

The CLMG was designed by the researcher to guide teachers in the control group. This was to 
ensure uniformity. The CLMG was prepared on each of the concepts selected for the study. The 
Conventional (Class) Lecture Method Guide is made up of five steps; these are:  

- The teacher introduces the concept 
- The teacher discusses facts or ideas on the concepts in steps 
- The teacher gives notes on the concept 
- The teacher asks questions 
- The teacher gives assignment to students.  

The Focus Group Discussion Guide (FGDG) 
The researcher constructed the Focus Group Discussion Guide (FGDG). The instrument was 

constructed to enable secondary school students make decisions and develop the Action Cyber Crime 
Prevention Programme. The FGDG has 14 items and is made up of four (4) sections. To ascertain the 
validity of this instrument, the researcher made use of twenty-five (25) students from a co-educational 
school that were not involved in the study. Each item was discussed and any item that the students 
found difficult was amended. To ascertain the validity of the FGDG, the researcher made use of 20 
JSS 2 students from a co-educational school that will not be involved in the study. Each item was 
discussed and the two items that the students find difficult was amended. 
Development of the Action Cyber Crime Prevention Programme 

The Roberts (2007) curriculum model was adapted for the development of the Action Cyber 
Crime Prevention Programme. The model comprises 3 stages, namely:  

 I. Planning the curriculum. 
II. Establishing curriculum content through action approach 
III. Validating the curriculum 

The model is presented in the Figure I: 
Planning the Curriculum  
* Establish a decision making         
    process 
* Collect and assess school  
related    
    Data 

 
 
 
 

Establishing Curriculum Content 
through Action Research 
* Utilize action strategies to 
determine content 
* Make curriculum content decision 

 
 
 
 

Validating the 
Curriculum 
*Suggest materials  
*Utilize action 
activities 
*Assess the curriculum 

Fig. I: Curriculum model for the study (Adapted from Roberts, 2007) 
 

Planning the Action Cyber Crime Prevention Programme 
 Focus Group Discussion Moderators (the selected teachers and research assistants) were 
selected and trained. The focus group discussion moderators moderated the group activities and led 
discussion towards making decisions in each discussion group. A training format was used to train the 
Focus Group Discussion Moderators. They were trained to achieve action means of reaching decision 
among group members and engage in participatory efforts toward solving problems. 
 The Junior Secondary School (JSS) Social Studies and Civic Education Syllabi was obtained, 
the crime prevention concepts were identified. The concepts that were identified are: citizenship, ICT, 
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problems of ICT, social issues and problems, negative behaviours, and values. JSS II Social Studies 
and Civic teachers were interviewed in each of the experimental schools to discover the method used 
to teach Crime Prevention concepts in the consulted syllabi. Some of the students in the experimental 
groups were selected randomly and interviewed.  
Establishing the Objectives and Contents of the Cyber Crime Prevention Programme through 
Action Approach 

The objectives and contents of the Action Cyber Crime Prevention Programme were 
developed collaboratively during the focus groups discussion. The selected JSS 2 students in the 
experimental schools engaged in the focus group discussion.  
Focus Group Discussion  
 The focus group discussion was used to establish the objectives and contents of the Action 
Cyber Crime Prevention Programme. The focus group discussion took place in each of the three 
schools in the experimental group. Each focus group was made up of eight to ten participants. All the 
focus groups in each school had their discussion sessions simultaneously. The duration of the focus 
group discussion was two weeks. The outline for the focus group discussion was:  introduction, 
setting the ground rules, overview of the topic, questions, discussion, and summary.  
Validation of the Action Cyber Crime Prevention Programme   
 The developed Action Cyber Crime Prevention Programme was validated in each 
experimental school with the establishment of Cyber Crime Prevention Club. The validation involves 
the following steps:   
Drafting the Cyber Crime Prevention Club’s Constitution  
 The research assistants and the cooperating teachers educated the participants on the 
importance of drafting a constitution to guide the activities of the Cyber Crime Prevention Club. In 
each experimental school, copies of draft constitution prepared by the researcher were given to the 
participants, who grouped themselves and review every item in the draft constitution with the 
assistance of the participating teacher. The President of each review group later presented the 
positions of each group to all the participants. The participants harmonized the positions of each 
group on each item by consensus or voting. The participating teacher collected the harmonized 
constitution and read out the contents and called for motion to adopt the reviewed draft of the 
constitution, which the participants did. It could be observed that some marked differences exist in the 
contents of the constitution of each school, consequent on the peculiarities of each experimental 
school. 
Election of Club Executives and Executive Meetings   
 The participants elected one to two students as electoral officer/officers in each school who 
conducted the election with the assistance of the researcher, participating teachers and research 
assistant students were asked to nominate candidates for each post, while the nominated candidates 
were given a day to campaign and sell their manifestos to their colleagues. The election took place a 
day after campaign in each experimental school, the electoral officers counted the votes, collated the 
results and announced immediately. The electoral officers in consultation with the participating 
teacher nullified elections into some positions in two of the three experimental schools where the 
number of votes casted, exceeded the accredited voters. The electoral officers re-conducted such 
elections, counted, re-collated and announced the results immediately.  
 The elected club executives were presented to the participants in each experimental school. In 
each school, the executives met, deliberated and decided on inauguration of the club, and inaugural 
meeting of the club. 
Inauguration of the Action Cyber Crime Prevention Club  
 The Cyber Crime Prevention club was formally inaugurated in each school with the 
participating teacher who became the club staff Adviser, and Principal, who became the patron in 
attendance or represented by the Vice Principal. During the inauguration ceremony, the researcher 
mentioned the benefits that the participants and their schools could derive from selfless participation 
in the activities of the club such as acquisition of knowledge for effective crime prevention in the 
cyber space. The researcher presented a notice board, files, and banners to the club in each school, to 
enable the club take-up effectively.  
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Inaugural Meeting of the Cyber Crime Prevention Club  
  After the inauguration of the Cyber Crime Prevention Club in each experimental school, the 
clubs conveyed the inaugural meetings to discuss programmes the club would carry out and strategies 
to adopt in encouraging other students to join the club next academic session.  
Lecture  
 Two lectures were organized for the Cyber Crime Prevention Club in each experimental 
school. The first lecture examined communication, ICT and Problems of ICT’. A lecturer from 
Adekunle Ajasin University, Akungba who was invited to ‘IT Security Conferences for the Next 
Generation’ in Malaysia and Germany to present his research on cyber crime prevention delivered the 
lecture in each experimental school. The students were grouped, each group had at least two laptops 
connected to the internet throughout the duration the lecture lasted. It was observed during the first 
lecture that participants with high computer literacy and competency helped their low and moderate 
computer literate colleagues to navigate through difficult computer tasks.  
 The second lecture centred on citizenship and negative behaviours. A High Court Magistrate 
and Legal practitioner delegated by Ondo State Judiciary spoke on ‘What the Nigerian Judiciary, 
Police force, and Nigeria Prisons’ does to Cyber Crime offenders. The legal practitioner taught for 
twelve years in the secondary school cadre before joining the bar, this enable him to sequence the 
lecture he gave to the students. 
Drama  
 The Cyber Crime Prevention Club in each school staged a drama titled ‘Food by Deceit’ to 
educate the students who were non-club members and teachers on cyber crime prevention. The drama 
chronicled the life of Raymond, a young promising chap that got entangled in web of ‘Yahoo Yahoo’ 
(Cyber Crimes) syndrome which ultimately sent him to the abysmal dungeon of cul-de-sac. Students 
in one of the experimental schools composed a song titled ‘E ma Yahoo’ meaning ‘do not involve in 
Yahoo Yahoo’.    
Debate  
 The participants in each experimental school had debate on the topic ‘ICT has done more 
harm than good to humanity’. In each school, the President, vice-President and Editor-In-Chief 
debated on the topic with three non-executive members of the Cyber Crime Prevention Club.   
Post Test 

The treatment lasted for ten weeks in the experimental schools. The researcher subsequently 
administered the instruments on the participants in the experimental and control schools. 
Method of Data Analysis 

The quantitative data was collated, coded and analyzed using Analysis of Covariance 
(ANCOVA). The Multiple Classification Analysis was employed to determine the magnitude of 
performances across the groups. A line graph was used to disentangle significant interaction effects. 
Results 
Hypothesis: There is no significant main effect of treatment on students’ attitude to cyber crime 
prevention. 

Table 2: Summary of ANCOVA of Posttest Attitude Scores by Treatment, Gender and Computer Literacy 
Source of Variance                                Hierarchical Method 

Sum of 
Squares 

     Df Mean 
Square 

F        Sig 

Covariates                           PREATT 
Main Effects                       (Combined) 

                                            TREATMENT     
                                            GENDER   

                                            COMPTLIT    
2-Way Interactions             (Combined) 
                                         TRTMENT * 

GENDER 
                                         TRTMENT * 

COMPTLIT 
                                         GENDER * 

COMPTLIT 
3-Way Interactions           

  8029.586 
12021.196 
11618.533 
        8.055 
     394.609 
     711.911 
         4.283 
     151.950 
     465.427 
       81.894 

 
 20844.587 
 14971.193 

1 
4 
1 
1 
2 
5 
1 
2 
2 
2 
 

12 
205 

  8029.586 
  3005.299 
11618.533 
        8.055 
    197.304 
    142.382 
        4.283 
      75.975 
     232.713 
       40.947 

 
   1737.049 
       73.030 

109.949 
   41.151 
 159.092 
       .110 
      2.702 
     1.950 
     .059 

      1.040 
       3.187 
       .561 

 
    23.785 

     .000 
     .000 

     .000* 
     .740 
     .069 
     .088 
     .809 
     .355 
     .043 
     .572 

 
     .000 
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TRTMENT*GENDER* 
                                          COMPTLIT 

Model  
Residual              
  Total 

 35815.780 217      165.050 

* Significant at p < 0.05 
 

Table 4.4 shows that there is significant main effect of treatment on students’ attitude to cyber 
crime prevention (F (1;205) = 159.092; p<.05).This means that the difference in the attitude of students 
exposed to Action Cyber Crime Prevention Programme and their control group counterparts is 
significant. Hypothesis 1b is, therefore, rejected.  

Table 3: MCA of Posttest Attitude Scores by Treatment, Gender and Computer Literacy 
Grand Mean = 64.89 

Variable + Category N     Predicted Mean Deviation    
Eta              

Bet
a Unadju

sted 
Adjus

ted for 
factors 
and 
covariates 

Unadju
sted 

Adjust
ed for 
factors 
and 
covariates 

TREATMENT   Cyber 
Crime 

                            Prevention 
Prog 

                            
                            Control 

   
75 

 
 
1

43 

77.09 
 
 
58.50 

75.19 
 
 
59.49 

12.19 
 
 
-6.39 

10.29 
 
 
-5.40 

 
.

689 

 
.58

2 

GENDER            Male  
                            Female 

1
08 

1
10 

65.03 
64.77 

64.45 
65.34 

 .13 
-.13 

-.45 
  .44 

.
010 

.03
5 

COMPUTER      Low 
 LITERACY      Moderate 
                           High 

  
98 

  
86 

  
34 

61.46 
65.81 
72.50 

63.39 
65.82 
66.93 

-3.44 
    .91 
  7.60 

-.1.51 
    .92 
2.03 

 
.

299 

 
.11

0 

                            R= .748 
                           R Squared= .560 

 
Table 4.5 shows that students exposed to the Action Cyber Crime Prevention Programme had 

higher adjusted posttest attitude mean score ( x =75.19; Dev. =10.29) than their control group 
counterparts ( x =59.49; Dev. = 5.40). To this end, the Action Cyber Crime Prevention Programme 
was more effective than the conventional teaching. 
Discussion 
 Results obtained shows that the students’ exposed to the Action Cyber Crime Prevention 
Programme obtained higher adjusted posttest attitude mean scores. The programme proved effective 
to the conventional lecture method, consequent on the relevance of the programme and retention of 
the participatory activities that allowed students to hear their views, learn from their colleagues and 
the support of the school and teachers for the programme. The Action Cyber Crime Prevention 
Programme was more effective because the learners were at the centre of the action activities; hence 
prevention attitudes were developed effectively.  
Conclusion  
 This study has established that the action Cyber Crime Prevention Programme is effective at 
enhancing students’ knowledge of crime prevention and attitude to cyber crime prevention. The 
programme can be used to not only foster the learning of cyber crime prevention concepts, but attitude 
to cyber crime prevention irrespective of students’ gender and computer literacy level. Consequent on 
the findings of the study, it could be concluded that the Action Cyber Crime Prevention Programme 
have great potentials at enhancing students’ attainment in crime prevention concepts and attitude to 
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cyber crime prevention. The participatory action research paradigm adopted to develop the Action 
Cyber Crime Prevention Programme changed the learning landscape of the students not only from 
torture to fun but from instruction to discovery which developed in the students civic values and skills 
that would enable them to shun on-line activities that may project the image of Nigeria in a bad light. 
The formation of the Cyber Crime Prevention Clubs to sensitive members of the school community 
and public at large on dangers inherent in cyber crimes developed in the students civic values and 
skills like cooperation, unity, love, sympathy, consideration of others welfare, selflessness, hardwork, 
positive use of knowledge, honesty, obedience, respect, fair play, patience and loyalty. In this case, 
Civic Education and social studies teachers should make conscious efforts to utilize the Action Cyber 
Crime Prevention Programme when teaching crime prevention concepts in Civic Education and 
Social Studies. Also, the government and relevant agencies and professional associations should 
organize regular workshops and in-service teacher education programmes for social studies and civil 
education through which emerging issues could be discussed. Schools should also put in place 
facilities that can encourage students to participate in non formal research activities. 
Implications for Teacher Education 

This study developed and validated an Action Cyber Crime Prevention Programme for 
secondary school students in Ondo-State, Nigeria, consequent on the growing concern at finding 
solutions to the incidences of cyber crime among school – age children in Nigeria. The students were 
encouraged to develop a Cyber Crime Prevention Programme through the bottom-up approach that 
could be used to educate students’ against involvement in cyber crimes. The findings of the study 
show that the sustained implementation of the programme would enable the students to inculcate good 
values while roaming the cyber space through the internet.  

Another major implication of this study is the acquiring of the values and traits of group roles 
like positive use of knowledge, patience, consideration of others, cooperation, love, unity and loyalty 
by the students. The action approach adopted helped the students to acquire these values, thus 
showing the importance of participatory approach in equipping learners with values and traits 
requisite for effective cyber crime prevention. This finding shows the need to adopt to adopt the 
participatory approach to complement the conventional method used to teach Civic Education and 
Social Studies in Nigerian secondary schools.    

In addition to these, curriculum planners could adopt the participatory approach used in this 
study for curriculum development in order to involve students, who would benefit from such 
educational programme to participate in designing the programme. The ‘Bottom-up’ approach, rather 
than the top-down approach should not only be used to develop Civic Education and Social Studies 
curriculum, but to teach the subjects consequent on the trans-disciplinary nature of Civic Education 
and Social Studies.   
 The Action Cyber Crime Prevention Programme is recommended to teachers for educating 
secondary school students in Nigeria on Cyber Crime prevention. Students should be encouraged by 
the teachers to construct personal ideas, identify conceptions and misconceptions and allowed to 
correct their misconceptions when learning crime prevention concepts in Civic Education and Social 
Studies Education. Government should empower teachers with participatory learning facilities in 
secondary schools and adopt bottom up approach in developing curricula in Civic Education and 
Social Studies. Government could also use the Action Cyber Crime Prevention Programme to train 
commercial cyber café operators on the risks of indulging secondary school students who use Internet 
to defraud foreign nationals. 
 The views represented in this paper, and any errors that accompany them, are, of course, ours. 
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Abstract: 
 Using the internet is more than a trend if we are to acknowledge the fact that it does not only 
shape its users, but it also reflects the changes that take place at a social level through everything that 
the user itself gives back to the network, through users interactions in virtual space, through 
consumption and demands virtually stated etc. As we pass from searching to sharing, playing or 
shopping on-line, we realize that between these theoretically distinct actions the boundaries blur. We 
identify this movement towards unclearness all around us and more and more profound lately (for 
example, in guerilla theatre or multifunctional buildings). In this context, the virtual museum, 
eMuseum or online museum are exhibition forms that further expand, blur, interweave defining 
characteristics of the museum with other kinds of activities not rarely considered opposed to it.  
Many museums have already added up to their physical exhibitions virtual tours or on-line exhibitions 
(some even created especially for the internet). The experiential differences between on-line/on-site 
museums are many and important, answering to different needs. However, all the more so as we admit 
that, by visiting an exhibition, we do not only experience the display layout, but also the space itself, 
we can further ask ourselves what happens with the curatorial discourse and architecture in virtual 
space. The aim of this article is to find a response to this question by analyzing the place, role and 
impact of architecture in the case of virtual space museums.  

 
Key Words: Museum architecture, virtual space, discourse 
 
Introduction 

Nowadays, we tend to search for everything firstly on the internet. It’s easier, faster, more 
convenient and, depending on the website, it can also be quite reliable. The ceaseless technological 
upgrading facilitates the access to more and more complex information, but also to better 
communication and interaction activities which further became social demands and needs. Museums 
developed their websites in order to accommodate these facilities and even implemented their own 
programs which better responded to their new related missions (like, for example, those of addressing 
themselves to a broader audience, of allowing interpretation and negotiation of meaning and of 
becoming community involved). The ongoing Taking Part survey (“Taking Part 2012/13 Quarter 3: 
Statistical Release” 2013) shows that, in the case of museums, the digital engagement grew to 29.9% 
from 15.8% in 2005/6 and that the online visitors have been interested especially in finding out 
information about exhibitions, events and particular subjects, in ordering tickets and taking a virtual 
tour. These all new available features and their popularity further raise questions about expectations, 
goals and better forms of communication between museums and their visitors: what do museums wish 
to offer and what do visitors wish to discover? In this context, we wish to interrogate the role that 
architecture yet plays and the way in which is hence uses, presented and understood.  

The blurring of the boundaries between leisure / education / consumption transforms the museum 
websites into places of (re)presentation / information / exhibition / marketing / kindling. As the 
compounding elements of the museum as an institution accumulate diverse meanings and purposes, 
the virtual space augments this trend through the various possibilities of utilization it offers. Museum 
websites can awake curiosity, encourage socialization and community involvement etc. Architecture 
can also be exploited differently (and partially it is), and uncovering its role in virtual space can lead 
to further developments which could help museums accomplish their newest established goals.  
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Museums on the web 
Museums gradually went from being the institution dedicated to the acquisition, preservation, 

conservation, research and display of human life vestiges to getting involved in the life of its visitors, 
crossing over its boundaries in an attempt to face constantly changing social, economical and political 
needs and desires. As Susan Crane states, the museum and its contents are even being shaped by these 
changes (Crane 2006), as we can see, for example, in the case of museums dedicated to communities 
(like immigrants for whom creating their own representational space means creating a benchmark, 
helping them to adapt to a new society while keeping their old values alive). Anyway, blurring the 
boundaries also meant expanding the museum branch to include enjoyment and social work activities, 
as well as interpreting the idea of museum in order to incorporate more conceptual, objectless, 
interactive and virtual exhibitions. Sharon Macdonald edited A Companion to Museum Studies 
(MacDonald 2006a) issuing from the expansion, in range and variability, of museum events and 
programs and from “the development of museum «franchises», «blockbuster» shows, iconic 
«landmark» architecture […], «superstar» museums […]) and «meta-museums»” (MacDonald 2006b, 
5) which must not only be understood as identity statements but also as activities aiming to be 
spectacular, promoting culture and symbols in the context of globalization.  

Virtual space museums take all these preoccupations even further while adding up their own aims 
and purposes. The evolution of museum concept and curatorial practices – the opening up towards a 
wider public, the shifts that took place from old to new museology, from simply displaying objects to 
introducing a narrative discourse and allowing the subjective interpretation of the exhibitions (see 
Fleming 2005, Psarra 2005, Hillier and Tzortzi 2006, Giebelhausen 2006), from considering the 
visitor as neutral and passive to his contemporary central and dynamic importance for the curatorial 
discourse (see Bollo and Dal Pozzolo 2005, MacDonald 2006b, Hooper-Greenhill 2006, Ravelli 2006) 
– all these led the way to go online. Museums started creating their own virtual pages and further to 
organize virtual tours and exhibitions, to see to their own blogs and to send and receive feeds in order 
to keep themselves and their public informed and up to date. Thus, the visitor can now participate not 
only physically and psychologically at the negotiation of meaning through “constructing, sharing and 
interpreting a range of content, attitudes and values” (Ravelli 2006, 3), but also virtually.  

In this train of thought, we can also refer to the social work of museums as many of the online 
programs developed extend the support offered to the individuals and communities related. What 
prevails in this case in the virtual space isn’t necessarily engaging with the exhibits, but with the 
others, let it be the museum personnel or other virtual visitors. Lois Silverman stated in The Social 
Work of Museums (2009) that museums serve the self, the close pair, the family and the group. Some 
of the ways of serving still remain valid online. For the self, for example, visiting a virtual museum 
might also facilitate relaxation and introspection (although less intense than in the case of an actual 
visit), but programs concerning health education, public health mobilization, enhancement of health 
care environments and public service, promotion of stability, support for change, social 
consciousness, religious and spiritual tolerance can easily be doubled online, promoted and even 
explained more thoroughly, encouraging participation and interaction (through comments) when 
possible. Communication, affiliation and membership, role enactment, personal storytelling can all 
even be enhanced online as former barriers fall (like those concerning physical distance or the 
reticence of opening one’s mind to someone face to face) while others rise (coming, for example, 
from the uncertainty and mystery in which the others are being entangled, thus from the psychical 
distance). The same happens for the group: the virtual museum offers resources for public 
communication, promotion of civic engagement, consciousness-raising, representation, intergroup 
contact and service, multigroup collaboration. The virtual space emphasizes the idea of museums as 
“public spaces in which definitions of cultures and their values may be actively contested and 
debated” (Mason 2006, 18).  

Anyway, not many of the online museums have also features implying human interaction. Some 
only concentrate upon presenting the institution, the collections and exhibition. Here we can also 
make a distinction between the interactive sites which make available virtual tours or objects and 
information self-handling and those which do not. The more complex a site is, the more we can talk 
about its role in a broader context. Michelle Henning (2006) advocates for the role of new media in 
organizing and structuring knowledge, in inverting the hierarchies between front and back regions of 
the museum. Although she refers mainly to the new media devices which accompany the actual 
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exhibit, frequently the same digital information (like database images, recordings, texts) can also be 
consulted online. Having access to such information may facilitate the self organization of museum 
collections according to preferences, desires or needs. The institutions thus renounce to their 
“traditional authoritative voice” and “break down disciplinary boundaries and hierarchical systems of 
cataloguing” (Witcomb 2003, 121). Henning also concludes that new media objects can model “ways 
of thinking and understanding which are non-hierarchical and decentralized, and privileging 
allegorical and arbitrary associations, correspondences, and resonances” (Henning 2006, 315).  

The true challenge of virtual museums is still at its beginning. Although the sites keep evolving, 
the same do the demands addressed to them. Ross Parry concludes at the Museums in the Information 
Age: Evolution or Extinction? debate, held at The Science Museum in London in 2012, that the future 
of museums in the information age will be social, situated, sensory and semantic. By social he refers 
to ultra-socialization and personalization, by situated – to providing specific content to the visitor 
based on his location, while sensory raises concerns about the changing relationship between humans 
and digital world, making it necessary for the museums to recognize and use accordingly the blurring 
of the boundary between digital and not-digital. The semantic evolutionary direction alludes to the 
ability to make online connections between items.  

Museum architecture developed as well, in line with all the fundamental transformations of the 
institution. The shift from old to new museology also meant changing architectural form, purpose and 
concepts “from public monument to spatial experience, from scientific centre to popular destination 
and landmark, and from forming a social event to shaping national and cultural aspirations” (Psarra 
2005, 81). The subsequent shift towards virtual museums will clearly put architecture in a new light. 
In this context, we wish to investigate, first of all, the role that architecture currently plays online for 
museums, opposite to the interplay between space and curatorial discourse on-site. The aim is that of 
spotting current strengths and weaknesses and thus to discover opportunities for further development. 
Anyway, it is clear now that in the center of any approach concerning museums will continue to be 
the individual as user, audience member, learner, customer (Parry in Museums in the Information 
Age: Evolution or Extinction? 2012), visitor, consumer.  
Museum architecture in virtual space 

By such comparison between the real and the virtual form of the same space we have to actually 
ask ourselves what is being gained and what is being lost by passing from one to the other. We best 
acknowledge the impact and importance of the real feel when the physical presence or absence strikes 
us (see Lawson 2001). Daveen Koh, a Cornell Daily Sun blogger, describes his revelation as follows:  

I remember being in a roomful of Monets at the Metropolitan Museum of Art this past 
summer, and all I could think of was that I was in a roomful of Monets. And perhaps, the 
hordes of tourists, saddled with large cameras, felt the same excitement. We were in the 
company of the famous. We were standing on sacred ground. (our emphazis, Koh 2012) 

We thus see not only the role played by the physical presence of objects and people in inducing a 
certain morale, but also the reference to space: the feeling of a roomful of Monets and saying that you 
stay on sacred ground, they both come clearly from the strong relationship between the paintings and 
the room they occupy. Anyway, we aren’t necessarily aware of the impact that the built environment 
has upon us. We do experience it, but our reaction to it is rather unconscious, affective, subjective, 
associative and contextual (see Moore 1979, Rapoport 1990 and Psarra 2009). 

In order to identify the role of architecture in on-line museums we shall first of all review the on-
site connections between exhibits and built environment. The space syntax theory seeks to uncover 
the interrelationship between spatial configuration and display and its impact upon the visitors’ route, 
exhibit experimentation and interpretation (see Hillier and Tzortzi 2006). Kali Tzortzi (2007) 
questions the junction of curatorial decisions and space. She states that a) space can be exploited in 
order to amplify the display; b) the layout of objects can emphasize the spatial characteristics; c) 
space can be neutrally treated. Either way, space is being experimented as well, beside the exhibit, 
and it influences the subjective perception and interpretation of the museal space.  

Some of the questions that Bill Hillier and Kali Tzortzi (2006) pose in regard to spatial design vs. 
museum layout change online, while others vanish. It doesn’t make sense anymore to ask ourselves if 
the spatial design does “make a difference to how a gallery works as a social space” (Hillier and 
Tzortzi 2006, 282) as long as the halls of the museums are empty and frozen in the virtual tours. As 
for the experience of visiting (if we can still consider it an experience), can we say that the spatial 
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organization into sequences shape that experimentation and influence the further movement? At least, 
this last question isn’t entirely out of place online, as long as the sequences of virtual tours are even 
easier to detect and the movement isn’t bound to an itinerancy anymore. Anyway, the space syntax 
theory represents a good reference point in identifying the changing role of architecture in virtual 
museums. Starting from one of the two basic ideas of the theory – “space is not just the background to 
human activity and experience, but an intrinsic aspect of it” (authors’ emphasis, Hillier and Tzortzi 
2006, 283) – raises the first challenge in our inquiry, the answer to the question: is the architecture of 
virtual space museums only a background? To answer that, we shall first of all review the forms, aims 
and impact of museum architecture online.  

David Fleming (2005) wonders where does the museum space begin and ascertains that “[t]he 
whole point of marketing and publicity, and image-building and branding, is to prepare people to 
make contact with a museum” (Fleming 2005, 55) Thus, he uncovers the idea of a psychological 
space of each museum in which you enter way before the visit, or even before deciding to take the 
visit. As an extreme example we can take the excessively marketized Guggenheim Bilbao. As a 
cultural facility, housed inside an iconic structure, the museum had the role of enhancing Bilbao’s 
visibility and value at an international level (Plaza, Haarich, and Waldron 2012). The image of the 
spectacular building designed by Frank Gehry has been heavily used by mass-media, thus creating a 
very good name awareness not through artworks but through architecture (Caldwell 2000). Even on 
the http://www.guggenheim.org/bilbao main page, the cover photography depicts a general exterior 
view of the museum, accompanied by few lines praising the uniqueness of the structure. The purpose 
of using the image of the building has been, first of all, an economical one, aiming at attracting 
tourists and investors capable of renewing the city. Through these images, people got familiar with the 
museum even if, at that time, they had no intention of visiting Bilbao or the Guggenheim. Similar 
examples of museums presenting the history and architectural concepts of their iconic building are: 
The Jewish Museum in Berlin, designed by Daniel Libeskind (http://www.jmberlin.de/main/EN/04-
About-The-Museum/01-Architecture/00-architecture.php), Tate Modern in London, designed by 
Herzog & de Meuron  (http://www.tate.org.uk/about/who-we-are/history-of-tate), MAXXI – The 
National Museum of the 21st Century Arts in Rome, designed by Zaha Hadid 
(http://www.fondazionemaxxi.it/museo/progetto-architettonico/?lang=en) etc. Less extreme is the 
case of any other virtual space museum which presents, on its own website, images with the building 
and the exhibits, wishing rather to make the future visitors acquainted with the museum and not to sell 
itself through architecture. 

Another way of presenting the physical image of the museum online is through the virtual tours. 
Much more elaborated and detailed than the simple images, the virtual tours offer the possibility of 
moving throughout the exhibition halls, of zooming in and out, of looking around, up and down, 
dependent on the available technology. This facility allows access to the museum halls and collections 
to anyone who possesses an internet connection, the adequate hardware and software and, last but not 
least, the skills to manipulate the programs employed. Thus, although the virtual tours are spatial 
boundary breakers they can also limit access for certain people. Lianne Mctavish (2006) analyses the 
experience of visiting an online museum and she notes as strengths the transgression of physical 
boundaries by jumping between halls and floors and the absence of coercion when it comes to 
following a path. On the other hand she acknowledges the limits of the dynamic movement offered by 
virtual reality museums, as you have to choose your place from preset positions. A very important 
aspect in online museums is that “[v]irtual viewers are offered a limited bodily experience, which 
stresses visual (and occasionally also aural) perception.” (Mctavish 2006, 233) Anyway, this 
compensation is rather contradictory. On the one hand, the empty halls, disembarrassed of the others, 
their behavior or their remarks, stress the individual engagement with the objects displayed, but on the 
other hand they neglect the role the others play in understanding, learning, socializing etc. In the same 
time, the space recreated online is elusory and, by being emphasized, it actually draws the attention 
from the objects towards insignificant details. The result is that “[a]s details take precedence, the main 
subject of virtual galleries becomes less clear; distinctions between foreground and background are 
blurred. The boundaries of art works are implicitly questioned” (Mctavish 2006, 231). 

In the physical space of museums, the interrelationship between architecture and curatorial 
discourse is being assessed depending on “fundamental spatial qualities – such as, hierarchy, axiality 
and perspective – and key configurational properties – as, for instance, integration, connectivity and 
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control” (author’s emphasis, Tzortzi 2007, 72.7). Hierarchy, axiality and perspective are less opened 
to interpretation online. The lack of movement liberty, except between fixed points, blurs the visitors’ 
own searches and discoveries and it hinders the shaping of a full spatial understanding. It is also 
harder to get a sense of orientation through the mediation of mouse clicks. Sophia Psarra asserts that 
“the relationship between geometric and spatial properties can be understood as based on the varying 
degree of geometrical control over the potential for variance in the structure of visual fields observed 
with bodily movement” (author’s emphasis, Psarra 2009, 227). Online, the bodily movement, as well 
as the visual fields, are mediated and limited. If we also consider the lack of human scale and the lack 
of temporal dimensions usually mediated through the narrative (see Silverstone 2002), we see that the 
sense of space and time are both distorted. However, the curators have the chance of framing online 
the perspectives, installations and objects that stress the most the curatorial desires and discourse. 
Integration and connectivity are being limited as well and bound to the same fixed positions. The 
sudden pass from one point to the other cancels the fluency of the physical space. The liberty of not 
respecting a certain path and of jumping between halls gives much more control to the virtual visitor, 
but it also makes much more difficult the understanding of the general layout and the perception of 
spatial characteristics related to it. We can thus say that museum virtual tours rather emphasize the 
objects by themselves. For example, The National Museum of the Romanian Peasant in Bucharest has 
a curatorial discourse based on the relationship between the layout of the objects and the spatial 
configuration (see Sfinteş 2012). The visual and spatial integration complete the search driven 
narrative discourse (see Bernea, Nicolau, and Huluţă 2001). It is obvious that the creators of the 
virtual tour (http://www.tur.muzeultaranuluiroman.ro/) tried to catch, in images, the interrelationship 
between halls, strong/weak objects, installations and space, but frequently the spatial characteristics 
(like the narrow spaces) led to unpleasant skews which actually harm the reading of the space. 
Consequently, the attention is driven towards objects, separately. The Smithsonian National Museum 
of Natural History in Washington D.C. (http://www.mnh.si.edu/vtp/1-desktop/) and The Louvre 
(http://www.louvre.fr/en/visites-en-ligne) in Paris both have great panoramic virtual tours, with high 
resolution images, but they still cannot be compared with the dramatic physical experimentation of 
space and exhibition. This only comes to emphasize the fact that virtual tours aren’t meant to 
substitute the actual visit, but rather to bestir curiosity and to better prepare the visitor for it, as “[t]he 
emotive experience of seeing the real requires the real and no surrogate will do” (Knell 2003, 140).  

However, there are many examples of well established museums which do not offer virtual tours. 
Instead, they oriented themselves towards social networks. Particularly important in our analysis is the 
video streaming on YouTube. Short videos, eventually available also on the museum website, present 
different aspects of the exhibition, sometimes better capturing architectural details and the curatorial 
decisions regarding the relationship between space and layout. Adding sounds and speeches related to 
the images, the short films augment the degree of understanding as wished by curators, while 
diminishing the freedom of movement, albeit limited, available in the virtual tours. However, 
although you can get a better sense of spatial characteristics (because of the skew correction, the 
human scale, the various perspectives upon the same objects or installations), orienting yourself can 
still be difficult as you no longer have access to a larger context. A few museums using video 
streaming on YouTube are: MAXXI – The National Museum of the 21st Century Arts 
(http://www.youtube.com/user/MuseoMAXXI), Musée de Quai Branly in Paris 
(http://www.youtube.com/user/quaibranly) and The Jewish Museum in Berlin 
(http://www.youtube.com/user/jewishmuseumberlin). They all have videos taking into consideration 
(on various degrees) the building as well. Although it might be perceived rather as background, it 
cannot be ignored, thus contributing to a more thorough understanding of the exhibition. The 
enactment can even highlight less obvious aspects and encourage new readings. 
Conclusion 

The museum evolution towards new forms and concepts is regarded by many with fear and seen 
as a decline and an alienation from the main purposes of acquiring, preserving, conserving, 
researching and displaying material and immaterial evidences of human life. Entertainment and 
consumption become key features, interfering “with the purity of the cultural experience” (Fleming 
2005, 59) and transforming the museum into “a place in which culture is exploited in order to create 
turnover” (Lampugnani 2006, 252). Online museums don’t go far from this trend, promoting 
entertaining and commercial events, but they also extend their limits virtually thus making their 
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exhibitions and activities known to a broader audience. On the other hand, we saw that online the 
individual engagement with the objects can even grow and the exhibits can regain their central 
position. Clearly the on-site experience still has major advantages compared to the on-line visit, but 
depending on each one’s needs that led to accessing virtual space museums, different features can be 
found helpful and even lead to the later (re)turn to the physical space. In other words, as Michelle 
Henning says, “New media’s greatest promise is to be found […] in the part it plays in a return to 
curiosity” (Henning 2006, 316). We cannot expect from virtual museums to be able to replace the 
actual experience, but we also cannot ignore the opportunities they offer, from reaching people unable 
to physically visit and keeping their public informed to putting their collections into a new light and 
expanding their goals and missions far beyond their physical reach. Going online is a “win some, lose 
some” situation. The question that rises then is: how should the virtual space be exploited in order to 
offer a unique, diverse experience, related to the aims of the institution and to the needs and 
expectations of its online visitors?  

In this article we concentrated upon the architecture of virtual space museums. We saw that 
pictures depicting the building are used on the internet in order to familiarize the future visitors with 
the building or to create a better name awareness through the connection established with the iconic 
structures (when the case) rather than with the works of art. Virtual tours get closer to illustrating the 
whole experience of visiting (objects, display, space, layout etc.), bur the difficulties encounter in 
manipulating the software, the limited quantity of information made available due to economical 
reasons (less objects presented) as well as the technological deficiencies are real drawbacks. Based on 
the above analysis, we consider that architecture and its relationship with the exhibition are best 
understood in videos. In this case, even if we do not have access to the whole museums but rather to 
small areas, the presentation is usually better detailed, which makes the reading more thorough. The 
producer/curator has the opportunity of choosing the best angles for an object or an installation, by 
contrast with the spots, capturing the most information in a spin, used in virtual tours. Anyway, the 
reasons for entering a museum website may vary greatly, as the reasons for searching museum 
architectural instances online. Different features answer different needs and sometimes we need to see 
the same aspects from different angles for a better understanding. As long as architecture is an 
intrinsic aspect of “human activity and experience” and not just a background (Hillier and Tzortzi 
2006, 283), maybe we should try to capture it and its interaction (influence and transformations) with 
humans online also. Further online programs and upgraded virtual tours might incorporate, for 
example, sounds taken from the site (and we shall acknowledge the fact that sound is very important 
in reading space), human scale and interaction, panoramic views which better transform 2D images 
into 3D and 4D. A good example to follow might be the games industry which already developed 
online games with real time human interaction, but this idea itself could steer long debates as 
museums have to continually negotiate their “proper” (Mctavish 2006, 229) social role. 
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Abstract: 

This research focused on inserting a computer-generated element into live-action footage and 
replacing unwanted existing objects in the footage. In addition, creating a realistic and seamless visual 
representation in the field of digital compositing. The purpose of this paper is to cover a detailed 
working process of digital compositing in order to clarify the production process and provide a clear 
idea for those entry-level artists to improve an overall understanding of the digital compositing and 
visual effects and hopefully inspire further collaboration and participants particularly between 
academia and industry.  
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Introduction 

Along with the increase of digital compositing in feature films, the role of digital compositors 
has become of unprecedented importance. Compositors thus sit at the core of most image 
manipulation pipelines. In order to meet the needs of the visual effects industry, universities, art and 
film schools have established relevant professional courses in recent years. Nevertheless, current 
educational concepts still need to promote a sound scientific understanding in order to steer entry-
level visual effects artists in the right direction. 

This study has addressed several main factors from the perspective of theory and practice. As 
a general discussion, the research briefly outlines the historical perspectives of digital compositing, 
and continues to investigate the current situation of the digital compositing and visual effects industry. 
Subsequently as an experiment, a vintage film clip with complicated character movement was 
utilized. In the section concerning footage analysis, the research explores all possible working 
difficulties. In order to clarify this production process, a vintage film – The Lavendar Hill mob (1951) 
has been chosen for this experimental project, the researcher intends to integrate a CGI element into 
the film footage seamlessly. Through a series of practical aspects, the study covered analyses and 
discussions on analyzing footage, rotoscoping, producing clean plates, 3D camera tracking, creating 
CGI models, setting virtual lights, animating, rendering and final compositing, etc, and furthermore, 
the quality of the final project is intended not only for the purpose of demonstration, but also to reach 
a level of professionalism in line with current industry standards. 
Definition Of Digital Compositing 

Digital compositing is closely related to photomontage and the digital manipulation of 
multiple images (moving sequences or still images) into an integrated and seamless whole. 

Photomontage is the process of cutting and joining photographic sources in order to recreate a 
series of photographic prints. The most famous photomontage The Two Ways of Life was created in 
1857 [1]. Followed shortly by a photograph called “Fading Away” (H.P. Robinson) [2] that was 
produced by a photographer Henry Peach Robinson in 1858. These series of works actively set out to 
challenge the then-dominant medium of paint and other forms of photography. In today’s digital 
world, the traditional method of photomontage is realized through image editing software employed 
to reproduce a photo- realistic image. Instead of relying solely on a specific effect, a successful digital 
composite is able to make a particular shot look real. In other words, the goal of compositing is 
making all the elements (background plate, CGI elements, matte paintings, etc.) look like they were 
shot by the same camera under the same lighting conditions and existing in a same real world 
location. 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

246 
 

Color images represent the full range of colors with red, green and blue components. A full 
range of the visible spectrum can be represented by using a combination of these three primary colors 
at different intensities, and moreover every single channel contains black and white data information 
[3]. Thus these channels can be thought of as monochrome images in their own channel. In digital 
images, every single pixel of each channel can be represented by an arbitrary number of bits. 
Typically each of these channels has 8 bits. The fourth channel, an additional channel which stores 
opacity of the color can be used as a matte (an alternative name for the matte is the ‘alpha 
channel’)[4]. The concept of the alpha channel was introduced by A.R.Smith in the late 1970s 
(Wikipedia, 2010) [5] and subsequently fully developed by Thomas Porter and Tom Duff in 1984 [6]. 
They used RGBA to indicate these four channels. Alpha has a value be- tween 0 and 1. A value of 0 
means that the pixel is transparent, but on the other hand, a value of 1 means that the pixel is 100 
percent opaque. In mathematics, any number times 0 equals to zero and conversely, 1 multi- plies any 
number will remain the result unchanged. In computer-generated images (CGI), if an image contains 
an alpha channel, it is usually referred to as a pre-multiplied image. For instance, if an image has 
value at 0.0,0.5,0.0,0.5 (R,G,B and Alpha), it implies a half green image with a 50% transparent alpha 
channel on it. If the color were fully green, its RGB channels would be (0.0,1,0.0) [7]. A pre-
multiplied image is one where the RGB channels have been multiplied by the alpha channel. This 
means it is a four-channel image in which the red, green and blue channels have already been multi- 
plied by the integrated matte (alpha) channel. The R.G.B channels of a pre-multiplied image will 
never have a higher value than its alpha channel. 
Research Methods And Findings 
 The goal of this project is to explore a systematic process of inserting CGI elements into 
digital moving images, with the aim of producing a seamless and photo- realistic composite. 
Project Concept 

The project will explore and examine issues from erasing unwanted parts from the footage and 
making clean plates, to the entire complex process of 2d tracking, 3d camera match moving, building 
3d models, multi-pass rendering and integrating CGI elements into the original footage in order to 
seamlessly replace one existing object in the footage. As an example, one object on the original 
footage will be completely removed and replaced with a CG coke glass bottle by the end of this 
project. Through a detailed discussion and demonstration, the study will clearly reveal a series of 
processes undertaken to replace objects and insert CG elements in feature films. 
Footage Analysis 

The overall length of this project is approximately in 16 seconds (00:00:16:00) and it was 
captured as a PAL TV broadcast format. The following image (Fig 1.) shows one frame of the entire 
clip. The object - toy Eiffel Tower in the man’s hand will be replaced by a CG coke bottle. 

 

 
Figure 1.  One snapped image at frame 150. 

 Working range of this project is 55 frames long (frame 130 – frame 185), however, the 
difficulties on this part are fairly challenging. Fig 2. Indicates a number of unwanted objects, which 
have been marked at frame 165. Creating a clean plate for the luggage case (inside part). This is 
because the character grabs one toy from the opened brief case. A clean empty space is needed after 
erasing the toy from its original position. In addition, several places also need clean plates, such as 
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shadow of the toy on the wall and the man’s chest when he was passing the toys from one person to 
another. Fig 3. Shows these unwanted objects in three different frames. 
 

 
Figure 2.  Shows a series of key frames between frame 130 and 185. 

 

 
Figure 3.  Shows a number of unwanted objects, which need to be removed in order of create a clean plate. 

Creating Mattes and Clean Plates 
 Creating mattes and clean plates is a tedious process, however, mattes and clean plates are 
essential elements in digital compositing, especially for producing a photo- realistic composite. 
Rotoscoping [8] is one of the main tasks in this project, which will directly determine the success of 
the final result. Rotoscoping started from frame 130 and finished at 185 frames for most objects in the 
scene. The compositor had to repeatedly roto every object, which overlapped with the target frame by 
frame within frame 130 to 185. Because the position of the target is in a medium shot, it therefore 
required highly accurate mattes, otherwise the final composite would reveal the edges of the original 
background around the mattes. Fig 4. Shows a pair of finished mattes.  
 

 
Figure 4.  Shows two finished mattes, which are used for bringing objects back to their original position after 

compositing. 
 

The clean plates were created using a “Time Offset” method. The concept of this method is to 
take advantage of the time offset between each movement of the objects. For instance, if an object 
moves from position A to B from frame 100 to 150, it means the position of frame 100 is empty and 
clean when the object has moved to frame 150. Fig 5. Shows the result of creating clean patches 
(Left) and a completed clean plate (Right) 
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Figure 5.  Shows the result of creating clean patches (Left) and a completed clean plate (Right) at frame 150. 

3D Camera Tracking 
 3D camera tracking is an important section. CG elements need to have the same camera lens 
distortion when composite with live-action footage in order to look as they were shot by the exactly 
the same camera at the same time [9]. In 3D tracking section, the original plate needs to be 
undistorted before the 3D matching tasks. See Fig 6. 

 
Figure 6.  Shows a match moving scene with 3D tracking data. 

Creating CG Elements 
 The footage - The Lavender Hill Mob was filmed in 1951. If a CG coke bottle is replaced into 
the scene, we need to ensure that the shape of CG glass bottle matches the style of the coke bottle in 
1951. Such details are fairly important in compositing. In some cases a small detail can bring an entire 
scene back to life. The name of coke bottle from 1951 to 1958 was called ‘Hobbleskirt Coke, 6 FL 
OZ’ [10], it was embossed with the Coca-Cola logo and capped with a white and red cap. See Fig 7. 
 

 
Figure 7.  Shows the style of the coke bottle in 1951, and a CG coke bottle model (Right) based on this bottle. 

Multi-pass Rendering 
Caustics  
 Caustics occur on transparent objects. When light rays pass through a transparent object, due 
to the principle of physical optics, light rays will be enveloped by the curvature of the surface of this 
object and projected onto another surface [11]. In computer graphics, caustics effect is accomplished 
by ray- tracing attributes through Mental Ray rendering engine of 3D applications, such as Maya. See 
Fig 8.  
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Figure 8.  Shows a comparison of examining caustics from a real glass coke bottle. 

 In 3D software, caustics rendering is based on the luminance value (luminance value must be 
higher than 0) of the shader attributes of the dummy CG object, these receive caustics from transparent 
objects. The issue is that if the caustics are to be received by CG surfaces, the luminance value of the 
CG surface must be 0. In compositing, 0 means completely transparent, any value above 0 means 
semi-transparent and 1 means 100% opaque, so if the value is 0 the rendered caustics can be compo- 
sited with live-action footage in digital compositing. However, there is a known issue with Maya the 
mental ray engine, which is not fully compatible with Maya nodes.  
 Test one: Test one was performed by applying a “Surface Shader” (the “Surface Shader” uses 
Maya default shading algorithms which black the object with a zero value) to the surface of a test CG 
object, then position this object behind a transparent character, the result of rendering was a fully black 
image without caustics cast on it. 
 Test two: In test two, a “Background Shader” was applied to the same surface of this testing 
CG objects (Background is a Maya shader, it leaves a transparent area around the outside of the test 
objects). It was assumed that this method would provide a result, which only rendered the caustics area 
and rest of the parts with a value of 0, so it could be used for compositing purposes. However, the 
result was not successful and good enough for digital compositing. 
 Solution: The solution for rendering an image with successful caustics on was to change the 
“Color” and “Weight” attributes of the shader, which is used for receiving caustic objects. In addition, 
the value of caustic Phones was increased to 3000000, photon intensity was increased to 800000 and 
the photon exponent value to was reduced to 0.01. The following image Fig 9. Shows a comparison 
result of creating caustics. Fig 10. Indicates an acceptable value of “Color” and “Weight” in Maya 
render attributes. 

 

 
Figure 9.  Shows a comparison result of creating caustics. 
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Figure 10.Multi-pass rendering 
 Multi-pass images give digital compositors a great deal of control over the look of the shot. 
Compositors can make an overall improvement to each pass as well as adjust the final composite more 
artistically. In addition, compositors can take advantage of a specific pass by interactively relighting 
the scene, adding motion blur or even retexturing the CG elements without spending extra time re-
rendering them in the 3D software. 
 The most often used multi-passes are: Beauty pass, diffuse pass, specular pass, reflection, 
refraction, shadow pass, depth pass, normal pass, ambient occlusion pass, ID pass, motion vector, etc. 
These separated render passes can be seamlessly combined together later on through the use of 
mathematic formulas in digital compositing software. See Fig 11. 
 

 
Figure 11. Shows a series of multipass images. 

Final Compositing 
 Once all the multi-pass images have been rendered compositors can make an overall 
improvement to each pass as well as adjust the final composite more artistically. With a full 
understanding of mathematical formulas of digital compositing and a strong aesthetic ability, a 
seamless composite will be created. Advanced compositing effects can be achieved by using an alpha 
channel with a series of math operations. The most common compositing operation is to combine 
image A (foreground) and B (Background) through a number of math formulas. However, at this stage 
of combining multi-passes the main operation formulas are: Over, Plus, Multiply [12]. 

Over operator  
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Over = (A x B) + [(1 – M) x B]                                    (1) 
 Over operator is the most often used formula in digital compositing. It takes image A on top of 
image B, by using a matte of image A. 
 First of all, the foreground image A is multiplied by its matte image, this allows the matte of A 
to cut out image A. As mentioned in previous sections, in digital compositing, black implies 0 and 
white is represented as 1. This step will produce an image with black areas around it. Once this cutout 
has been created the result is then added on the top of image B, which is an inverted matte of A 
multiplies image B (Background image).  

Plus operator  
Plus = A(r,g,b) ) + B(r,g,b)                                    (2) 

 It simply added two images together. The order in which two images are asymmetrical, and 
can be switched over. This operator usually uses for adding reflection pass, refraction pass, specular 
pass, etc. elements together. 
 Multiply operator Multiply operation will mostly use for Occlusion pass, which multiplied by a 
combination of other multi-pass images. The result can enrich soft shadow of CG objects and enhance 
the look of realism. 

Multiply = A x B                                                   (3) 
 

 
Figure 12. A comparison of original footage and the final composition. 

Conclusion 
This experimental project focused on the process of replacing an object with a CG object for 

feature films. Instead of defining a series of complicated theories the compositor attempted to cover a 
number of key steps through a piece of challenging vintage film material. The difficulties involved in 
using this footage are comparable to real VFX industry scenarios. 

By translating a series of complex theories into a practical study through one challenging real 
world example of digital compositing, the basic structure of the operating procedures of digital 
compositing have been laid out and a series of experimental results have been demonstrated. Although 
this study is finished, the technique of digital compositing and visual effects is still developing, and 
more realistic and breathtaking visual effects will be presented in the future in feature films. With the 
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aim of creating ever more lifelike visual effects the field of digital compositing will continually 
evolve in this way. 
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Abstract: 

SCADA (Supervisory Control and Data Acquisition System) systems were originally created 
to be deployed in non-networked environments. Therefore they lack of adequate security against 
Internet-based threats and cyber-related forensics. In recent years, SCADA systems have undergone a 
series of changes that might increase the risks to which they are exposed. Among these risks it can be 
observed that its increased connectivity may permit remote controls over the Internet, or the 
incorporation of general purpose tools, thus incorporating already known vulnerabilities of these. Any 
cyber-attack against SCADA systems demands forensic investigation to understand the cause and 
effects of the intrusion or disruption on such systems. However, a SCADA system has a critical 
requirement of being continuously operational and therefore a forensic investigator cannot turn off the 
SCADA system for data acquisition and analysis. This paper leads to the creation of a high level 
software application capable of detecting critical situations like abnormal changes of sensor reads, 
illegal penetrations, failures, physical memory content and abnormal traffic over the communication 
channel. One of the main challenges is to achieve the development of a tool that has minimal impact 
over the SCADA resources, during the data acquisition process. 

 
Key Words: Cyber security, SCADA, Live Forensics, Intrusion Detection 
 
Introduction 

The security of SCADA systems is especially relevant in the field of Critical Infrastructure. A 
failure of critical infrastructure could have direct impact for society to the extent of affecting entire 
nations and their environment. 

 Any government network infrastructure or industrial based SCADA (Supervisory Control 
and Data Acquisition) or DCS (Distributed Control Systems), designed to automate, monitor and 
control critical physical processes, including manufacturing and testing, electric transmission, fuel and 
water transport, is subject to potential attacks. 

Supervisory Control and Data Acquisition comprise all application solutions that collect 
measurements and operational data from locally and remotely controlled equipment. The data is 
processed to determine if the values are within tolerance levels and, if necessary, take corrective 
action to maintain stability and control. Its basic architecture comprises a centralized server or server 
farm, RTU (Remote Terminal Units) or PLC (Programmable Logic Controller) to manage devices; 
consoles from which operators monitor and control equipment and machinery. 

SCADA systems were originally created to be deployed in non-networked environments. 
Therefore they lack of adequate security against Internet-based threats and cyber-related forensics. 

Most industrial plants now employ networked process historian servers for storing process 
data and other possible business and process interfaces. The adoption of Ethernet and transmission 
control protocol/ Internet protocol TCP/IP for process control networks and wireless technologies 
such as IEEE 802.x and Bluetooth has further reduced the isolation of SCADA networks (Zhu, 
Anthony & Sastry, 2011). 

In recent years, SCADA systems have undergone a series of changes that might increase the 
risks to which they are exposed. Among these risks it can be observed that its increased connectivity 
may permit remote controls over the Internet, or the incorporation of general purpose tools, thus 
incorporating already known vulnerabilities of these. 
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SCADA systems, in particular, perform vital functions in national critical infrastructures, such 
as electric power distribution, oil and natural gas distribution, water and waste-water treatment, and 
transportation systems. They are also at the core of health-care devices, weapons systems, and 
transportation management. The disruption of these control systems could have a significant impact 
on public health, safety and lead to large economic losses (Cardenas, Amin, Huang, Lin & Sastry 
2011).  

As a consequence, there is an increasing interest in the security/forensic research community 
on SCADA systems. This is mostly due to the heightened focus of governments worldwide on 
protecting their critical infrastructures, including SCADA systems (Ahmed, Obermeier & Naedele, 
David, Chaugule & Campbell, 2012).  

Securing SCADA systems is a critical aspect of Smartgrid security. As sophisticated attacks 
continue to target industrial systems, the focus should be on planning and developing new security 
techniques that will adapt to the SCADA environment and protocols (Rodrigues, Best & Pendse, 
2011). 

Immediate needs identified in this area include the collection of evidence in the absence of 
persistent memory, hardware-based capture devices for control systems network audit trails, 
honeypots for control systems as part of the investigatory process, radio frequency forensics and 
intrusion detection systems for SCADA control systems (Nance, Hay & Bishop, 2009). However, 
post-mortem analysis tools require the investigator to shut down the system to inspect the contents of 
disks and identify artifacts of interest. This process breaks network connections and unmounts 
encrypted disks causing significant loss of potential evidence and possible disruption of critical 
systems (Chan & Venkataraman, 2010).  

Computer forensics relies on log events for searching evidence of a security incident. 
However, the massive amounts of generated events along a lack of standardize logs complicate the 
analyst tasks (Herrerias & Gomez, 2007). 

Digital forensics investigators are experiencing an increase in both the number and 
complexity of cases that require their attention. Most current digital forensic tools are designed to run 
on a single workstation, with the investigator issuing queries against copies of the acquired data 
evidence.  With current generation tools, the single workstation models works reasonably  well and 
allows  tolerable  case  turnaround times for small  forensic targets (for example < 40GB). For much 
larger targets, these tools are too slow to provide acceptable turnaround times (Richard & Roussev, 
2006). 

The challenge, however, is to mitigate the vulnerabilities that occur once a networked device 
becomes accessible from the internet. Attacks ranging from DDoS to backdoor intrusion are possible 
on industrial networks and power and SCADA systems. Although network firewalls can stop a 
significant amount of malicious traffic, there are several techniques hackers can use to bypass these 
security devices. The complexity of the infrastructure can make it difficult to detect malicious 
behavior (Rodrigues et al., 2011). 
Research Problem  

Any cyber-attack against SCADA systems demands forensic investigation to understand the 
cause and effects of the intrusion or disruption on such systems. However, a SCADA system has a 
critical requirement of being continuously operational and therefore a forensic investigator cannot 
turn off the SCADA system for data acquisition and analysis. Current forensic tools are limited by 
their inability to preserve the hardware and software state of a system during investigation.  
Research Goal and Target  

Process control systems (SCADA Systems) generated much discussion as an area that the 
security community recognizes as a security threat, but not yet perceived by industry to be as much of 
a threat. As a result, this field lags behind most technical fields in the area of security (Nance, Hay & 
Bishop, 2009). 

Study and research security vulnerabilities related to networked Supervisory Control and Data 
Acquisition (SCADA) systems, in order to develop a forensic computing model to support incident 
response and digital evidence collection process. Forensic investigation can play a vital role in a 
protection strategy for SCADA systems and may assist in the prosecution of attackers, but also in a 
deep analysis of the underlying SCADA IT system, for example, in the case of non-malicious events 
such as malfunctioning hard disks or other hardware. However the critical nature of SCADA systems 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

255 
 

and the 24/7 availability requirement entails forensic investigators spending as little time on a live 
SCADA system as possible, necessarily performing live data acquisition and then subsequent offline 
analysis of the acquired data (Ahmed et al. 2010). 
Relevance and Significance  

In the last years there has been an increasing interest in the security of process control and 
SCADA systems. Furthermore, recent computer attacks such as the Stuxnet worm, have shown there 
are parties with the motivation and resources to effectively attack control systems (Cardenas et al., 
2011) 

SCADA systems are deeply ingrained in the fabric of critical infrastructure sectors. These 
computerized real-time process control systems, over geographically dispersed continuous 
distribution operations, are increasingly subject to serious damage and disruption by cyber means due 
to their standardization and connectivity to other networks (Zhu & Anthony, 2011). 

In recent times it has been noticed that hackers implement newer techniques to launch attacks 
that can evade traditional security devices. It is therefore important to secure the SCADA systems 
from process related threats (Rodrigues et al., 2011). 

Compromising such a system with intrusion attacks can lead not only to high financial loses 
but, more importantly, to the endangerment of public safety. The danger is even higher considering 
that critical infrastructures are not immune to these threats and that they may be potentially more 
vulnerable than common information technology systems. Hence intrusion protection for critical 
infrastructures is an obvious need (Linda, Vollmer & Manic, 2009). 

Reliability of many SCADA systems is not only dependent on safety, but also on security. 
Recent attacks against SCADA systems, by sophisticated malware, demands forensic investigation to 
understand the cause and effects of the intrusion on such systems so that their cyber defense can be 
improved.  

A SCADA system has a critical requirement of being continuously operational and therefore a 
forensic investigator cannot turn off the SCADA system for data acquisition and analysis. In this case, 
live forensics is a viable solution for digital investigation in SCADA systems (Ahmed et al., 2012). 

In real life, logs are rarely processed by stakeholders due to 1) the large number of entries 
generated daily by systems and 2) a general lack of security skills and resources (time) 
(Hadziosmanovic et al.,2011). However, the use of the classical post-mortem analysis approach is 
becoming problematic especially for large-scale investigations involving a network of computers. In 
addition, the amount of time available for processing this data is often limited (Su & Wang, 2011). 
Review of Literature 

A substantial body of research exists in the area of forensics models for live acquisition over 
SCADA systems. Related research work is discussed on this section. 

There is a growing need for systems that allow not only the detection of complex attacks, but 
after the fact understanding of what happened (Tang & Daniels, 2012). 

Several researches address threats in SCADA systems. For the identification of threats, 
authors typically use questionnaires and interviews. To detect anomalous behavior, authors use 
approaches based on inspecting network traffic, validating protocol specifications and analyzing data 
readings. Process-related attacks typically cannot be detected by observing network traffic or protocol 
specifications in the system. To detect such attacks one needs to analyze data passing through the 
system, and include a semantic understanding of user actions (Hadziosmanovic et al.,2011). 

A group of researchers who met at the Colloquium for Information Systems Security 
Education (CISSE 2008) to brainstorm ideas for the development of a research for Digital Forensic, 
concluded that actual SCADA systems are potentially more vulnerable to attack and more likely to 
need associated digital forensics capabilities. Unfortunately, most process control systems were not 
built to track their processes, but merely to control them. As a result, significant research and 
development categories were identified under this area, including among the most important: 
mechanism form the collection of evidence in the absence of persistent Memory and hardware-based 
capture devices for control (Nance, 2009). Figure 1 shows the list of topics in need for further 
development. It can be noticed that areas for Live Acquisition and Control Systems. 

 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

256 
 

 
Figure 1: Research Topics for Digital Forensics 

Chen & Abu-Nimeh (2011), developed a deep research over the case of Suxnet malware. 
According their report, this was the first malware written exclusively to attack SCADA platform.  

Stuxnet experience has shown that isolation from the Internet isn't an effective defense, and an 
extremely motivated attacker might have an unexpected combination of inside knowledge, advanced 
skills, and vast resources. Existing technologies would have difficulty defending against this caliber of 
attack (Chen & Abu-Nimeh, 2011). Therefore the need of new forensics methods that goes beyond the 
traditional prevention mechanism. 

Ahmed, Obermeier & Naedele, David, Chaugule & Campbell (2012), propose a forensic 
mechanism denominated Live Forensics as a viable solution for SCADA systems.  Live data 
acquisition involves acquiring both volatile data (such as the contents of physical memory) and non-
volatile data (such as data stored on a hard disk). It is different from traditional dead disk acquisition, 
which involves bringing the system offline before the acquisition, where all volatile data is lost. 

However, despite the importance of live data acquisition, it is still unclear how contemporary 
live data acquisition tools should be run on a SCADA system so that they minimize risk to SCADA 
system services (Ahmed et al., 2011). 

Aldenstein (2006) established that the possibility of implementing live forensics over SCADA 
systems relies on the capability of the operating system to provide the list of running processes. 
Therefore, he recognized the need for tools capable of examining the raw memory of a machine. 
These tools are analogous to the static tools that open the raw disk device and impose the file system 
structure on it to extract files, directories, and metadata (Adelstein, 2006). 

Sutherland et al (2008), performed exploratory studies for live forensics within Windows 
operating systems environment and also determined the need for more invasive tools that allows 
better access to information related to memory, network and system activity were assessed to 
determine the impact on the file system, system registry, memory and the usage of DLLs. 

Hadziosmanovic et al. (2011) proposed a tool-assisted approach to address process related 
threats. They presented an experimental study where SCADA threats that unlikely to happen or that 
does not occur on a systematic manner are detected and logged for investigation. An example could 
be when an attacker manages to get valid user credentials and performs disruptive actions against the 
process. However this effort was limited to post-mortem log analysis containing data for single event 
operations and does cover anomalous command process sequences.  Likewise, it was determined that 
an attacker might gain unauthenticated remote access to devices and change their data set points. This 
can cause devices to fail at a very low threshold value or an alarm not to go off when it should. 
Another possibility is that the attacker, after gaining unauthenticated access, could change the 
operator display values so that when an alarm actually goes off, the human operator is unaware of it. 
This could delay the human response to an emergency which might adversely affect the safety of 
people in the vicinity of the plant (Zhu & Anthony, 2011). 

SCADA systems are increasingly commonly being attached to networks, and typically offer 
no persistent storage for logging of network activity. The challenge for the digital forensic research 
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community is to develop methods to allow an investigator to determine how these devices interacted 
with the network during a time period of interest (Nance, Hay & Bishop, 2009). 

There is continuing interest in researching generic security architectures and strategies for 
managing SCADA and process control systems. Documentation from various countries on IT security 
does now begin to recommendations for security controls for (federal) information systems which 
include connected process control systems. Little or no work exists in the public domain which takes a 
big picture approach to the issue of developing a generic or generalizable approach to SCADA and 
process control system forensics (Sly & Stinikova, 2009). 

Collection of adequate records or logs of events that happened near incident time is crucial for 
successful investigation. Logging capabilities of SCADA systems are geared towards discovering and 
diagnosing process disturbances, not security incidents, and are thus often not adequate for forensic 
investigation (Fabro & Cornelius, 2008) 

Kilpatrick et al (2008) developed an architecture based on the Modbus TCP (Transmission 
Control Protocol) using two control devices and one HMI (Human Machine Interface) station. This 
architecture comprised two agents and a central warehouse. Various agents were deployed over the 
SCADA network. These agents captured network traffic containing real time data and stored them 
into the warehouse. Relational databases query mechanisms were used in the event of a forensic 
investigation. However, Ahmed et al (2011) established that state of the art forensic analysis tools do 
not support the unique features of diverse SCADA environments, which include supporting SCADA 
protocols and numerous SCADA applications’ proprietary log formats etc. Thus plugins or modules 
for contemporary forensic tools need to be developed to augment the forensic analysis in SCADA 
systems. 

Nehimbe & Nehibe (2012) proposed a timed series methodology to analyze forensic logs. 
During their research they concluded that actual for forensic tools may not necessarily generate the 
needed results. Due to two basic limitations on these tools: Some of them only have recovery and 
imaging capabilities and some intrusion analysis tools are flawed in terms of how they analyze 
intrusion logs. 

Hunt & Slay (2010) proposed an approach named security information event management 
(SIEM) with the purpose to provide a tool that allows any networked system to auto adapt itself based 
on forensic logging. Their works showed that a SIEM system is an ideal point at which to store log 
data emanating from security devices and the point at which forensic logging needs to occur.  
However, although they were able to achieve the implementation of forensically sound log files in 
some systems; their approach is by no means universal. They concluded that their works still falls 
short of addressing the core domain of real-time forensically sound adaptive security. 

With the purpose of rebuilding an attack scenario Herreria & Gomez (2007), proposed a log 
correlation model to support the evidence search process in a forensic investigation. In this work, they 
proposed a system composed by a set of agents in order to collect, filter, and to normalize events 
coming from diverse log files. Events may come from systems logs, application logs, and security 
logs. Once events are joined together in the same place and under the same format, they are sent to a 
correlation engine. The engine compares and processes the events in a global fashion in order to 
follow all actions taken by the attacker (Herrerias & Gomez, 2007). 

Su & Wang (2011) developed a formula using probability theory and mathematical statistics 
to quantitatively calculate the degree of memory change on a live system. Their conclusions states 
that since the live memory state frequently changes is natural limitation for the purpose of live 
forensics. In their experiments they tried to restore to the same system state each time, however, the 
real state has been changed after one or two seconds. Therefore, they were only able determine and 
approximate of the system memory in every repeated process. 

Further work is required to assess tools over various operating systems. This would be of 
value to the forensic investigator, but the way memory is handled and its analysis varies greatly 
between Windows Service packs let alone other operating systems; as a result the area of memory 
forensics is deeply complex and requires a significant amount of time and effort invested by the 
forensic examiner to begin to comprehend how memory works in modern Operating Systems 
(Sutherland, Evans, Tryfonas & Blyth, 2008). 

Other research approaches are related to autonomic attack detection and response. Cardenas et 
al. (2011) showed that by incorporating a physical model of the system they were able to identify the 
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most critical sensors and attacks.  They also proposed the use of automatic response mechanisms 
based on estimates of the state of the system. However, they concluded that this methodology might 
be problematic, especially when the response to a false alarm is costly (Which could be the case for 
SCADA environment). As a result their model should be considered as a temporary solution before a 
human investigates the alarm. 
Approach 

While there have been a good number of research efforts investigating the suitability of 
forensics mechanism for SCADA, this work would be different in that it is intended to develop an 
investigation into what is required to develop a forensic computing model to support incident 
response and digital evidence collection process, without interfering with the “always running” 
condition of SCADA platforms. The intended approach is an extension of the works from Ahmed et al. 
(2011), who proposed a forensic mechanism denominated Live Forensics as a viable solution for 
SCADA systems.  Live data acquisition involves acquiring both volatile data (such as the contents of 
physical memory) and non-volatile data (such as data stored on a hard disk). It is different from 
traditional dead disk acquisition, which involves bringing the system offline before the acquisition, 
where all volatile data is lost.  

From a forensic perspective, a SCADA system can be viewed in different layers based on the 
connectivity of the various SCADA components and their network connectivity with other networks 
such as the Internet.  
 

 
Figure 2: Layer Model for SCADA 

The lowest layer represents the physical elements designed to interact directly with the 
industrial hardware or machinery. These devices are connected via bus network. Layer 1 receives 
electrical input signals with are decoded as a bit streams over a standard network protocols. The result 
is transferred to the uppers layers form analysis and controlling response. Layer 3 and above, 
represents the enterprise network which is also interconnected to the Supervisory systems. At this 
stage all traffic containing database content and applications supporting the business logics for the 
operation is managed. As stated by Amehd et al, (2010), live forensic analysis for the SCADA system 
must focus on the Layers 0, 1 and 2. 

The initial approach has the intention of developing a forensic watch dog by means of a finite 
state automaton that would function as an agent that is constantly listening SCADA events. When any 
particular event is sensed, the input values are read and compared to a set of predefined rules in order 
to decide the change of state. Figure 2 represents the proposed automaton model. 
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Figure 3: Finite State Automaton as SCADA Live Monitor 

This two state automaton or agent constantly monitors the state of the SCADA system, 
including measures from: System Variables, Sensor Tags, Network Traffic and Command Executions. 
These values are checked against a set of behavioral rules. If a read is detected to be above the normal 
range, the agent automatically switches to Forensic mode and initiate the logging of forensic 
information. Ideally it would need a separate backup system to continuously dump the abnormal 
lectures from the SCADA tags and creates a record of this event appending all the information 
available about the system state. Including, but not limited to: CPU load, sensor names, sensor values, 
state of the physical memory, state of the virtual memory, state of the networking variables, state of 
mounted disk and network drives, list of active process in memory including name, executable name, 
working directory, command line, user name, user ids and group ids, threads, connections, file 
descriptors, etc. The information logged would be exclusively related to the period of time of the 
anomaly. Once the system start reading normal values, it switches back to Forensic Monitor and stop 
logging.  

Normally a SCADA system reads every sensor or control registry on the system. These 
registries are known as tags and the logging frequency can vary from a read every second or even 
every 300 milliseconds. A typical SCADA system can have up to 40,000 tags. A system of such 
magnitude can generate approximately 400GB of data for every 24 hour period of operation. This 
calculation is based estimating an average size of 120 bytes per record. It can be seen, that the live 
acquisition is just part of the challenge. Dealing with vast amounts of data needs to be considered. 
These volumes requires manipulation by means of database query processors and moreover, require a 
fast capture and writing process that must be able to: (1) keep up with the logging process at the same 
time that new data comes into the system; and (2) all this must be done without incorporating 
additional workload over the monitored SCADA system. In other words, needs to be accomplished in 
a non-invasive manner. 

Another challenge imposed to the intended solution is that SCADA system components can 
be found running on legacy hardware and operating systems. In such cases, a SCADA system 
provides limited system resources for data acquisition and therefore demands lightweight data 
acquisition tools and the gathering process might not represent a large resource consumer. However 
the data conversion process, if a relational database would be implemented for a better data analysis, 
would requires specialized hardware to reduce the processing time and speed up files conversion and 
querying processes. 

Another important aspect from this experiment that would be suitable for further development 
is that current forensic analysis tools do not provide a standard support for the variety of SCADA 
hardware versions, protocols and log formats. Therefore, we have an interesting opportunity to 
expand this experiment with the development of plugins and applications and interface layers in order 
to increase the number of SCADA forensic tools as an expansion of the works of Hadziosmanovic et 
al., (2011), who stated that despite the fact that there are several vendors, system architectures in 
various SCADA systems are similar and the terminology is interchangeable. 

In conclusion, future work leads to the creation of a high level software application capable of 
detecting critical situations like abnormal changes of sensor reads, illegal penetrations, failures, 
physical memory content and abnormal traffic over the communication channel. One of the main 
challenges is to achieve the development of a tool that has minimal impact over the SCADA 
resources, during the data acquisition process. In previous exercises it was observed that the processes 
for acquiring low level information, such as processes or memory information does not represents an 
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extensive load on the actual system that is processing the task. However, it is expected that the 
amount of demanded resources increase as the number of SCADA tags and the frequency of logging 
increases. Therefore on real live SCADA system, the acquisition process could be competing for 
resources that should be available for the normal operation of the SCADA systems. 
Barriers and Resources 

From the literature review it can be determined multiple barriers and issues that could be 
anticipated for the development of this work. The next section presents a summary of the know 
limitations and challenges determined by previous research efforts on this field. 

Forensic data gathered from a live system can provide evidence that is not available in a static 
disk image. Live forensics also operates with different constraints—specifically, the evidence 
gathered represents a snapshot of a dynamic system that cannot be reproduced at a later date. 
Standards for acceptance are evolving, and legal precedents are still being established (Adelstein, 
2006).  

Given that volatile data in a running system changes continuously, Ahmed et al., (2011) 
established two main challenges involved during live data acquisition over operational SCADA 
systems: (1) Live data acquisition needs to be performed as quickly as possible after an incident in 
order to capture any traces of the incident on volatile data before the processes or services on the 
running system overwrite useful data; (2) Cryptographic hash of the actual evidence on the 
compromised system and its acquired copy, which is used for all the examination and analysis. If, 
however, the compromised system remains live, the state of the data may change between the copying 
and the hash calculation, rendering hashing ineffective as an integrity check (Ahmed et al., 2011). 

From a forensic standpoint, modifying the original system memory state is unavoidable, 
therefore, it is needed that changing as little as possible on the process of collecting live forensics. For 
a real live forensics case, it should content digital forensics that collected by the forensic tools, the 
analysis and evaluation of the uncertainty. However, it is difficult to measure how much of the 
volatile memory is modified by a forensics tool. Moreover, it is difficult (if not impossible) to 
calculate the extent of the memory’s impact caused by a running process on the volatile memory. So, 
measuring the extent of the volatile memory changes caused by running a live forensic tool becomes 
more and more important (Su & Wan, 2011). 

Because the architecture of production operating systems prevents applications from 
accessing kernel memory and storage devices without using the kernel, kernel-based rootkits will 
always be a threat to live analysis. Future directions in live analysis techniques involve the use of 
specialized hardware to collect the raw memory and storage data for a dead analysis (Carrier, 2006). 

Research has shown that an attacker with control of the target system can manipulate memory 
mappings so that the CPU and devices on the PCI or Firewire buses don’t necessarily get the same 
view of memory. In such cases, attempts to acquire the memory’s contents could crash the target 
system or enable the attacker to mask sections of memory without that masking being apparent to the 
investigator (Hay, Bishop & Nance, 2009). 

Furthermore, factors like the continuous availability demand, time-criticality, constrained 
computation resources on edge devices, large physical base, wide interface between digital and analog 
signals, social acceptance including cost effectiveness and user reluctance to change, legacy issues 
and so on make SCADA system a peculiar security engineering task (Zhu & Anthony, 2011). 

Finally, no matter how well the simulations and models emulate a possible solution, any given 
conclusion needs to be tested over a real SCADA systems. Real SCADA systems are expensive to 
build and thus require significant research funding. Access to sample information or security failure 
scenarios could be difficult because the critical nature of SCADA systems demands the owners and 
operators not share any information about their system. 
Conclusion and Expected Contributions 

Applying traditional information security mechanism directly to SCADA systems is not 
possible. SCADA systems cannot afford non-deterministic delays in performance, security controls 
that require a lot of memory, block access for safety or relatively long intermediate processes. 
Security measures that can be applied to SCADA systems should consider this special operating 
paradigm. 
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Process-related attacks typically cannot be detected by observing network traffic or protocol 
specifications in the system. To detect such attacks one needs to analyze data passing through the 
system, and include a semantic understanding of user actions (Hadziosmanovic et al., 2011). 

In conclusion, there is no generic model for understanding the forensic computing processes 
necessary to gather digital evidence from Process Control and SCADA systems. Therefore, the need 
for developing a forensic computing model to support incident response and digital evidence 
collection process is justified. 

As a consequence this work could help to improve critical infrastructure protection and 
provide appropriate tools that could be used for dealing with incident responses and forensics analysis 
over interconnected SCADA systems.  
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Abstract: 
 The much awaited mobile number portability took effects in Kenya on April 1st 2011. The 
objective of porting was to accord consumers flexibility of shifting from one service provider to 
another without  worrying of  loosing their preferred numbers. The free movement of subscribers was 
expected to  open a new competition front within the telephony market, with the small operators 
expected to benefit. However the porting process has not been so smooth. Over a year since the 
process started, only 47,206 subscribers have switched out of the possible twenty two million.   
Methodology: The study used descrptive design whereby a sample of 142 subscribers was taken. Ten 
factors were identified as influencing mobile number portability in kenya. These were exit barriers, 
cost, process,customer service, satisfaction among others. 

 
Key Words: Mobile Number Portability (MNP), Mobile Service Providers 
 
Introduction  
 Kim and Shin (2007) defines mobile number portability as the ability for  subscribers to retain 
their phone numbers when changing subscription from one mobile service provider to another. 
Odunaike (2010), described MNP as having a great opportunity which can increase acquisition and to 
a greater extent encourage healthy competition among telephone operators. The process however is a 
complex one and one that require goodwill from all parties involved. 
 Sutherland (2007) noted that MNP although ignored or overlooked in creation of the 
telcommunication markets, it is becoming a feature that regulatory communissions or bodies are 
considering necessary to: reduce switching costs; facilitate subscriber choice; and ensure effective 
competition in the market. 
 Between 2004 and 2008 Communication Commission of Kenya (CCK) carried out  a 
consultations that revealed that the market was  ready for  Mobile Number Portability (MNP). Based 
on this  the commissions set the deadline  to December 2010 but had to deferr it to April 2011 to give 
mobile service providers more time to acquire and test their equipment (www.cck.go.ke). The process 
is being facilitated by Porting Access Kenya, CCK and the mobile service providers. 
 The history of MNP started in 1990s whith Singapore implementing a limited version of this 
functionality, Hongkong implemented in 1999, Spain in 2000, and Australia in 2001 the list go on and 
on (www.scribd.com). Hence porting is not a new concept and according to CCK, Kenya joins 62 
other countries around the world who have implemented it, South Africa and Egypt included. The 
main objective according to the commission for the service is to depeen the level of competition in the  
mobile telcommunications market and enhance consemer choice. Shin and Kim (2007) seem to agree 
that MNP will result to mobile service providers actively competiting and providing innovative as 
well as improved customer service, in order to retain and expand their subscription base. 
 Prior to the introduction of the service, subscribers have had to use multiple  Subscriber 
Identity Module (SIM) cards or buy two mobile handsets, thus incurring additional  unnecessary costs 

http://www.cck.go.ke/
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and inconvinience (www.cck.go.ke). The inconvinience, CCK go ahead and say that, it has inhibited 
subscribers from taking advantage of the growing competition in the industry. Despite the 
introduction of competition in the Kenyan telecommuncation industry the lock-in effects of 
subscribers has helped the incumbents to retain market dominance, a scenario Shin and Kim (2007) 
seem  to have identified in Korea. It is from this back drop that the CCK and many other regulators 
around the world sought to implement MNP. Availability of MNP is expected to benefits consumers 
as competition between the players intensfy. Some of the specific benefits that are likely to go to 
customers as noted by Shin and Kim include: lower price, greater choice, higher quality, and greater 
range of services. 
 One of the key determinant of customer switching from one product to another, and in this 
case from one service provider to another, is the switching cost associated with the process (Polo, 
2009). Porter as quoted by Ruyter,Wetzels, and Bloemer (1997, p439) defines switching cost as the 
costs involved in changing from one service provider to another. According to Polo (2009) switching 
costs are recognized as an improtant driver of customer rentention that leads to stable and long-lasting 
relationships.  
 Information Permanent Secretary Dr. Bitange Ndemo (2011) noted that the portability may be 
undermined by  the fact that many Kenyans already have more than one handset and SIM cards which 
enable the services of two or more service providers. Besides the issue of two handsets, there is also 
the fact that the process has been hit by a long delays before porting, and the porting fee which has 
been capped at Kshs 200 (2.5USD) has been said to be way above the cost of  a new SIM card 
(www.capitalfm.com).  
 While there has been live discussions as to whether MNP increases competition in mobile 
markets as noted by Shin and Kim (2007), the more underpinning question may be whether 
subscribers are able to port freely without significant switching barriers. As Xavier and Ypsilanti 
(2008) argued switching patterns provide an important indicator that the demand-side of a market is 
well developed and that consumers are sufficiently empowered to participate actively. The two goes 
ahead to argue that the ability and willingness of consumer to switch is critically important and where 
switching is impeded or discouraged this could impact not only on the demand-side but also 
potentially raise supply side barriers-new entrants.  
 The motivation to switch (port) is generally a function of consumers’ estimate of the 
perfomance of their existing provider; and whether or not they  believe there are better alternatives 
available from other providers on the aspects of service that matter to them (Xavier and Ypsilanti, 
2008). Where the market is perceived to be undifferentiated or where the current provider is perceived 
to be the best on the market on the criteria that are important, there may be no expected benefit from 
switching. 
 The aim of this paper was to assess why subscribers are or not switching. Issues covered by 
this research include: 

• The extent of switching/porting by customers between the mobile providers; 
• What is driving subscribers to port or what is holding them to their current mobile provider; 

 In order to fulfill the above objectives, the paper is dividend into the following sections: 
Section 2- industry overview, literature review on number portability and switching costs; section 3- 
research methodology; section 4- the study findings and section 5- conclusion and recommendations. 
Overview of Kenya Mobile Market 
 For a long period, Kenyan telecom industry has been dominated by Telkom which was a 
parastatal, but significant changes took place around 2004 when it lost its monopoly in the fixed-line 
and international bandwith. With issuance of licences to other operators and carriers the competition 
landscape changed drastically (accessed on 5th May 2011). 
 Mobile services in Kenya started around 1993, but given high cost that was associated with 
both the hand set and the service there was low interest by Kenyans and by the end of 1999 there were 
20,000 subscribers only (www.africantelecomsnews.com accessed on 5th May 2011). 
 There are currently four mobile service providers in Kenya namely Safaricom, Airtel, Essar 
Telecom, and Orange. The sector has witnessed profound changes in recent past  just like in other 
countries, from technological advancement to increased regulations. The results has been new 
markets, new entrant, and new challanges (accessed on May 5th 2011). As at 31st March 2012 the 
total number of  mobile subscribers had hit 29.2 million (Quartely Sector Statistic Report -3rd Quarter 
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January-March 2012 by CCK ). This number represent a growth of 4.0 per cent. The report put 
Safaricom ahead of the other three providers with a market share of 65.3%, followed by Airtel 
(15.3%), Essar Telecom (8.7%), and Orange with 10.6%. 
 Safaricom was the first to enter the Kenyan market and to launch GSM-based mobile service 
in Kenya around 1999 ( ). From the same website majority of Safaricom shares are owned by 
Vodafone Kenya (40%), Kenyan government having 35% stake and the rest (25%) being owned by 
the public.  It started as a department of Kenya Posts & Telecommunications Corporation, which was 
the monopoly operator (accessed on May 5th, 2011).   
 Airtel started its operation in Kenya in 2000 as Kencell, it was then rebranded to Zain in 2008 
and finally to Airtel in 2010 ( accessed on May 5th 2011). The company is the second largest in terms 
of market share and  subscriber base after Safaricom (Quartely Sector Statistic Report1st Quarter 
July-Sept 2010/2011  by CCK). The company, according to the report gained 4.4 percentage points of 
market share over the quarter under the review. 
 Essar Telecom Kenya Limited (Yu) got the licence to operate in Kenya in 2003, but its 
operation was delayed to 2008 due to court cases  (www.africantelecomsnews.com). The company is 
a unit of India based group-Essar, which is a diversified business corporation with interest in areas 
such as manufacturing, shipping, energy, power among others. The group has its foot print in more 
than 15 countries around the globe. The company launched its mobile service network under brand 
“Yu” in November 2008 (www.yu.co.ke accessed on May 5th 2011). By September 2010 the 
company had a market share of 6.7% which was a drop from 7.4% in June same year (Quartely Sector 
Statistic Report1st Quarter July-Sept 2010/2011  by CCK). 
 Telkom Kenya (Orange/France Telecom) ws established as a telecommunications operator in 
April 1999 under the Companies Act (www.telkom.co.ke accessed May 5th, 2011). The company 
partnered with France Telcom Group which saw the launch of Orange brand in Kenya in 2008. 
Besides offering mobile services, the company also offer fixed line services and Internet services. 
 Mobile penetration has been increasing steadly over the years and at the end of the quarter it 
stood at 74.0 per cent compared to 71.3 per cent last quarter (Quartely Sector Statistic Report -3rd 
Quarter January-March 2012 by CCK ). Contrary to this increament, fixed line services witnessed a 
general decline in the same period, a fact attributed  partly to increase in uptake of mobile telephony. 
Future Outlook  
 Given that the number of subscriptions has trippled in the last five years from 7.3 in 2006 to 
the current figures of 22 million subscribers (Quartely Sector Statistic Report1st Quarter July-Sept 
2010/2011  by CCK), it is estimated that by the end of 2014 the number will hit 33.2 million 
achieving a penetration rate of 79 percent (www.africantelecomsnews.com). The CCK quarterly 
report note that the mobile market domenstrate  increased subscriptions while a decline in fixed line 
will continue to be felt. 
 Competitive pressure is expected to remain intense among the four providers now than before 
given the introduction of MNP. The report contends that, will require providers to diversify their 
services.  
Empirical Review 
Mobile Number Portability 
 MNP allows mobile subscribers to retain their telephone numbers when they change mobile 
service providers (Sutherland, 2007). Implementation of MNP in Kenya aims to deepen the 
competitive environment within the mobile telecommunication industry and as a result enhance 
subscribers’ choice as CCK Director-General Charles Njoroge noted. These sentiments were shared 
by Shin and Kim (2007) who noted that the implementation of MNP in Korea main objective was to 
benefit consumers though reduced prices as a result of competition between providers. 
 Murillo (2007) noted that number portability around the world started to gain greater 
relevance in the wake of market liberalization, but importantly with the advent of wireless telephone 
service. Lin et al., as quoted in Murillo (2007,p26) suggested three types of number portability; 1) 
Location portability where the user is able to retain their telephone number even after changing the 
address; 2) Service portability is where the subscriber retain the number when they change services 
within the same provider; and 3) Operator portability, which is being focused in this research, being a 
situation where subscribers maintain their number even after they change service providers. 

http://www.africantelecomsnews.com/
http://www.yu.co.ke/
http://www.telkom.co.ke/
http://www.africantelecomsnews.com/
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 In Kenya MNP was to kick off in December (2010) but had to be delayed up until 1st April 
2011 in order to give services providers more time to  put their houses in order and to test their 
equipments (www.cck.go.ke). However, the process has not been without teething prblems as 
predicted by CCK Director General and confirmed by Information Permanent Secretary Dr. Bitange 
Ndemo. Some providers have developed cold feet to the process and have been accused of  frustrating 
subscribers who want to port. There has also been technical hitches, by April 27th there were 10,000 
successful requests, a  whooping 15,000 requests were pending and 11,000 timed out (Daily Nation, 
April 28, 2011). There are accusations and counter-accusations which have resulted to one mobile 
provider threatening to sue the company overseeing number portability for what it terms as 
defarmation and economic sabotage (Daily Nation, May 4, 2011). 
 The above mentioned “fightings” by mobile service providers in Kenya is captured by 
Murillo (2007) sentiments that, of the three types of number portability, MNP is the one that operators 
fear most given that it gives the subscribers the ability to move without loosing their number. He goes 
on to note that MNP can force providers to improve their offerings be it in terms of quality or price, 
an objective the CCK sought to achieve. Implementation of MNP in Japan was also faced with the 
same opposition as Sutherland (2007) noted. 
 There is also cost element associated with porting that Murillo (2007) identified which could 
be the reason why some operators resist the proces, this include: the cost of upgrading the network-
which was the cause for a delay in the Kenyan case and the cost of porting a subscriber’s number 
when they make that request. He noted that once a subscriber move to a competiting provider the 
current provider loses that revenue stream and it will be costly for them to regain them in terms of 
marketing cost.  
 Murillo (2007) argued that implementation of MNP is as a result of market failure. The 
incumbent providers especially those who have a large subscriber base do not want to loose them, 
therefore they have great incentive to prevent the implementation of the process.  Buehler and Haucap 
as quoted by Shin and Kim (2007,42) also hold the same perspective when they argued that, MNP is 
likely to benefit the new entrant and hurt the incumbent providers. This seem to be the case in Kenyan 
market. 
The Porting Procedure 
 Subscribers wishing to port their numbers are expected to fill in the MNP Form that is 
available from the mobile service provider they intent to swith to. Together with this they are required 
to present original documents that would indentify them such as identity card (I.D.), Passport or 
Armed forces I.D. card for authentification. When the number is owned by an organization an official 
letter duly signed by relevant authority must be presented (www.cck.og.ke). 
 According to CCK, customer wishing to port will be required to pay a fee of  Kshs. 200 after 
which they will be issued with a new SIM card. They will continue to use their current operator untill 
the process is complete. During this waiting period customers are required to ensure they save their 
contacts, clear any balance airtime or any balance in their mobile money transfer account. For those 
porting from providers who have postpaid services and airtime lending, bills must be cleared and any 
borrowed airtime be paid up (www.cck.og.ke). 
 To kick start the process subscribers will have to send word PORT or “HAMA” to 1501 using 
their current SIM card. Where the short message (SMS) fails the subscriber will be notified and 
adviced to contact his/her new operator. When the porting process is complete, subscriber will recieve 
an SMS from PORTING containing information on closer of the account,  advice to use the new SIM 
card from the new provider, or Porting error (www.cck.og.ke). 
 The final stage is where the subscriber will replace the current SIM card with the new one 
from the new provider, thereby start enjoying the services of the new provider (www.cck.og.ke). 
Pros and Cons of Porting 
 One of the advantage accorded to subscribers by MNP is the reduction of switching costs. 
Switching cost include both monetary costs as well as time and psychological effort of dealing with 
the new provider (Ruyter, wetzels and Bloemer, 1997). This was well captured by CCK Director 
General Mr. Charles Njoroge  when he noted,  

“One of the major factors that have been discouraging consumers and business firms from 
changing mobile service providers is the inconviniences of losing contancts with friends, 

http://www.cck.go.ke/
http://www.cck.og.ke/
http://www.cck.og.ke/
http://www.cck.og.ke/
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family and business associates. For business, change of telephone numbers could have cost 
implications in regard to advertising.” 

 Sutherland (2007) seem to agree with the above views, when he suggested that MNP present 
great advantages to small businesses and sole traders  especially in regard to repeat business or 
personal recommendations. He  gave examples of dress makers, painters plumbers, and taxi drivers, 
lose of their number would significantly affect their business. 
 In regard to financial element of switching cost, Polo (2011) argued that, where the current 
porvider’s price is too high, the higher the potential monetary savings from switching provider, which 
will lead to lower switching costs. He noted that competitors are likely to use price to stimulate 
customer behaviour, they do this by affecting the cost of switching providers for the customers of the 
focal firm. This is clear in the Kenyan case where airtel is making it free for those who want to port to 
their network in addition a reward of 1,000 free airtel reward points and one gets 25% bonus on any 
top up for 3 months (http://africa.airtel.com/kenya accessed on May 6th, 2011).  Airtel behaviour 
seem to resonate within what Polo and Sese (2009) found out in their research, that marketing 
instruments, price and advertising can increase the size of the company customer base as it reduces 
the switching costs of its rival’s customers. 
 MNP present and opportunity for mobile service providers to enlarge their market share 
(Sutherland, 2007). Where providers have competitive offerings they are likely to have more 
subscribers turning to their network. However, Polo and Sese (2011) warn that where subscribers are 
not satsified with after-sales service quality, even where the switching cost is high, they are likely to 
consider changing their service providers. 
 There is likelhood that services offered in the telecommunication will improve in the advent 
of MNP as level of competition increases and this will directly be a plus to consumers. As Sutherland 
(2007) observed in his research most people who change providers do so due to poor quality of 
services such as luck of coverage, excessive prices or even poor customer care. These may be 
addressed with implementation of MNP, he reckons. 
 However, by switching to a new provider, a subscriber may end up loosing special services 
and facilities that were offered by the previous  provider (http://factoidz.com accessed on 27 April 
2011). Porting is not an instant process, thus subscribers wishing to port must be willing to wait for  a 
while before they can start enjoying services from their new provider. The waiting can be even longer 
or frustrating where the SMS to 1501 time out. 
 The process is costly too, as noted earlier implementation of this process requires investment 
on equipments  as well as testing by the mobile service providers. Porting itself has cost element 
associated to it from mobile service providers perspective as was indicated by Sutherland (2007). 
 From the subscribers perspective the process can also be costly in instances where the 
providers are using two different technologies, they may be forced to buy a new handset that will be 
compatible with the new provider’s technology (Sutherland, 2007). Finally from the ministy view, 
MNP is a strategy of enhancing competition within the telcommunication market and a ploy to reduce 
entry barriers for the new entrants (www.cck.og.ke). 
The Experience of MNP in Other Countries 
 Kenya is not the first country to implement MNP, in fact it join other 62 countries 
(www.cck.og.ke). Sutherland (2007), in his work wich sought to review the experience with the 
implementation of MNP found out the following; 

1. By 2006 a third of consumers had ported in Hong Kong, Australia which implemented 
MNP years later had almost the same rate. 

2. In United State of America (USA) the monthly switch avarange 1.5 to around 3.0 percent 
per month. 

3. In European Union they introduced fixed number portability  while member countries 
initiated MNP individually. By 2005 the total numbers that had ported in the whole of 
European Union (EU) was only 25 million which was about 5 percent of the total 
population.  

4. Sutherland (2007) specifically noted that less than 1 percent of porting characterized 
Austria, Germany, France, Portugal and Greece 

 
 

http://africa.airtel.com/kenya
http://factoidz.com/
http://www.cck.og.ke/
http://www.cck.og.ke/
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Factors influencing MNP 
 Srinagesh and Mitchell as quoted by Shin and Kim (2007, p42)  identified that MNP has 
tremedously contributed positively to the competition environment of mobile market in US. Generally 
it was noted by Sutherland (2007) that very few countries have managed over 10 percent portability. 
Some of the reasons put across for the failure or low porting include; porting costs, obstacles created 
by mobile providers, and not being aware of the service. Ofcom research as quoted in Xavier and 
Ypsilanti (2008, p22) seem to agree that lack of information (not being fully aware) contribute to low 
rate of porting. In their research 48 percent of the respondents felt they didn’t know enough to make 
the right choice. 
 Ofcom as quoted in Xavier and Ypsilanti (2008, p22) found out that  more than 36 percent of 
mobile subscribers in United Kingdom (UK) had switched their mobile service provider in the past 
four years. However the research also pointed out that even those who had not ported during that 
period,  had made some changes to their existing service within their service provider such as as 
change of tariff or package. The research disclosed that the UK subscribers who were engaged in 
porting were likely to be young and males. 
 In Portugal the number of subscribers who had switched was however much less compared to 
that of UK. A survey conducted by Anacom as quoted in Xavier and Ypsilanti (2008, p23) found that 
only 19 percent had switched. Of those who switched about one-third gave their reason for switching 
as “most of my contacts are clients of the new operator”. 66 percent of those who never ported, said 
they did see the reason to do so as they were satisfied with their current provider’s services. 
 Ofcom’s research also found out that the key drivers for switching was price and interest in 
technology. 85 percent of the participants agreed that low cost and overall value for money were very 
significant to their decision of whether  to port or not. Regarding reasons given for not switching, 
Ofcom identified that 54 percent were satisfied with their current mobile service provider, 36 percent 
saying they were fairly satisfied. 
 The research also identified that most subscribers (64 percent) were unwilling to switch due 
to reluctance to leave a known and trusted provider for another who they were unfamiliar. This 
indicates the value of loyalty in telcommunication market. 
 In their conclusion Xavier and Ypsilanti (2008) noted that where subscribers are to switch, 
service providers are less likely to charge excessive price or supply poor quality services. They also 
noted that consumer awareness of alternative services is paramount. 
 On their part Shin and Kim (2007) concluded that in Korea MNP has not achieved the 
regulator’s goal of freeing up switching barriers instead it enhanced them as providers sought to lock-
in their customers. This notion was shared by Polo and Sese (2011) when they noted regardless of 
implementation of MNP by a number of regulators which were aimed at addressing switching cost or 
barriers, there still exist high switching costs in the mobile phone market inspite of the efforts. Shin 
and Kim also noted that since the implementation of MNP there has been an upsurge of advertisement 
wars and special offers in order to lock-in existing clients and steal those of rivals. This scenario is 
live in Kenya, one of the mobile service providers has been involved in intese marketing campaign 
encouraging people to hama (port). 
 Kangangi (2011) noted that porting is likely to be high where marketing campaigns are 
intense. He also pointed out that the porting speed in Kenya (2 days) is too long compared to other 
countries such as USA (2 hours), 20 munites in the Republic of Ireland, 3 minutes in Astralia and 
seconds in New Zealand (Kangangi, 2011). This clearly point that consumer would prefer a shorter 
time to port if the process is to be successful. 
 Customers who have more than one mobile lines are also unlikely to port (kangangi, 2011) 
 Given the foregoing findings it is important to document Kenya experience in regard to MNP. 
This research will seek to identify the extent and factors influencing porting between mobile providers 
in Kenya.  
Research Methodology 
 The target population of the stdudy were the 1500 students of Africa Nazarene University. As 
the study was descrptive, descriptive design was adopted  with research strategy being a case study. 
The study was also cross sectional as it was done in one weak in October 2012. A stratified sampling 
technique was used where a total of 142 parictipant were selected for the study. This represents 
approximtely 10% of the total population which was considred a representative sample. 
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 The participnats were served with a questionnaire that had 40 variables considered important 
in decision making regarding porting. They were asked to rate the extent to which they agreed  with 
statement made on different variables. Likert scale with points 1-5 was used where 1 represnted  least 
agreed and 5 strongly agreed. The survey lasted for seven days after which data collected was 
analyzed using SPSS version 17. 
Results 
Target population by gender 

 
 
Analysis on Ownership of mobile phones 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Analysis on subscription to various service providers 

 

 

1 
41% 2 

59% 

Gender 

0

50

100

150

frequency 

frequency

 Observed  Expected 
(current 
market share) 

O - E (O – E)2 (O – E)2/E 

Safaricom 74 65.3 8.7 75.69 1.159 
Airtel  14 15.3 -1.3 1.69 0.110 
Orange  07 10.6 -3.6 12.96 1.223 
Essar   05 8.7 -3.7 13.69 1.574 
     4.066 

Out of all participants 59% were ladies and men 
constituted 41%. This reflected well the gender 
prportion in the college as is the case in the 
entire student population where there are slightly 
more women compared to men. 

 

 

Analysis on ownership showed that 99% of 
participants owned  a mobile phone and only 1% 
does not. The rate of mobile subscription in kenya 
is 79% and given that these were university 
students , these finding are not a surprise. The 
researcher expected a hundred percent mobile 
phones ownership given that the participants are 
youth with higher technology orientation. 

 

Analysis on subscription to the various 
service providers showed that 
Safaricom had 74% subscription of 
market share. Airtel had 14%, Yu 
mobile 5% while Orange had 7%. To 
assess whether there was a significant 
difference between these proportions 
and the records held by CCK a chi-
square test was carried out.   
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 The chi-square test was used to test the null hypotheisi that there was no significancance 
difference between the record held by CCK and data obtained from the study at 0.05 signifance level 
and 3 degrees of freedom where the critical chi square value is 7.815. the test chi square test statistic 
is indicated in the above table as 4.066 which lies within the accptable region. we therefore fail to 
reject the null hypothesis and conclude that there is no significant difference between the CCK 
records on market share of all companies and the obtained data from the sample of the study. 
Analysis on awareness of porting  

 
 
Analysis on actual number of subscribers who had ported 

 

It is expected that consumers especially in 
developing countries would subscribe to the 
provider who c 
 

 

 

 
Factor analysis 

Factor analysis was conducted and the issues considred were appropriteness of the model, 
communalities, total variance explained and the factors extracted from the process. 
Test of appropriateness of the model 

KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .699 

Bartlett's Test of Sphericity Approx. Chi-Square 897.974 
df 351 

Sig. .000 
 
To test the appropriateness of the factor model, Bartlett’s test of sphericity was used to test the 

null hypothesis that the variables were uncorrelated. The results of PCA in the above table demonstrate 
that the null hypothesis, that the population correlation matrix is an identity matrix is rejected by the 
Bartlett’s test of sphericity. The approximate chi-square statistics is 897.974 with 351 degrees of 
freedom which is significant at the 0.05 level. The values of KMO statistic (.699) is also larger (>0.5). 
Thus factor analysis was considered an appropriate technique for analyzing the correlation matrix. 
Communalities  

Using principal component analysis (PCA) to extract communalities among the variables, the 
result indicate that all factors accounted for a significant proportion of varaince as they range from 
0.454 to 0.823. 
 
 
 

79% 

21% 

Awareness 
level 

1 2

Data collected on awareness level indicated that the 
concept of porting is not strange among the subscibers to 
various service providers. Majority of respondents, 79% 
indicated they were well aware that they could change 
from one service provider without loosing their current 
subscription numbers while only 21% were uninformed 
on the same. 

 

Data on the numbers of subscribers who had ported 
were rather scaring and incositent with the level of 
awareness. Whereas porting was supposed to provide 
subscribers with value for their money, majority of 
subscribers, 93% had not ported and only 7% had 
attempted to do so. This contradicts not only market 
theories that suggest that consumers seek value for their 
money but also commonsense.  

 

7% 

93% 

subscribers who 
had ported  

1 2
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Total variance  
 We conducted a  factor analysis on the 139 questinnaire sent to participants of the study. 
Using eigenvalues greater than 1.0, evaluation of scree plots, total explained variance, and factor 
loadings greater than 0.35 as criteria for identifying meaningful factors (see Nunnally and Bernstein, 
1994), we identified 10 factors (or categories). 
 

 
The Scree plot below  indicates total variance associated with each factor and shows a distinct 

break between steep slope of the large factors and the gradually trailing off of the rest of the factors. 
The scree plot further supports a 10-factor model. 

 
 

Total Variance Explained 

Compon
ent 

Initial Eigenvalues 
Extraction Sums of Squared 

Loadings 
Rotation Sums of Squared 

Loadings 

Total 
% of 

Variance 
Cumulativ

e % Total 
% of 

Variance 
Cumulativ

e % Total 
% of 

Variance Cumulative % 

1 5.218 19.325 19.325 5.218 19.325 19.325 2.295 8.498 8.498 
2 2.284 8.460 27.784 2.284 8.460 27.784 2.193 8.124 16.622 
3 1.678 6.216 34.001 1.678 6.216 34.001 2.037 7.545 24.167 
4 1.510 5.591 39.592 1.510 5.591 39.592 1.856 6.872 31.039 
5 1.424 5.274 44.865 1.424 5.274 44.865 1.802 6.673 37.713 
6 1.308 4.846 49.711 1.308 4.846 49.711 1.755 6.499 44.212 
7 1.154 4.276 53.987 1.154 4.276 53.987 1.629 6.035 50.246 
8 1.104 4.089 58.076 1.104 4.089 58.076 1.439 5.330 55.577 
9 1.032 3.824 61.899 1.032 3.824 61.899 1.362 5.044 60.620 

10 1.002 3.712 65.611 1.002 3.712 65.611 1.347 4.991 65.611 
11 .914 3.385 68.996       
12 .885 3.279 72.275       
13 .842 3.119 75.394       
14 .801 2.965 78.359       
15 .723 2.679 81.037       
16 .674 2.496 83.533       
17 .593 2.195 85.729       
18 .546 2.024 87.752       
19 .540 1.999 89.751       
20 .465 1.722 91.473       
21 .425 1.574 93.047       
22 .385 1.427 94.474       
23 .374 1.386 95.860       
24 .341 1.263 97.123       
25 .290 1.074 98.198       
26 .270 .999 99.196       
27 .217 .804 100.000       

Extraction Method: Principal Component Analysis. 
From the above table ten factors have been extracted with Eigen values greater than 1 accounting for 
65.611% of the total variance. No factor explains more than ten percent of variance and therefore all factors 
are quite significant  
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Rotated Component Matrix 

 
Component 

1 2 3 4 5 6 7 8 9 10 

VAR00007 .804 .061 .090 .003 .140 .144 -.065 .034 .187 -.085 
VAR00008 .770 .027 -.042 .141 -.060 -.002 .199 .039 .088 .096 
VAR00006 .564 .133 .237 .088 -.148 .367 .200 -.117 -.221 .072 
VAR00025 .020 .709 .154 -.016 .266 .022 -.172 .088 -.016 -.030 
VAR00026 .110 .687 .083 .007 -.023 .117 .259 -.077 .044 -.045 
VAR00018 -.127 .597 -.026 .096 .078 .285 .139 .137 .297 .137 
VAR00023 .364 .492 .198 .260 -.029 -.380 -.173 .066 -.027 .179 
VAR00027 .215 .353 -.172 .292 .173 .049 .269 .250 .012 -.033 
VAR00022 -.018 .189 .638 .259 .025 .103 -.054 .082 .082 .106 
VAR00024 .192 .169 .636 -.212 .168 -.221 .118 -.009 .276 .072 
VAR00012 .174 -.149 .619 -.132 .229 .323 .196 .094 .026 -.136 
VAR00017 -.228 .096 .454 .394 .039 .111 .210 .395 -.150 -.012 
VAR00011 .309 -.164 -.020 .691 .013 -.054 .053 .064 -.086 -.127 
VAR00021 -.023 .209 .079 .676 .035 .006 .076 .056 .234 -.030 
VAR00003 .048 .118 .076 -.008 .848 .008 .041 .102 .089 .045 
VAR00019 -.198 .178 .316 .318 .566 -.085 .036 -.006 -.045 .298 
VAR00002 .120 .394 .202 .057 .408 .141 .280 -.250 -.063 .174 
VAR00005 .140 .164 .099 -.052 -.056 .751 -.012 .075 .023 .045 
VAR00010 .187 .115 .009 .471 .193 .555 .075 -.279 .183 -.018 
VAR00016 .035 .097 .218 .042 -.028 .026 .848 -.033 .173 .104 
VAR00015 .377 .067 -.087 .216 .284 .039 .579 .147 -.062 .013 
VAR00004 .078 .027 .095 .060 .037 -.034 -.019 .810 .012 .131 
VAR00014 -.028 .172 .373 .050 .182 .272 .124 .418 .236 .123 
VAR00009 .072 .052 .092 .034 .159 .179 .213 .193 .661 -.183 
VAR00020 .210 .105 .217 .213 -.117 -.082 -.083 -.255 .636 .261 
VAR00001 .028 -.006 .002 -.120 .095 -.003 .082 .121 -.041 .835 
VAR00013 .060 .089 .217 -.035 .392 .405 .047 .130 .174 .503 

Extraction Method: Principal Component Analysis.   Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 18 iterations. 
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The rotated factor matrix sorted out 10 factors that were deemed significant for this study. 
Each of the factor had loadings greater than 0.3. The rotation method was Varimax with Kaiser 
Normalization where items were sorted from one with the highest loading to the one with lowest. The 
results of the rotated matrix helped to identify and interpret the following as key factors influencing 
porting process based on the factor loadings. 
Factors influencing porting  
Factor Factor 

interpretation 
% of 

varaiance 
Explained 

Factor 
loadings 

Variables included in the factor 

 
F1 

 
Customer 
Service 

 
8.498% 

.804 Porting results in service providers becoming more 
innovative 

.770 Porting makes service providers improve customer 
service 

.564 Porting enhances consumer choice of service providers 
 
 
 
F2 

 
 

Loss 
incurred 

 
 

8.124% 

.709 Fear by subscribers of  losing their number affects 
porting 

.687 The inconveniences of losing contacts with friends, 
family and business associates affects porting 

.597 For businesses, change of telephone numbers could have 
cost implications in regard to advertising. 

.492 Before porting one is required to ensure they save their 
contacts. 

.353 Where subscribers are not satisfied with after-sales 
service quality, even where the switching cost is high, 

they are likely to consider changing their service 
providers 

 
 
 
F3 

 
 

Constraints  

 
 

7.545% 

.638 Before porting one must clear any balance airtime or any 
balance in their mobile money transfer account 

.636 The cost incurred by service provider of porting a 
subscriber’s number when they make that request affects 

porting 
.619 Possession of more than one handset and SIM cards by 

Kenyans undermines porting 
.454 “Fightings” by mobile service providers in Kenya is 

hindrance to porting 
 
F4 

Competitors 
incentives 

6.872% .691 Higher quality of service by competitor leads to porting  
.676 Mobile service providers provide great incentive to 

customers to prevent the implementation of the porting 
process 

 
F5 

 
Preparedness 

 
6.673% 

.848 Kenyans are generally not ready to port lowering the 
pace` 

.566 The cost of upgrading the network affects porting speed 
by subscribers  

.408  Mobile number portability was initially  ignored or 
overlooked in creation of the telecommunication markets 
in Kenya  

 
F6 

 
Competition  

 
6.499% 

.751 Porting deepens the level of competition in the  mobile 
telecommunication’s  market 

.555 Porting may be stimulated by  lower price of service 
from the competitor  

 
F7  

Satisfaction 
with service 

provider 

 
6.035% 

.848 Satisfaction by performance of current service provider 
is an impediment to porting 

.579 The ability and willingness of consumer to switch is 
critically important in porting process 

 
F8 

Porting 
Facilitating  

cost 

 
5.330% 

.810 mobile service providers require special equipment to 
facilitate porting 

.418 The porting fee which has been capped at Ksh 200 is a 
hindrance to porting process 
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F9 

Exit  
barriers 

5.044% .661 The lock-in effects by service providers hinders porting  
.636 MNP is likely to benefit the new entrant and hurt the 

incumbent providers. 
 
F10 

Process  
4.991% 

.835 The process of porting is  complex and challenging 

.503 The process of porting is hit by  long delays before 
completion  

 
Conclusion and recommendations  

The study had set out to identify factors that influence mobile number portability in Kenya. 
This was aroused by the fact that it was expected that majority of subscribers would port to reap the 
benefits of reduced cost of service. However results indicated that only 7% of subscribers had 
attempted to do so. The factors therefore affecting the process must have been significant and require 
to be adressed. This study has revealed that customer service offered by current service providers was 
a great impediemnet to porting accounting for 8.498% of total variance . The service provider 
especially market leader (Safaricom) provided superior customer care and therefore the subscribers 
found no good reason for porting. We can conclude that good customer care as perceived by 
subscribers supercedes incentives such as cost reduction that would be enjoyed if customers switched. 
This is in agreement with finding of Shin and Kin (2007). Many subscribers also feared they would 
loose their contact and even business opportunities if they ported. This was accounted for by 8.124% 
of total variance. Fear of of porting and its consequences is therefore as a significant factor.  CCK  
ought to assure  subscribers that they fear is unwarranted since they would retain their numbers  in 
their current state.  
 The cost to be incurred by service providers as well as cost incurred by subscribers were were 
also identified as significant factors. The fees attached to porting was considered unnecesary and 
contributed to delay in the process of porting. The level of preparedness to port was a major factor 
affecting porting process accounting for 6.673% of total  variance implying that a large proprtion of 
subsbcribers and service providers were not well prepared to engage in the process. Satisfaction with 
cuurent service providers accounting for 6.035% of variance suggest that rewards asociated with 
porting were not strong enough to attract customers to port. The service providers especially the 
market leader had put exit barriers inform of incentives that hindered the porting process accounting 
for 5.044% of total variance. Market instruments such as advertising, sales promotion and added 
services such as money transfer were affecting the proting process adversely. These benefit and 
marketing activities locked subscribers and accounted for 5.044% of variance. Coupled with this, is 
level of competition among the service providers which accounted for 6.499% of total variance. The 
market leader (safaricom) sets the bar very high in terms of competition frustating the efforts of other 
providers to offer substantial competition.  
 The process of porting is perceived to be very complex and challenging for most subscribers 
accounting 4.991% of varaince. This is in agreement with findings of Odunake (2010) where the 
process was considred to be a major drawback to the process. 
 This study makes the following  recommendations: 

1. The level of awareness is relatively  low (21%) and therefore there is  needs to increase 
awareness  informing  subscribers of the benefits that would accrue to them if they engaged in 
the porting process. 

2. The process of porting should be simplified and the cost to be incurred waived off so as to 
faciliatate the process. 

3. Assurances should be given to subscribers that porting does not result in loss of their current 
numbers but only a change of service provider and this could alleviate fears of loss perceived 
by subscribers. 
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Abstract: 

This project uses Android, along with cloud based APIs and the Arduino microcontroller, to 
create a software-hardware system that attempts to address several current problems in robotics, 
including, among other things, line-following, obstacle-avoidance, voice control, voice synthesis, 
remote surveillance, motion & obstacle detection, face detection, remote live image streaming and 
remote photography in panorama & time-lapse mode. The rover, built upon a portable five-layered 
architecture, will use several mature and a few experimental algorithms in AI, Computer Vision, 
Robot Kinetics and Dynamics behind-the-scene to provide its prospective user in defense, 
entertainment or industrial sector a positive user experience. A minimal amount of security is 
achieved via. a handshake using MD5, SHA1 and AES. It even has a Twitter account for autonomous 
social networking. 

 
Key Words: Voice Synthesis, Voice Control, Robot-User Interaction, Face Detection, Motion and 
Object Detection, Remote Surveillance, Panoramic and Time-lapse Photography, Line-following and 
Obstacle-Avoiding Robotics, AI, Computer Vision, Image Processing, Network Security 

 
Introduction 
 Android, which is actually a software stack, running atop the Linux kernel, is one of the most 
successful operating systems available to mobile users today. This success can be attributed to the fact 
that Android makes development of application softwares ('apps') really easy by allowing developers 
to code in Java (among many other languages) and thus enabling them to take advantage of the 
innumerable packages and modules made available by the Java community. Also the android.* 
package provides several APIs to access features that are traditionally unique to mobile platforms (if 
not only Android). Examples of such APIs are the ones that we can use to access the readings of the 
innumerable sensors that an Android smart-phone may have, like proximity meter, compass, GPS, 
accelerometer and, most importantly, the camera. The presence of these sensors often make Android a 
more lucrative computing platform compared to 'traditional' platforms like PCs. Like any other Linux 
distribution, Android supports the entire TCP/IP stack, right from working with raw sockets to 
making application-layer level HTTP requests. Android can connect to the Internet using any of Wi-
Fi, 3G, GSM or EDGE. Moreover, it can usually make telephone calls and send and receive SMSes 
(which are attractive features, but almost always absent in PCs). It is because of Moore's Law that an 
Android phone of today is much more powerful than a desktop PC from last decade. It is normal for 
an Android phone to ship in with more than a 1 GHz processor and 512 MB RAM. 
 These facts have recently increased people's curiosity on using Android for uses, which till 
now were rarely associated with mobile phones. Devices like smart TVs and dashboards of 
automobiles are being run on Android. NASA is planning to launch three nano-satellites (named 
Alexander, Graham and Bell) running on Android smart-phones under a project named PhoneSat. We 
simply wanted to explore the possibility of using Android to control a robot. 
Description Of The Robot 
 From the perspective of the Android phone, the robot is yet another application running on it. 
The application acts as a broker between the user and the robot hardware. 
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 The communication between the user and the robot takes place through HTTP or SMS. The 
robot (comprising of the Android phone and other hardware) itself may connect to the Internet 
through Wi-Fi or 3G/GSM/EDGE. The user interacts with the robot using a RIA (Rich Internet 
Application) that relies heavily on HTML5, CSS3 and JQuery. Security, being one of the major 
quality attribute, is achieved using a basic technique. The robot authenticates the user by matching 
MD5 and SHA1 hash of passwords. This prevents the transmission of the actual password string 
across the network. Once authenticated, all further communication between the user and the robot are 
encrypted using AES with the password as the key.  
 The communication layer interacts with the user to receive new commands. When a new 
command arrives, it notifies the Controller Layer. The Controller Layer is responsible for stopping the 
current task and starting the new task as required by the user's commands. 
 The tasks that the rover can perform are basically Java classes. Some classes may contain 
methods to perform more than one tasks. These tasks enable some, but not all, features of the robot. 
The features, that are not implemented directly using Java in the Android application, are 
implemented using JavaScript in the RIA. Examples of such features are 'Voice Recognition' and 
'Motion and Object Detection'. 
 Because the Communication Layer, the Controller Layer and the individual features are all 
separated from one another, we were able to pack in a whole lot of features into our robot. 
 The features that the robot has are enumerated below: 

1.Line Following 
2.Obstacle Avoidance 
3.Voice Synthesis 
4.Voice Control 
5.Robot-User Interaction 
6.Face Detection 
7.Motion and Object Detection 
8.Remote Surveillance 
9.Time Lapse Photography 
10.Panoramic Photography 

       Features 1-8 address problems in robotics, while Features 9 and 10 address problems in 
photography. These features, working together, provide a robotic system that will enable its user to 
operate it with ease and efficiency.  

Description Of The Architecture 
It can be said that, the outcome of our project would be a robotic software platform that allows 

the user to control the robot over HTTP. Our initial plan was to create a cloud application that acts as a 
synchronizing server between the robot and the user. The interested party does a HTTP POST to the 
cloud whenever it needs to update any information. Availability of new information is checked by 
repeatedly polling the cloud application for new data.  

 
  
 
 
 
 
 
 
 
 
 

 
 
 
 
While this initially looked like a good scheme, the architecture has a few defects which 

surfaced only when we actually implemented and tested the architecture. They are enumerated below:  
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1. Redundancy : Because the cloud acts as a broker between the robot and the user, an 
unwanted redundancy is introduced. This is because one party, when it needs to inform 
something to the other party, sends the data to the server on the cloud and not actually to the 
other party.  

2. Latency : The cloud can inform any party about any new data only when the said party 
polls for new data using HTTP GET. This introduces a latency between the time when the data 
is posted and when it is retrieved. This latency, ranging from less than a hundred milliseconds 
to more than a few seconds, although not astronomical, is undesirable. Although, W3C has 
introduced Web Sockets for HTML5 to enable a full-duplex connection over HTTP in late- 
2011, it is not yet widely available.  

3. Resource Utilization : Repeated polling means that the rover will post data to the cloud 
and poll the cloud server for new user data at all times. These posting and polling would take 
place even when there is no need for such activity. Thus resource is misused to a great extent. 
And on a mobile platform like Android (a typical phone may have only 1 GHz processor with 
512 MB RAM), this mis-utilization of resource affects the system adversely.  

 To remove these disadvantages, we removed the server application on the cloud and replace it 
by creating and embedding our own custom HTTP server in the robot. We created a Communication 
Layer that rests between the user and the core robotic features. The Communication Layer consists of 
two Java classes. One acts as as HTTP server and the other as an SMS server. These are implemented 
as Java threads using Android's Service. The HTTP server is created by extending and overwriting a 
few classes of NanoHTTPD. The SMS server is created simply by using Android's APIs. For obvious 
reasons, some features (for example, Video Surveillance) are inaccessible through the SMS server.  

 
 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 

The cloud-based architecture is now deprecated, but an working implementation using Google 
appEngine on Python is available in the source code repository of the project. The repository is 
available at bit.ly/scorpius.  

 The removal of disadvantages of using a cloud based server made possible by integration of an 
embedded server within the application did enable us to create a new, more dynamic RIA which also 
has features like 'Voice Synthesis' and 'Motion and Object Detection'  built into it. 

 Given below is an screen-shot of the RIA before the change in architecture. The entire web 
application is in a single page and the RIA couldn't boast of any feature. But on such a high-latency 
architecture, it was most apt. 
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All subsequent screen-shots will be of the new RIA (below) running on the new architecture. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Description Of The Features 
 Several features are available to the robot through the Android application. Only three of them 

rely on the physical robot (line-following, obstacle avoiding and panoramic photo), the rest can be used 
on any Android phone, even without the robot. 

 Most of the features are implemented using Java, directly on the Android phone, but a few, like 
'Motion and Object Detection' and 'Voice Recognition' are implemented using JavaScript on the RIA, 
which is hosted, as aforementioned, using an embedded HTTP server on the Android phone. 

 We use a wide variety of APIs, both locally and over the cloud, to implement these features. 
This saves time and resource by virtue of  reusable codes, thus letting us, proverbially speaking, 'stand 
on the shoulders of giants'. All libraries and packages are in open source and so is this application. 

 In the section below, we try to describe the various features, along with a summary explaining 
their implementation techniques. 

  
 
 
 
 
 
 
 
  

Voice Recognition allows a user to control the robot using only his voice. 
 We implemented it using Google Chrome specific APIs. These APIs enable users to use 

Google Voice Recognition software over the cloud using just a few additional HTML5 tags and 
JavaScript-callbacks. 
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Voice Synthesis allows the user to type a string of text remotely and have the Android phone 
read out the string aloud. This is implemented using the Android's TTS (Text To Speech) APIs from 
the following packages : android.speech.tts.TextToSpeech and 
android.speech.tts.TextToSpeech.OnInitListener. 

 
 In the Face Detection mode, we process subsequent frames using the Android's camera. If and 

when a face is detected, a green box is drawn around the face on the output image. It is implemented 
using openCV and the LBP Cascade Classifier through XML in the Android application.The screen-
shots show that the Cascade Classifier does a good job of finding faces in an image, but as can be seen 
from the third image, it still is not perfect. 

 Motion and Object Detection is done by analyzing the sensor readings from Android phone. 
We primarily use three sensors – accelerometer for motion and vibration detection, proximity meter for 
object detection and compass to detect presence of electrical devices by looking for effects of 
electromagnetism. 

 

 
 The Motion and Object Detection takes place in the RIA, which is an innovative, though still 
experimental, technique for Robot-User Interaction. The RIA is made using W3C standard tools, 
namely HTML5, CSS3 and JQuery-enhanced JavaScript. Some of the HTML5 specifications are very 
recent, and supported only on recent browsers. We expect the user to have the most recent version of 
Google Chrome. 

The RIA uses pixastic.js for some real-time image processing whenever any video streaming is 
taking place. 
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The user can access the various image processing options on the RIA from a toolbox. The user 
can apply any single option or any combinations of the options by selection the required effect from the 
toolbox. 

Remote Surveillance is the most basic form of live streaming, without the application of any 
computer vision algorithm on the input image. 

Panoramic Photography enables us to capture wide-angled images using standard-lens 
camera. This is done by capturing several images  and stitching them together using openCV. 

 
 
  
 
 

 
Time-lapse Photography is the technique of capturing a video at a slow frame-rate and 

playing it back using normal frame-rate. 
Line Follower is the name given to any robot that can move about in its environment by 

following a line on the ground. Traditionally people use IR sensors to detect lines on the ground, but 
we'll use only the Android's camera and openCV. There are two major techniques for finding and 
following a line using Computer Vision. One is to use Hough Line Transform, followed by detection of 
the vanishing point of the lines. We move the robot towards the angle which directs to the vanishing 
point. The other method is to set up a 8-bit Color Blob Detector and move the robot in such a way as to 
keep the blob at the center of the image. 

Obstacle Avoidance is another problem in robotics that is traditionally solved using hardware 
sensors, but which we attempt to solve using the Android's camera and openCV. We do this by looking 
at individual contours and attempting to navigate by keeping the robot from any colliding with any 
contour. As of this writing, the Obstacle Avoidance algorithm is yet to be implemented in the Android 
application. 

The Robot-Android Interaction 
 The Android phone is connected to the robot using either microbridge or ADK using the USB. 

The Android provides two floating point variables in the range -1 to +1. One indicates angle of 
direction of motion, where -1 indicates extreme left, +1 indicates extreme right and 0 indicates straight 
motion. The other variable indicates speed of motion, where -1 indicates fast reverse, +1 indicates fast 
forward and 0 indicates no motion. These values can also be obtained from the embedded HTTP server 
over TCP/IP. 
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 The Android application needs the robot to have just two motors with wheels. It doesn't take 
any reading from the robot and doesn't need the robot to have any sensor. But from the perspective of 
the robot, the Android phone is just another sensor. The robot may have its own sensors and use them 
in its own calculation (for example, to make hardware switch that turns off the robot in case of danger), 
but the Android phone need not know about those sensors. 

 As mentioned previously, the robot needs just two wheeled motors capable of bi-directional 
motion. These are used for all robot kinetics using differential drive, as illustrated below. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Description Of Security 

 Security, as any course in Software Architecture would tell us, is one of the most important 
'quality attributes' in a software. Moreover, we need to be more careful about security in an application 
like ours that depends on wireless communication. Also, HTTP, unlike HTTPS, uses only plain-text, 
no cyphers. Hence, an application like ours would be vulnerable to sniffing and spooking attacks. 
Therefore, we have implemented some basic security within the application. The pseudocode for the 
Android application is given below: 

1. Initialize auth = false, IP='127.0.0.1' 
2. Wait for user to login from the RIA using MD5 and SHA1 hash of password. Check against 

user-saved password. If password matches, save user IP and turn auth = true. Else, exit. 
3. If auth=true and IP = requestingUsersIP, then all communication between the RIA and the 

rover are to be encrypted using AES with the password as the key and then transmitted. 
 The following is the pseudocode for the RIA: 
1. When user enters the password, the RIA authenticate the user by sending MD5 and SHA1 hash 

of entered string. If authentication succeeds, let user access control. Else, reload. 
2. All communication between the RIA and the rover are to be encrypted using AES with the 

password as the key and then transmitted. 
 This security technique has the advantage of never transmitting password or plain-text over the 

network. 
Observations 

 The cloud-based architecture, which looked promising initially, turned out to be a redundant 
system with unwanted latency. We removed these problems by using an embedded HTTP server, but 
that too comes with its own baggages. 

 Because the HTTP server has to run at all times, the battery drains rapidly. But this should not 
be a problem when running the phone in 'accessory mode' using ADK. The second problem is that 
most low-end mobile phones are not very effective in running multi-threaded applications like these 
because of the absence of multiple cores in the processor. But, even with these minor defects, the 
application would be suitable for usage in many areas. 
Conclusion 

 Developing this project has enabled us to understand many aspects of creating a full-fledged 
real-time system. No other system of similar style and scale exists in the knowledge of the project 
members. We understood parts of AI and Computer Vision while making this project. The project will 
get refined as our understand AI and CV improves. 
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Abstract: 
 With the present industries and the expected industrial growth in the Brass Coast, it was 
necessary to study the ground flash density in the area. It is a lightning prone area because of the 
location and the environmental conditions. 
Data for thunderstorm days in the year was collected from 2008 to 2012 from the meteorological 
department of the oil company and meteorological department of the College of Education Okpoma. 
Several observations were compared and the data were analysed. The ground falsh density was found 
for each year in the two locations. The ground flash density (GFD) was about 10 flashes/km2/year to 
15 flashes/km2/year. 
This data is necessary because it will help Electrical and Telecommunication Engineers and operators 
to involve safer and better methods to protect and minimize danger to life and equipment. 

 
Key Words: Ground flash density, thunder storm day, lightning activities, keraumic level, probability 
density 
 
Introduction 

Brass is becoming the most industrialized place in Bayelsa State due to the presence of the oil 
terminal of Agip Oil Company and the liquefied Natural Gas Company. It is expected that the oil 
refinery company will soon take off. 

Brass is situated at the coast of the Sombrero River that emptied into the Atlantic Ocean. The 
Brass town is not more than 500m to the Atlantic Ocean and it is surrounded by rivers and tall 
mangrove swamps [1]. This is an area of high keraunic level with intermittent and unexpected stormy 
weather with the ocean breeze. During the month of November the stormy weather is persistent that it 
affects the economic life of the people. 
A Survey on Lightning Distribution 

Research on lightning distribution in Africa is limited. Several global detection satellites 
provide coverage of the continent [2], though the spatial resolution and temporal coverage is limited. 
The most comprehensive flash density results for the continent was produced by Christian et al (2003) 
using the Optical Transient Detector (OTD) and Lightning Imaging Sensor (LIS). The Congo Basin 
was identified as the lightning hotspot of the world. In this regard, South Africa has played leading 
role in the field of lightning research in Africa [2, 3]. Since then several modern techniques have been 
used for effective lightning detection. 
 Nigeria has been living with the global records with little effort to have local records except 
with the multi-national companies and aviation industries operating in some localities. These records 
can only be restricted to some areas and can not give a global record of the country. For the 
development of a country or industrialization, these records are vital for the power and 
telecommunication industries. 

It has been established that the highest flash densities occur in coastal area, mountainous 
regions, regions frequented by migrating synoptic scale cycloves and convergence zones [2, 4]. That 
is why air movements and different meteorological data affect lightning activities in localities. 
 A ten year average ground flash density map on U.S.A. [4] indicated areas of different (GFD), 
elevation or convectional air movement.Among the areas of high GFD are 
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• The state of florida as well as all the Southern States along the Gulf of Mexico. Other areas 
are the state of Georgia and Southern Caroline. To the West state, Arizona is the only state 
with GFD levels as high as 8 flashes/km2/year. 

• Rakov et al [5] said that lightning discharges produced by winter storms in the coastal are of 
the sea of Japan exhibit a number of features that have not been observed during the summer 
months or in any season in other geographic locations. 

• The Iberian Peninsula is also distinguished by its high incidence of lightning due to elevation. 
• Sariano and De la Rose [6] indicated that the most frequent lightning activities tend to occur 

near the Mediterranean coast where warm, humid air increases convection. 
 The Brass Coast like any other coastal area in the globe is prone to high ground flash density, 
therefore the study was necessary to have a lightning record for this area. 
Stochastic Characteristics of Lightning Strokes 
 The most important lightning return stroke parameters are: 
(i) Peak current, Ip 
(ii) Current front time tf 
(iii) Return stroke velocity V 
(iv) Ground flash density 
 These parameters are stochastic in nature. Analysis of field data shows that the statistical 
variation of the peak current, Ip and current front time tf of the return stroke current fit lognormal 
distribution [7]. The probability density function of Ip can be expressed as: 
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 Similarly, the probability density function of tf can be expressed as: 
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 The joint probability density function, 𝑝(𝐼𝑝𝑡𝑓) is given by 
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 Where 𝜌 is coefficient of correlation 
  Im is mean current 
  tm is mean time 
  𝜎 is standard deviation 
 The statistical parameters of return stroke current are as follows [8, 9] 
 Median time to crest, 𝑡fm = 3.83 𝜇𝑆, Log (to base e) of standard deviation 𝜎�𝐼𝑛𝑡𝑓�= 0.553 
 Median Peak Current 𝐼𝑝𝑚1 = 61.1KA, Log (to base e) of standard deviation  σ = 1.33 
 Median Peak Current 𝐼𝑝𝑚2is 33.3KA, Log (to base e) of standard deviation σ = 0.605  
 The coefficient of correlation 𝜌 = 0.47. 
 Some authors [7, 8] proposed the following empirical relationship between the return – stroke 
peak current and its velocity as 
 𝑉 =   𝐶

�1 + 500𝐼𝑝
 
  (m s⁄ )        (4) 

 Where c is velocity of light. 
Besides the 𝐼𝜌 and 𝑡𝑓, the ground flash density is the next significant parameter in estimating 

the lightning performance of power system. The ground flash density ng varies regionally and 
seasonally and the geographic region varies by a large margin from year to your usually it is a long-
term average value and ideally it should take into account the yearly variation that take place within a 
solar cycle-believed to the period within which all climate variation that produce different GFD level 
occur. 
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The ground flash density can generally be defined as the average number of lightning flashes 
per square kilometer per year in a geographic region. 
 De la Rosa [4] discussed how to determine the ground flash density as a function of thunder 
day (𝑇𝛼) or Keraunic level or thunder thour (Th). This is important where GFD is not available from 
the lightning location. 
 Basically any of these parameters can be used to et a rough a approximation of GFD. Using 
the expression described in Anderson et al [9] and MacGorman et al [10] respectively. 
 The ground falsh density ng is 
 𝑛𝑔   =   0.04𝑇𝛼1.25 flashes 1km2/year      (5) 
 𝑛𝑔   =   0.05𝑇ℎ1.1 flashes 1km2/year      (6) 
Methodology 

Meteorological data (pressure, daily temperature and thunder storm) were taken from 2008 to 
2012. In order to have records for some other location, records were taken from the College of 
Education. The records available was from 2010 to 2012 and some of the records not detailed. 
 These data were compared to the data taken from the different centres. From the given 
records the five years lightning days were tabulated as shown in table 1. 
Result and Analysis 

A flash which is made up of one or more strokes may take place between two clouds known 
as cloud to cloud (CC), flashes within the same cloud is inter cloud (IC) and flashes from clouds to 
ground is known as cloud to ground (CG). 
 If the CC to CG is 3:1, then 
 The number of lightning days (CG) = 𝑇𝑜𝑡𝑎𝑙  𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓 𝑇ℎ𝑢𝑛𝑑𝑒𝑟 𝑆𝑡𝑜𝑟𝑚 𝑑𝑎𝑦

𝑛
 

 The ground flash density was calculated from the equation 5. 
 From table 1, all results (the number of lightning days, GFD) are shown. 

Table 1: Thunderstorm Days For The Brass Coast and Inland site. 
MONTH BRASS COAST BRASS INLAND SITE 

2008 2009 2010 2011 2012 2008 2009 2010 2011 2012 
JAN 7 4 6 2 8 4 2 3 6 8 
FEB 28 16 10 26 17 15 12 12 20 18 
MAR 63 50 48 57 48 40 48 38 50 50 
APR 70 61 60 62 63 42 42 37 64 48 
MAY 65 57 55 60 59 50 47 49 52 55 
JUN 54 44 39 50 51 35 40 36 45 45 
JUL 40 30 36 42 37 32 29 25 37 30 
AUG 28 21 27 30 25 21 30 22 18 16 
SEP 42 36 29 40 36 20 20 18 36 19 
OCT 62 49 54 52 40 41 50 42 50 35 
NOV 20 23 18 24 28 20 18 16 21 20 
DEC 6 8 66 4 7 8 6 4 5 6 

TOTAL 
NO. OF 

FLASHES 

485 399 388 449 419 328 344 302 404 350 

FLASHES 
CG 

122 100 97 112 105 82 86 76 101 88 

GFD  13 12 15 13.5 10 11 9 13 11 
 
In fig. 1, the diagram given the variation of lightning days for the period of five year in the 

Brass Coast. 
 From the given record, the average GFD is 
 (i) The Brass Coast average GFD is 14 
 (ii) Inland site average GFD is 11. 
 The average annual temperature and relative humidity (2008 – 2012) were recorded in table 2 
and 3 respectively. 
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Table 2: Mean Annual Temperature (Average for 2008 – 2012) 
MONTH JAN FEB MAR APR MAY JUN JUL AUG SEPT OCT NOV DEC 
MAX 33.8 33.8 33.9 32.8 32 30.4 29.4 29.2 29.8 30.8 32.4 33.5 
MIN 21.5 23.8 24.0 23.5 23.1 22.8 22.1 22.8 22.9 22.9 23.3 23 

 
Table 3: Annual Relative Humidity (Average for 2008 – 2012) 

MONTH JAN FEB MAR APR MAY JUN JUL AUG SEPT OCT NOV DEC 
RELATIVE 
HUMIDITY 

75 79 80 84 87 89 90 91 90 89 85 76 

 
From the results, yearly thunderstorm days was presented in a histogram as shown in figure 1. 

 

 
(a) Brass Coast 

 
(b) Brass Inland site 

Figure 1: Histogram of Thunderstorm days for ecach month of the years 2008 – 2012. 
 
Discussion  

Thunderstorm may be as a result of orographic uplift that occur in mountainous area. 
Mountain slopes are heated more rapidly than valley causing air to rise against the slope initiating 
vertical development of convective air mass. Thunderstorm is also associated with cold front. Warm 
air is displaced as cold air masses move underneath at frontal surface resulting in rigorous uplift. This 
explains the more frequent thunderstorm days in March, April and May and at October. These are 
periods of transition from dry sunny seasons to the rainy seasons and vice-versa [11]. These periods 
are marked with sever and prolonged thunderstorms with multiple flashes. The rainy periods (April to 
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September) are periods of heavy rain with high humidity (90 percent) and the thunderstorm are more 
devastating. It is obvious that more cloud to ground lightning are experienced. 

Diendorfer et al [12] conclude that the percentage of single stroke flashes vary significantly 
from storm to storm even in the same region and depend probably on seasons and type of 
thunderstorm. In the Brass coast is more significant that lightning activity occurred mainly overland 
mass with an average land to ocean ratio of 10:1. This explains the marked difference of the ground 
flash density of the Brass coast to the inland site. 
Conclusion 

Lightning parameters are the bases for the design of lightning protection equipment and for 
the calculation of lightning radiated fields and their interactions with power and telecommunication 
lines. Lightning peak current is one of the most important lightning parameters and all national and 
international standards are based on lightning current measurements. Modern multiple station 
lightning location systems are necessary because their output besides lightning co-ordinates, includes 
estimates of lightning peak current and number of strokes per flash (multiplicity). 

Also, some location systems masses the first stroke and misidentifies the second stroke as the 
first one. Statistical evaluations based on data for a few storm day may not be a true representation of 
the total lightning activities in a region therefore frequent measurements and for several years are 
necessary. Identifying the number of thunderstorm days may only serve some geographical purpose 
but for scientific data and analysis more modern lightning location systems are necessary in the 
country. More so, most systems do not record the lightning with low frequency. 
Recommendation 
 It is necessary to recommend that the government, scientific organizations and institutions of 
learning need to encourage researchers in this area in the country to have reliable records. 
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Abstract: 
 This paper examines a voluntary initiative named ‘Play for Nature’ that utilizes music as a 
mediator to create public environmental awareness. Strengths and weaknesses of the project are 
scrutinized from a public relations viewpoint. Data is collected via related media coverage followed 
by an online interview held by the initiator and organizer of the project in Turkey, Fırat Çavaş. It is 
concluded that the project that is able to reach millions of people, by using the powers of music and 
social media, should be managed with a strategic communication approach, as to fulfill the main 
objective. The study offers Play for Nature an applicable communication frame for the future chapter 
of the project. 

 
Key Words: Environmental awareness, music, strategic communication, Play for Nature, corporate 
social responsibility 
 
Introduction 
 The global climate change and environmental destruction have been raised to a level of major 
concern in recent years. However, public environmental awareness and education still need to be 
enhanced as to take significant precautions against all anti-environmentalist activities. Since creating 
awareness is an important first step toward building audience understanding, influencing opinion and 
motivating behavior; environmentalist movement should take creative activities, utilizing arts as a 
way to communicate with the audiences, as an opportunity to create environmental conscience.  
 This paper examines a voluntary initiative named ‘Play for Nature’ that utilizes music as a 
mediator to create public environmental awareness, with a rhetorical perspective. Main objective of 
this study is to figure out how a civil initiative may be successful in reaching its target audiences 
without support of any corporation or a governmental body, only by using musicians as opinion 
leaders and role models. Additionally its media selection is questioned, since the project’s utilization 
of traditional media is very limited and the overall communication is based upon social media. 
Strengths and weaknesses of the project are examined from a public relations viewpoint. Data is 
collected via related media coverage followed by an online interview held by the initiator and 
organizer of the project, Fırat Çavaş, in September 2012. 
Environmentalism and Public Environmental Awareness 

 Environmentalism, as a social movement and political ideology, varies from the 
anthropocentric pole to the eco-centric pole. Resource conservation, human welfare ecology, 
preservation, animal liberation and eco-centrism are major environmentalist streams (Eckersley, 
1992:34). Anthropocentrism considers humans as the center of the universe and the top of all creation; 
human being is the dominator of the nature and natural environment is created for human usage. 
Anthropocentric attitudes are deeply rooted in Western culture whereas eco-centric form of public 
awareness is opposed to human-centered system of values while it denotes a nature-centered 
worldview (Rowe, 1994). Regarding Turkey’s geo-political position and culture, Turkish people’s 
environmental attitudes are assumed to be in between anthropocentrism and eco-centrism. 

 Even though both developing and developed countries are facing serious environmental 
problems (Hoerisch, 2002), the tendency to give priority to environmental goals is much stronger in 
wealthy countries than in poorer ones (Diekman and Franzen, 1999:548). Countries with higher 
economic ratings and countries successful in dealing with the local environment are expected to place 
more emphasis on global environmental problems. According to a global research made by Dunlap, 
Gallup and Gallup in 1993, for 61% of the Turkish population, environment is a ‘very serious’ issue, 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings-  

290 

however only 18% of the people think that environment is the most important problem in Turkey 
(Diekman and Franzen, 1999). In 2003, a nationwide study on environmental attitudes of Turkish 
people has been accomplished (Tuna, 2004). The research includes environmental issues such as 
environmental politics, environmental knowledge, environmental degradation, pollution and energy 
usage. This study shows that highly educated respondents and the ones with prestigious occupations 
have more environmental commitment (Tuna, 2004). More recent studies on environmental attitudes 
of Turkish people are mostly focusing on the attitudes of young generations. As concluded in Tuncer 
et. al (2005), there is a widespread support for conservation of the environment among high school 
students in Ankara (capital city of Turkey). Another study shows that Turkish university students in 
Konya (one of the biggest cities in Turkey) are concerned about environmental issues, however only 
8,53% of them regularly follow the related publications and just 7,73 of them hold a membership to 
an environmental organization (Önder, 2006).  

 Concerning the sensitivity of businesses to environment, it is possible to recall the 
environment oriented corporate social responsibility (CSR) activities. In Turkey, although the major 
CSR topics include education and societal issues such as healthcare, there are serious CSR projects on 
environmental issues, as well. Many corporations are sharing sustainability reports or index results 
with their stakeholders. Today, there are 226 participants of United Nations Global Compact1, from 
Turkey 
http://www.unglobalcompact.org/participants/search?commit=Search&keyword=&country%5B%5D
=202&joined_after=&joined_before=&business_type=all&sector_id=all&listing_status_id=all&cop_
status=all&organization_type_id=&commit=Search, yet there is not enough data on these 
organizations’ overall environmental attitudes and behavior.  A research made particularly on hotel 
business in Turkey has found that the policies and practices of Ankara hotels generally lack attributes 
relevant to environmental protection and conservation. The authors concluded that the hotel managers 
mostly lack the necessary environmental knowledge and interest to meet the objectives of societal and 
environmental responsibility (Erdoğan and Barış, 2007).  

 Another research topic deals with the effectiveness of various communication channels 
utilized in creating public environmental awareness. A comparative study proves that the role of 
media in creating environmental awareness is definitely the dominant one compared by personal 
experiences in daily life, personal discussions and formal education at schools, both in developing and 
developed countries (Hoerisch, 2002). A recent study investigates the use of integrating mobile 
technologies, data services and multimedia messaging services (MMS) to increase university 
students’ use of mobile technologies and to develop environmental awareness. The study concludes 
that these new technologies are useful in developing environmental awareness among young people 
(Uzunboylu, Çavuş and Erçağ, 2009). 

 According to United Nations (UN) education program there are several ways to increase 
public environmental awareness and education. Promoting responsible action in the community 
through the media by involving key public players, decision-makers and opinion-builders in such 
campaigns is one of these ways. 
http://www.unep.org/DEC/OnLineManual/Enforcement/InstitutionalFrameworks/PublicAwarenessEd
ucation/tabid/99/Default.aspx.  A project called ‘Play for Nature’ aims to increase the level of 
awareness towards environmental issues, by making celebrities involved in their project, in which 
music is a mediator between this initiative and the public.  
Play for Nature Project:  The Need for a Strategic Communication 

 ‘Play for Nature’ is not an association or a foundation; it is a project realized by more than 
200 volunteer, amateur and professional musicians. Inspired by an American originated project called 
‘Playing for Change’ http://playingforchange.com/, ‘Play for Nature’ project was developed in 2008, 
in Turkey, with the objective of creating and enhancing public awareness of the environment and 
natural life. This is a civil initiative which tries to take attention to the environmentalist NGOs 

                                                           
The UN Global Compact is a strategic policy initiative for businesses that are committed to aligning their operations and 
strategies with ten universally accepted principles in the areas of human rights, labour, environment and anti-corruption 
http://www.unglobalcompact.org/AboutTheGC/index.htmlenvironment and anti-corruption 
http://www.unglobalcompact.org/AboutTheGC/index.html 
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activities and to help raise their funds http://www.dogaicincal.com/index.asp?sayfa=anasayfa. While 
music is a universal language that unites everybody and helps product/idea recall and recognition 
(Stewart and Punj, 1998), to reach the highly heterogeneous target audience via music seems to be a 
proper tactic. They explain their essence as follows: 

 Our starting point was the shared, universality of environmental problems and music. Nature 
as a provider of housing and resources has a strong connection with music, which is a common 
language of all human beings. […] Now, it’s our responsibility to find solutions and carry them into 
action; we should remember and remind people of this every chance we get. Despite knowing that 
change is a necessity, we still don’t seem to listen or do what we’re supposed to do. So, can a song 
then be useful and remind us of what we should do every time we listen to it? We hope that it may at 
least bring some awareness and consciousness to the people who listen to 
it. http://www.dogaicincal.com/index.asp?sayfa=playfornature 

 As Çavaş claims, this is a project to raise awareness; they do not have a concrete aim as 
collecting funds or planting trees (Diker, 2012:52). Çavaş calls Play for Nature a social responsibility 
project with the goal of directing people to get information from nature associations. So, a number of 
nature associations are their ‘natural’ stakeholders. However, he is complaining that other than 
TÜRÇEK (one of these associations) none of them has responded and none of them has sent an e-mail 
of appreciation. In addition to that, none of the existing associations has had any intention to meet and 
cooperate with them, even though this project is realized to help fulfill their objectives. Other 
stakeholders of the project are media, volunteers and sponsors. This volunteer project makes barter 
agreements with their sponsors; a software company provides the software they need, a technology 
company gives them the necessary equipment and all the rest, from recording to mixing, is handled by 
Çavaş himself (Diker, 2012:58). 

 Play for change is a social responsibility project. Any social responsibility campaign should 
start with research. This research includes the search for the organization itself, the current situation 
and the publics (Lattimore et al., 2009). Çavaş mentions that, Play for Nature, claiming to be an 
amateur social responsibility project, have neither defined its target publics nor made any research on 
the public’s previous environmental attitudes. This is the major weakness of the project, which 
disables them to have clear objectives. 

 The project takes the advantages of social media to spread their videos to the public. 
Facebook and Twitter are the most utilized media. Via social media, the project can reach the public 
easily and quickly; however it has some disadvantages as Çavaş claims: Being easily criticized by 
people. There are interesting comments reaching them over the social media, for instance one of the 
audiences has criticized the musicians’ instruments being made from wood, highlighting the paradox 
between protecting the Mother Nature and playing wooden instruments. Some traditional media, 
including the major national TV channels (TRT, CNN Turk, Show TV, ATV, Kanal D, TV 8,Cine 5, 
Fox TV, Dream TV, Kral TV) and radio channels (TRT, Radyo Klas) are supporting the project, as 
well http://www.dogaicincal.com/index.asp?sayfa=biz&pid=3 . Conducting a communication audit 
for understanding the channel effectiveness would be beneficial, since there has not been such an 
attempt. Media planning should be based on research outcomes. 

 There are many celebrities that are voluntarily supporting the project, by singing the project’s 
songs. Among these names, there are well known singers and actors of Turkey such as Levent Yüksel, 
Cahit Berkay, Gökçe and Levent Üzümcü. Celebrities are opinion leaders for the public and they have 
the power to take the public attention to a certain subject. Thus, their support and participations are 
significant to reach masses and affect their attitudes positively on environmental issues.  Since the 
volunteer celebrities are only supporting the project with their voices as Çavaş mentions, it would be 
better to lead them to use their social media accounts as to spread the project and give 
environmentalist messages. It is noticeable that Play for Change project, except its name, which 
actually is not a message but the theme of the initiative, does not have clear messages for their public. 
Without messages, it is not possible for the target public to understand their real objective and the 
major peril is that the audience will listen to the songs just for amusement. Designing campaign 
messages consistent with the soul and main goal of the project is a part of strategic communication 
approach, and it would be useful in realizing the objectives. 

 Regarding the evaluation of the project, Çavaş emphasizes that ‘Play for Nature 4’ project’s 
video has had 2 million clicks in 5 months time, from a single link on the YouTube. The project gets 
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lots of positive feedback from primary and high school teachers, as well. Play for Change is adored 
because of its musical quality, synthesizing a lot of music genres and for making folk songs poplar 
among the younger audience (Diker, 2012:56). As visible from the comments, the positive feedbacks 
are irrelevant to environmental issues, which are primary aims of the project. While the project is 
lacking objectives depending on existing data, it is not possible to make a real evaluation to measure 
the success. The question ‘How much this project has contributed to public environmental 
awareness?’ is still without an answer. 
Conclusion 

 Climate change, global warming or other environmental issues are not priorities for the 
Turkish government and major corporate social responsibility activities are focused on education and 
health issues in Turkey. As a result of minimal media coverage on environmental issues and lack of 
critical perspective on controversial topics such as nuclear power and ecological risks, Turkish public 
is not enough aware of the environmental threats. To find a common ground for those who are not 
aware of the environmental perils and the urgency of creating a positive behavior towards the 
environment is quite problematic. Play for Nature is an amateur initiative that aims to raise the public 
environmental awareness through music. However the study exposes that the project lacks a strategic 
communication approach to help meeting the objectives.  

 While this amateur and well-intentioned project seems to reach huge masses, it is not clear 
that whether they have helped people creating positive attitudes towards environment. It would be 
beneficial to conduct a strategic communication plan for the future versions of the project including 
the following points: 

• Organizational analysis: What are the capabilities of the organization? What are the strengths 
and weaknesses? Who are the volunteers? Who are the major stakeholders? What is the major 
problem with the environmentalist NGO’s: defining the problem and providing an ongoing 
communication with them. An analysis of the feedbacks for the previous chapters of the 
project. 

• Situational analysis: A scientific research on the present environmental attitudes of the public. 
It might be sponsored by one of the relevant volunteers. 

• Audience research: Defining the audiences: Demographic and psychological factors included. 
• Defining long term and short-term goals depending on the research findings: What will be the 

main strategy and the tactics? What are the sociologic, economic, political and cultural 
barriers? How can they be surpassed? 

• Designing the messages for various publics: Relevance of the lyrics and the messages should 
be considered 

• Media selection: Scientific media planning according to the research findings. Integrating 
social media with the traditional media would be useful since the target audience is too broad. 
Mobile technologies should be considered.  

• Opinion-leaders: Making volunteer celebrities the project ambassadors. Provide a sustainable 
support of them for the initiative, not only once by singing a song. Persuading them to talk 
about the project both in traditional and digital media.  

• Evaluation: Measuring the level of success periodically and if necessary, re-designing more 
realistic and measurable goals. 

 As a conclusion, Play for Nature is successful in reaching the people and attracting their 
attention, however, the project is lacking a strategic communication approach as to reach the basic 
objective of creating public environmental awareness. This study proposes above-mentioned outline 
to manage the communication of the future chapters of Play for Nature strategically. 
 
References: 
Diekman, Andreas. and Franzen, Axel. The Wealth of Nations and Environmental Concern, 
Environment and Behavior, 31(4), 540-549. 1999. 
Diker, A.H. Hepimiz için Çalıyorlar- They Play for All of Us, Anadolu Jet Magazin, 35, 52-58. 2012 
Eckersley Robin.  Environmentalism and Political Theory: Toward an Ecocentric Approach. NY: 
State University of New York Press. 1992. 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings-  

293 

Erdoğan, Nazmiye and Barış, Emin  Environmental Protection Programs and Conservations Practices 
of Hotels in Ankara, Turkey, Tourism Management, 28(2), 604-614. 2007. 
Hoerisch, Hannah. A Comparative Study on Environmental Awareness and Environmentally 
Beneficial Behavior in India, Report for CMS ENVIS Centre. 2002.  online access:  
http://cmsenvis.cmsindia.org/researchstudy/beneficial.pdf 
Lattimore, Dan, Baskin, Otis, Heineman, Suzette T. and Toth, Elizabeth.L. Public Relations: The 
Profession and the Practice, 3rd ed., New York: McGraw-Hill. 2009. 
Önder, Serpil. A Survey of Awareness and Behaviour in Regard to Environmental Issues among 
Selçuk University Students in Konya, Turkey,  Journal of Applied Sciences, 6(2), 347-352. 2006. 
Rowe, Stan J. Ecocentrism: the Chord that Harmonizes Humans and Earth. The Trumpeter.  11(2), 
106-107. 1994. 
Stewart, D.W. and Punj, G.N. Effects of Using a Nonverbal (Musical) Cue on Recall and Playback of 
Television Advertising: Implications for Advertising Tracking, Journal of Business Research, 42, 39-
51. 1998. 
Tuncer, Gaye, Ertepınar, Hamide, Tekkaya, Ceren and Sungur, Semra. Environmental Attitudes of 
Young People in Turkey: Effects of school type and gender, Environmental Education, 11(2), 215-
233. 2005. 
Uzunboylu, Hüseyin Çavuş, Nadire and Erçağ E.  Using Mobile Learning to Increase Environmental 
Awareness, Computers & Education, 52(2), 381-389. 2009. 
Tuna, Muammer.  Public Environmental Attitudes in Turkey, Proceedings of 3rd Global Conference 
on Ecological Justice and Global Citizenship, 2004. online access: www.inter-
disciplinary.net/ptb/ejgc/ejgc3/tuna%paper.pdf. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings-  

294 

ANTHROPOGENIC IMPACT CONDITIONS ON WATER QUALITY IN 
THE ALLUVIAL AQUIFER OF THE REGION TADJENANET - 

CHELGHOUM LAID (EASTERN ALGERIA) 
 

 
 

Abdelhamid Khedidja 
Laboratory of natural hazards and land use. University of Batna, Algeria 

Abderrahmane Boudoukha 
Research Laboratory of Applied Hydraulics. University of Batna, Algeria 

 
 

 
Abstract: 
 The region of Tadjenanet - Chelghoum Laid is located in the upper valley of Oued Rhumel. It 
has shown in recent years an important agricultural and industrial development, which resulted in 
increased occupancy of the natural environment and therefore a deterioration of water quality of 
surface and underground aquifer located in the alluvium of Mio Plio Quaternary. 
This study aims to determine the critical impact of natural and anthropogenic pollution on physico 
chemical water of the shallow aquifer zone of Tadjenanet - Chelghoum Laid. 
Chemical analysis of this water showed a rather marked salinity, due to dissolution and leaching of 
surrounding formations, carbonate, and gypsiferous alluvial. The high concentration of nitrate in 
irrigated areas at the periphery of Oued Rhumel, reflects the agricultural activities, marked by a wide 
variety of crops, marked by an unmanaged employment of chemical fertilizers, especially nitrogen.  

 
Key Words: Risk, pollution, groundwater, alluvium, aquifer, nitrate, Tadjenanet- Chelghoum Laid 
 
Introduction  

Diffuse pollution from agriculture is a major cause of the deterioration of groundwater quality 
in rural areas. Nitrates and pesticides are the main source of pollution of aquifers in the region 
Tadjenanet - Chelghoum Laid  [7]. The pollution risk is accentuated further by the lack of protective 
cover causing pollutants directly into the reservoir formation [3]. 

Contamination of groundwater in the alluvial aquifer of Tadjenanet Chelghoum Laid by 
nutrients (nitrate and ammonium) is often related to misuse of fertilizers in agriculture, the 
decomposition of plant materials or animal manure, and domestic wastewater and industrial 
applications [8]. 

Through a piezometric and hydrochemical studies in the unconfined aquifer and from the 
results of physico-chemical analysis have provided the data necessary to define the risk caused by the 
phenomenon of pollution. 
 In this study we tried to assess the risk of groundwater contamination by nitrates. We should 
also mention that the concentration of nitrate in groundwater is changing at an alarming rate [7]. 
 Agricultural development, often leads to rapid pollution of groundwater by the chemical 
forms of nitrogen, especially of nitrates, due to their high solubility and low affinity for ion exchange 
[8], [10]. Nitrates are the most oxygenated nitrogen and are a very soluble form; they are the result of 
the nitrogen cycle which is a nutrient essential to plant life. The spatial variation of nitrate 
concentrations is mainly related to agricultural activity that develops on the surface, the nature of the 
formations in the unsaturated zone and the conditions of oxidation-reduction [3].  
Materials And Methods  
Geological and hydrogeological settings  
 Region Tadjenanet -Chelghoum Laid covers an area of 1130 km2. It is part of the western 
watershed of the great Kabir Rhumel located in eastern Algeria, which drains much of the southern 
slope of the tell Setif (Figure 1). 

The plain is bounded by a ridge whose edges consist of mountains peaks [Dj.Tnoutit (1189m), 
Dj.Tafrent (1069), Dj. Ed Dess (1212m) and Dj Grouz (1188m)]. The topography of the plain is 
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nearly flat with a slope not exceeding 2%, and altitudes ranging from 920m to 720m North West and 
the South East. This morphology is monotonous sometimes interrupted by a few hills scattered across 
the plain. The area is mainly covered by formations of the Mio-Plio-Quaternary corresponding to 
clays, marls, silts, alluvium and calcrete. The Eocene limestone outcrop mainly on the boundaries but 
also in some places in the center of the plain (Figure.2). The region is drained primarily by Oued 
Rhumel and some secondary wadis as El Mehri, and Ouskourt in the south and Maamra, Boutouil, 
Boumrah, and Dekri in the north. The main river is controlled by the dam of Hammam Grouz in the 
North East. The average annual rainfall reaches the 372 mm estimated over a period of sixteen years 
(1988/89 - 2003/2004) at the station Grouz Hammam. Establish the water balance using Thornthwaite 
and relationships Tixeron-Berkaloff shows that the ETR is the order of 343 mm  contrary  infiltration 
does not exceed 6 mm, while the runoff can reach 24mm. 

The various geological, geophysical and hydrogeological activities in the region [7], [2], [1] 
and [11] showed the existence of three permeable geological formations.  

- An aquifer in the fractured limestone formations of the Cretaceous that characterize 
tablecloth constantinian neritic and all allochtonous South Setif. [7], [2], [6].  

- A shallow aquifer in the Quaternary alluvium developed at Oued Rhumel which is in 
destocking phase. 

- A continuous aquifer formations in fluvio-lacustrine Mio-Pliocene age.  
The first part covers the entire North Eastern region in the Cretaceous carbonate massif of 

Djebel Grouz. The second aquifer is thin and closely linked to waterways. In times of low water, it 
feeds the rivers, on the contrary in times of high water the reverse occurs. Along the Oued Rhumel, 
this sheet is partly fueled by neritic limestone aquifer of Cretaceous age. However, it is interesting to 
note that some of the alluvial aquifer has high mineralization following an intense evaporation,[7] . Its 
groundwater level is relatively close to the surface, from 0 to 3m [5], it has little interest in terms of 
hydrogeology.  
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For the third aquifer located in the formations of the Mio-Pliocene has good potential. The 
thickness of the aquifer varies from 100 to 150m and consists of fluvio-lacustrine usually with reddish 
coloration quite pronounced. These formations crop out much more on the periphery of the watershed. 
These lacustrine limestone, red marl, silt and sand red. (Figure.3).  

 

 
The state the groundwater was analyzed using two piezometric campaigns, the first conducted 

at the end of the period of low water (September 2006) and the second at the end of the recharge 
period (May 2007). Analysis of piezometric maps of two periods (Figure.4) showed that the water has 
kept the same structure with: 

- A limit to inflow from the massive carbonate that surround the plain to the north, south-west 
and north;  

- A limit to outflow to the North East is the outlet of Oued Rhumel;  
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- A tight boundary east of the field characterized by the presence of impermeable formations 
and marl. The bedrock is formed by clays and marls; 

- A low piezometric confused with the bowl of the dam  
The change of transmissivity (Figure 5) was analyzed using nine pumping test conducted at 

constant flow in small diameter wells distributed over the majority of the during the month of May 
2007. The interpretation using the Theis model showed that the values of transmissivity decrease with 
the flow direction from upstream to downstream.  This decrease  is due to lateral changes in lithology 
resulting  variation of hydrodynamic parameters of 2.5.10-4 to 1.10-4 m2 / s [7].  
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Sample Collection 
 All  hydrochemical work involves collecting water samples, while respecting the collection 

techniques prescribed. The analysis of water samples can be employed: 
- To have an idea about the identity physico-chemical water and its mode of spatial 

distribution in the environment.  
-To show the effects of groundwater quality on the risk of degradation of agricultural land.  
-To approach the problem of potable water in the region.  
To achieve this goal, a sampling campaign was conducted during the recharge period (May 

2007). According to a mesh size of about 1 km2, we were able to select 34 samples collected at water 
points (wells and boreholes) that we have previously selected (Figure.6). 

 
  

 
Chemical analysis were performed at the laboratory of WWTP of Batna and in a private 

laboratory analysis of soil and irrigation water. The chemical elements were measured were: Ca + +, 
Mg + +, Na +, K +, HCO3

-, SO4
--, Cl-, NO3

-, NO2
-
-, NH4 +, PO4 --- .  

 The physico-chemical parameters (T ° C, pH and conductivity) are measured in situ using a 
pH meter and a conductivity type WTW. Major ions (Na +, K +, Ca + +, Mg + +, HCO3

-, Cl-, and SO4 --) 
were determined by atomic absorption spectrometer for cations, by titration for chloride and 
alkalinity. Nitrogen elements were determined by spectrophotometry, nitrate in the presence of 
silicate give paranitosalicylate sodium, colored in yellow (415nm) [9], 
Results And Discussion 

Water chemistry of the alluvial aquifer is characterized by wide variation in concentrations of 
chemical elements: Na + -(51-143mg / l)and Cl-(88-339mg / l), SO4

--,-(30-1100mg / l) Ca++-(65-304mg 
/ l), Mg++-(30-172mg / l), and HCO3

-   (122-512mg/l),NO3
-(13-486mg/l),NO2

- ,NH4 +,PO4 ---(0.01-
2.2mg/ l).(Table I).  

The origin of these chemicals is linked to the geological nature of the land to contact with 
water by dissolution of gypsum in the Triassic and Quaternary formations, dissolution of limestone 
and dolomite characteristic of the Cretaceous formations at the periphery of the study area. Only 
nitrogen compounds have a different origin, related to the use of chemical fertilizers and / or organic 
agriculture and the decomposition of organic matter. 
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Table I. Change in physicochemical parameters in the alluvial aquifer of Tadjenanet Chelghoum-Laid  

(May2007) 
 
Facies chemical and potable water  

The postponement of the test results on physicochemical digraph logarithmic (Figure.7) 
shows the existence of two major water types: calcium bicarbonate and calcium sulfate. The calcium 
bicarbonate facies is the most dominant, with 51% of water samples analyzed. This group has a very 
high hardness (> 30 ° F), which provides water to the water quality average to poor irrigation with 
high salinity risk and low risk of sodicity.  

N° 
Water 
hole 

pH 
 

Cond 
μs/cm- 
à25°c 

T°c 
 

Ca++ 
(mg/l) 

 

 
Mg++ 
(mg/l) 

 
 

Na+ 
(mg/l) 

K+ 
(mg/l) 

HCO3
- 

(mg/l) 
 

 
SO4

— 
(mg/l) 

Cl- 
(mg/l) 

NO3
- 

(mg/l) 
NO2

- 
(mg/l) 

NH4
4 

(mg/l 
PO4

--- 
mg/l 

2 7,52 1846 17,9 175,2  96,35  102,35 11,2 485,5  430 291,3 142,2 0,01 0,1 1,2 
6 7,6 1071 18,6 220,3  123,2  109,2 7,8 245,6  375 310,1 34,11 0 0 0 
7 7,56 1285 18,4 254,22  111,25  106,3 10,2 310,3  560 302,6 97,9 0 0 0 
9 7,5 2530 19 259,71  122,64  115,6 8,9 230  1100 298,2 107,65 0,03 0,1 1,1 
11 7,52 3170 16,9 256,54  114,96  143,8 10,2 512,4  640 319,5 134,23 0,02 0,56 0,8 
18 7,12 3610 17,5 304,6  172,44  132,7 11,3 340,6  910 337,25 126,7 0,05 0,3 0,5 
21 7,2 1529 19 291,61  165,43  65,8 4,5 430,2  530 250,3 58,48 0 0 0 
22 7,48 1018 18,1 182,34  109,65  75,3 6,7 245,1  135 185,6 182,07 0,03 0,2 0,5 
23 7,52 3020 17 272,54  111,12  121,6 9,9 165,5  910 339,15 486,41 0,05 0,56 2,2 
27 7,5 863 17,6 135,4  85,91  75,6 5,8 265,3  280 105,6 126,7 0,01 0,1 0,4 
28 7,6 1330 16,8 115,25  65,01  61,2 6,9 201,3  320 185,75 91,7 0 0 0 
31 7,54 1698 17,3 125,04  61,32  95,9 9,2 322,4  390 223,56 135,11 0,01 0,4 0,9 
32 7,41 1032 15,6 120,24  43,05  48,7 4,3 226,08  50 88,75 100,35 0 0 2 
33 7,29 1445 18,5 104,2  50,28  61,6 6,8 256,2  380 142 91,7 0 0 0 
34 7,42 1356 15,4 115,81  41,39  51,2 4,5 212,1  45 101,35 174,98 0,02 0,1 0,8 
35 7,2 950 15,5 121,84  32,49  59,9 5,8 221,2  30 117,15 73,09 0 0 0 
36 7,66 1170 19,2 110,53  41,2  62,3 5,9 231,5  48 109,16 86,38 0 0 0 
37 7,5 745 19 95,42  35,07  53,1 4,2 220,6  42 96,58 87,27 0 0 0 
38 7,35 1230 15,1 88,17  48  63,6 7 244  48 152,65 94,8 0 0 0 
39 7,45 1121 16,9 87,35  39,08  53,7 6 236  46 143,4 93,03 0 0 0 
40 7,48 1190 18,2 81,25  38,25  56,2 4,8 255,75  66 148,5 131,57 0 0 0 
42 8,27 990 16 96,21  35,21  55,2 4,9 265,2  45 128,6 105,81 0,01 0,2 0,6 
43 7,8 1047 16,4 128,25  30,6  56,7 6,1 180,6  29 131,35 98,78 0 0 0 
44 8,63 910 17 145,6  45,94  65,2 7,3 220,8  52 158,6 47,84 0 0 0 
46 8 1719 18,8 91,15  50,2  70,25 7,5 256,2  48 165,3 57,59 0 0 0 
48 8,5 2080 16,6 171,54  87,24  106,3 8,8 475,8  680 294,65 52,27 0 0 0 
49 7,9 1717 17 155,42  45,2  93,5 7,9 196,29  51,2 176,4 142,65 0,03 0,1 0,4 
50 7,8 1109 17,5 128,25  33,48  81,7 7,8 175,68  34 156,2 116,51 0 0 0 
53 7,6 1100 17,5 65,68  96,58  96,33 3,9 135,25  170,6 250,75 22,2 0 0 0 
57 7,9 1079 17,4 105,81  46,92  60,8 6,1 170,8  39 142 27,5 0 0 0 
62 7,8 983 16,9 96,35  44,53  72,39 7,1 271,2  153,25 126,2 13 0 0 0 
63 7,4 1083 17 108,2  45,02  26,35 0,4 122  159,55 180,65 18,31 0 0 0 
67 7,5 1330 17,5 86,92  63,42  39,2 1,9 134,75  200,3 163,18 29,35 0 0 0 
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The principal component analysis was performed on an array of 33 samples and 14 variables: 

Ca + +, Mg + +, Na +, K +, HCO3
-, SO4

--, Cl-, NO3
-, NO2

-, NH4 +, PO4
 --- , pH, T ° C, Cond. Several 

significant correlations between different chemical elements, with a strong correlation (r> 0.6) 
observed between Ca++, Mg++, Na+, K+, SO4

--, Cl- and conductivity. Other less significant correlations 
were found between conductivity and nitrate (r = 0.475) indicating the high use of fertilizers 
(chemical and / or organic) agriculture. 

Negative correlations were observed between pH and Ca++, Mg++ ,SO4
-- , Cl-, NO3

-, NO2
-, 

NH4
+, PO4

--- indicating the role of pH in the dissolution of evaporite formations above.  
The analysis was carried to two factors and only 68% of the total variance could be cast (Figure.8.a).  

- The horizontal axis expresses F1 53% of the variance and is related to Ca++, Mg++, Na+,K+, 
HCO3

- ,SO4
--, Cl- and Cond.  

- The vertical axis F2 which represents 15% of the variance is marked by opposition to 
elements of the temperature of anthropogenic NO3

-, NO2
-, NH4

+ and PO4
---. The projection of 

individuals has revealed that water points characterized by these elements are located in center field 
and near the wadi where the use of chemical fertilizer is intense (Figure.8.b) 
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Study of nitrate  

An examination of the map plotted from data sampling campaign in May 2007, (Figure.9) 
shows that the area’s most vulnerable to nitrate pollution are located in the central part of the plain. 
This zone is characterized by the presence of a thick permeable layer that promotes the migration of 
nitrogen compounds to the saturated zone, following a continuous supply of nitrogen fertilizers. 
Strong content is recorded in the well No. 23 with a concentration of over 486 mg / l. low levels are 
recorded in the southwestern part of the land. This zone is characterized by a relatively deep 
groundwater level (75 m) and by the existence of a thick clay layer that protects the water against the 
infiltration of fertilizers. The lowest value was recorded in well No. 62 with a concentration of about 
de13mg / l. The chemical analysis showed that nearly 79% of water points have values higher than 50 
mg / l.  
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Influence of water depth on the content of nitrogen  
Examination of the graph on the evolution of the concentration of nitrate according to the 

depth of groundwater level (figure.10) shows that most water points are aligned around a positive 
slope which indicates an opposite trend of the nitrate content according to the depth of the water. This 
phenomenon is due to nitrate reduction following a decrease in oxygen content. This state is clearly 
visible especially in the western part of the land where the permeability is important. Points situated at 
great depths have been observed by high nitrate levels, this is due to the effect of the intensive use of 
chemical fertilizers and high soil permeability, which allows nitrate to seep deep  

 

   
Relationship nitrate-nitrite and ammonium nitrate 

The other two nitrogen forms (nitrite and ammonium) appear from a certain concentration 
limit for nitrate (100mg / l). They are due mainly to the reduction of the nitrate form. Pairing these 
two forms only in the central part of the land (Figures.11 and 12).  
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Effect of hydraulic head on the content of nitrates 

The infiltration of water from rainfall and irrigation in the water will play a major role in the 
variations of nitrate content, as a result of charging.  

The representation of nitrates according to the static level of all water points (Figure.13) 
shows that the points of water with low static level have a high content of nitrates due to the ease of 
ion nitrate to be transported by water through the unsaturated zone of small thickness. With a 
particular case that characterize water points located in central and eastern plains results in the 
presence of a large hydraulic gradient and the effect of intense pumping causes a leaching of 
agricultural land whose use of chemical fertilizers (N, P and K) in these locations is in an abusive 
manner. 
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Conclusion 
The study area is characterized by the presence of a sedimentary formation of the Mio-Plio-

Quaternary. We also note the presence of carbonate formations of the Cretaceous on the east and west 
edge of the field. These courses play an important role in feeding the alluvial aquifer.  
The water table of the web showed the presence of a groundwater flow direction West-East supported 
by a supply from carbonates formations surrounding plain.  

The water chemistry was used to assess the physical and chemical quality of these waters. The 
dominant facies of the waters of this aquifer is of type calcium bicarbonate to calcium sulfate in 
association with gypsiferous clays Mio-Plio-Quaternary.  

The practice of intensive agriculture in the region allows spreading irrational fertilizer rich in 
nitrates, phosphates and potassium-threatening deterioration of the physico-chemical quality of water 
from the alluvial aquifer. The areas most affected in the region are the central area and the area east 
mainly because of the shallow groundwater level. 
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Abstract: 
 This study aimed to provide an overview of stormwater quality and quantity, the impact on 
waterbodies and the likelihood of its usage in stormwater management. The potential impacts were 
assessed using statistical analysis following HELCOM, EU Directive and Estonian requirements. 
Further, Seasonal behaviour, variability, tentative sample size and frequency were examined using 
strongly dependent parameters obtained from correlation studies. Results show that the average 
concentrations of pollutants are not extremely high except microbiological parameters. Most basins 
have positive correlation of 0.4 - 0.6 between flow and suspended solids (SS), as well as of 0.4 - 0.95 
between total phosphorus (TP) and SS. As for seasonal variation, large amount of SS is transported in 
spring whereas in summer, runoff and SS are consistent against winter and autumn. However, at a 
70% confidence interval, there is considerable uncertainty in the mean flow and concentrations. Flow 
and SS have higher uncertainty than conductivity, BOD7, total nitrogen (TN) and TP. It was 
discovered that most of the samples belong to a small range of daily rainfall (<5 mm) and there is no 
measurement for first flush. Variability and inadequate representation of rainfall range calls for 
comprehensive sampling and validation of the data intended to use in stormwater management 
programs. 

 
Key Words: Urban stormwater, pollution load, monitoring program, seasonal variation 
  
Introduction 

 Urbanisation with its uncontrolled impervious surfaces increases stormwater runoff and 
transports pollutants to the receiving waterbodies. These pollutants not only have an adverse effect on 
human health but also to indigenous plants and animals (Jacobson, 2011; Christensen et al., 2006; 
Leecaster et al., 2002). Sediment from stormwater runoff is a potential problem source (Lau & 
Stenstrom, 2005; German & Svensson, 2002). In order to prevent and minimise stormwater runoff 
volumes and the pollution load, the Baltic Sea member states jointly pooled their efforts through the 
Helsinki Commission towards the ecological restoration of the Baltic Sea (HELCOM, 2002). 
Furthermore, the EU Water Framework Directive (WFD) as well as the Estonian Water Act (EWA) 
(RTI, 2011) have set a target to protect all waters against pollution and to achieve the good status of 
all waters by promoting sustainable water and wastewater management (EC, 2000). 

 The eutrophication of inland waters and the sea is one of the major environmental problems in 
the Baltic Sea Region, including Estonia (Kotta et al., 2009; Iital et al., 2010; Elofsson, 2010). The 
urban runoff load has made a substantial contribution towards raising nutrient levels in waterbodies 
(Taylor et al., 2005; King et al., 2007). HELCOM has adopted an action plan to considerably reduce 
the anthropogenic nutrient load by 2021 (HELCOM, 2007). 

 The revised Environmental Charges Act (RTI, 2005) did not elicit the expected reduction in 
pollutant discharge into waterbodies because the stormwater pollution load is not easily measurable. 
The stormwater load measurement expenses are significantly higher than the collected tax returns. 
The specialists in the Ministry of the Environment had not yet defined exactly what kind of mean 
concentration should be measured (Lääne & Reisner, 2011). There is real need to study urban 
stormwater pollution in order to develop methods for the reduction of stormwater pollution exports to 
the sea (Hood et al., 2007), including both flood control and pollution control. 
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 To address these problems and to select appropriate water protection measures, the first 
objective that needs to be set is to activate the assessment of the status of water, including a 
comprehensive interpretation of the monitoring data that form the basis for the planning and 
implementation of protection measures. In addition, low variable and representative data are standard 
requirements for stormwater management approaches, as they are susceptible to the actual total 
pollution load and the mean concentration of pollutants. This study will provide a status update on 
stormwater quality and quantity in the city of Tallinn through analysis of the monitoring data. The 
main objectives of the study are to assess stormwater quality and quantity; the spatial and seasonal 
variation of stormwater discharges and pollution load; and to identify, the likelihood of data to be 
meaningful, representative and verifiable quality on the basis of existing routine monitoring 
programme, so that they can effectively aid in managing stormwater runoff. 
Material and Method 
Site Description 

 Tallinn, the capital of Estonia, is situated on the southern coast of the Gulf of Finland, in 
north-western Estonia. It has total area of 156 sq km with a population of 417,741, and population 
density of 2,614 per sq km. The average precipitation in Estonia is 550–750 mm and the mean runoff 
280–290 mm per year. The climate in Tallinn is fairly cold in winter with an average temperature of 
1.93 °C and a maximum low of -32 °C, a cool spring with little precipitation, a moderately warm 
summer with an average temperature of 8.64 °C and a high of 32.3 °C, and a rainy autumn.  

 

Figure 1: Sampling sites and their location in Tallinn 

 
 The area of the stormwater system of Tallinn is about 6,500 hectares and the length of 

stormwater conduits was 414 km in 2011 (Tallinna Vesi, 2012). Stormwater from residential and 
industrial areas is either diverted to municipal Waste Water Treatment Plants (WWTPs) and treated 
with sewage or is collected in a separate stormwater system and mainly disposed to waterbodies 
without any treatment. The city centre has a combined sewerage system while the other parts have 
mostly separate systems. There are 23 stormwater outlets that mostly discharge water to the coastal 
sea (Figure 1) in the Tallinn catchment area. Six major storm outlets: Rocca al Mare, Saare Tee, 
Lauluväljak, Russalka, Ülemiste and Mustoja are included in the monitoring program organised by 
the Tallinn City Environment Department. For this study, these six outlets are examined, between 
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them covering a catchment area of almost 4,000 ha, as they are supposed to form a separate 
stormwater system in Tallinn city. Among them, the Mustoja outlet is the largest and serves almost 
30% of the total area. The second biggest is Lauluväljak and the smallest is Saare tee (Table 1). 

Table 1: Area of Drainage basins and their characteristics 

 
Data source, sampling procedure and chemical analysis 

 Stormwater monitoring has been carried out since the late 1980s, but it only became regular 
in the 1990s. For this study, stormwater monitoring data for the years 2005 and 2008-2011 have been 
obtained from monitoring reports (Pauklin et al., 2005-2011). In this monitoring system, grab samples 
were collected 4–6 times a year from the stormwater outlets (see Figure 1). The data was measured 
only once in 2010. The sampling procedure adhered to the sampling requirements in Council 
Regulation no. 30, 5 May 2002, of the Estonian Ministry of Environment. For 2012, samples were 
measured by both Tallinn University of Technology and AS Tallinna Vesi. Other samples were taken 
by the Estonian Environmental Research Centre, all of which are competent bodies according to EN 
ISO/IEC 17025:2005 for conducting tests in the field of water analysis (accreditation scope on the 
Estonian Accreditation Centre). Data for 24 hour precipitation from the Tallinn-Harku Meteorological 
Station located approximately 20 km from the study area was obtained from the Estonian 
Meteorological and Hydrological Institute (EMHI) for 2005–2012. Samples were tested for 
parameters such as conductivity, pH, temperature, suspended solids (SS), total nitrogen (TN), total 
phosphorus (TP), biological oxygen demand (BOD7), hydrocarbons (HC), Escherichia Coli and 
Enterococci using analytical methods based on ISO 10523, ISO 5667-10, EVS-EN 25814, EVS-EN 
27888, EVS-EN 872, ISO 5815-1, SFS 5505, EVS 9377-2, EVS 9308-1, EVS-EN ISO 7899-2 and 
EVS-ISO 6340, respectively. 
Data Analysis 

 Normal statistical analysis was carried out to estimate arithmetic means, median, quartiles, 
correlation coefficient, coefficient of variance (CV) and confidence intervals (CI). The relationship 
between parameters were analysed through correlation coefficient to obtain prior parameters 
according to which seasonal variation were observed. Further, with CV and CIs, it was attempted to 
assess variability of data. Finally, variability and representativeness of data to rainfall intensity were 
scrutinized through sample size and frequency.   

 The grab samples for a year did not amount to more than six, except for Mustoja (consists 12 
in 2005). It was known from rainfall data of the available data source period that the main parameter 
of hydrology (average annual rainfall) did not vary significantly .The highest deviation from the mean 
was 18% only in 2005. Thus, these samples from six years for each basin were combined to attain a 
higher number of samples, assuming that there was no excessive change in the urban environment.  

 In terms of the estimation of average total mass emission, it is viable to measure grab 
sampling with continuous flow measurements over a specific time period (day, week, month), instead 
of instantaneous flow measurement (Fogle et al., 2003; HELCOM, 2006). For instantaneous flow and 
concentration measurement, the load calculation was carried out by multiplying the average load by 
365 days. Therefore, the mean flow and load over six years in each basin were deemed the average 
annual flows and loads that are discharged into the waterbodies.  

No. Basin Area, 
ha

% 
Coverage

Receiving 
water 
body

Characteristics

1 Rocca al 
Mare

816 21.5 Kopli Bay mostly storm and surplus water from the apartment house areas, from pools in the zoo during 
water exchange, an increase in impervious areas is noticed in the catchment.

2 Saare tee 156 4.1 Tallinn Bay
storm and drainage waters from private house area, collected via open ditches and Varsaallika 
spring (basin 1.6 km2), sewage discharges from the private house area can occur

3 Lauluväljak 961 25.3 Tallinn Bay
mostly high density area with impervious area one third of total area. Runoff collected from 
residential and industrial, sewage discharges can occur from this area

4 Russalka Tallinn Bay mostly consists of the Ülemiste polder storm and drainage waters and Lake Ülemiste surplus 
water after heavy and continuous rains, and during the meltwater period

5
Ülemiste 
polder Tallinn Bay

storm and drainage waters from the industrial district and private house areas, airport treated 
stormwater and runway stormwaters, Ülemiste polder drainage water

6
Mustoja 
Paldiski 
Road

1,128 29.7 Kopli Bay

mostly storm and drainage waters from private house areas, apartment houses and industrial 
district collected via ditches, open channels and pipes into the Mustoja River, increase in 
impervious areas is noticed in the catchment, sewage discharges from one of the private 
house areas can occur

Total 3,795

734 19.3
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 To analyse seasonal variation, the twelve months were categorised with regard to the 
hydrological year as spring (February, March and April), summer (May, June and July), autumn 
(August, September and October) and winter (November, December and January). In this way, the 
data were separated according to the sampling date and grouped into 4 seasons irrespective of yearly 
variation.  

 Sampling time during a storm event affects runoff. With correct sampling frequency, it avoids 
the bias of the first flush and better characterises the mass emission of the event (Lee et al., 2007). To 
evaluate the sampling programme in terms of sampling number and frequency, it was assumed that 
there was a constant area of impervious surfaces throughout the study period so that flow can be 
mainly related to rainfall intensity, though the correlation between daily rainfall intensity (DRI) and 
runoff was 0.64. Snow cover period was separated and excluded from the analysis because snow melt 
affects hydrology in a different way. The rainfall data was stratified into three sizes according to 
rainfall range (small: <5 mm, medium: 5–20 mm, and large: >20 mm). The number of samples that 
can address rainfall range is hard to determine in regard to grab samples because a grab sample is 
taken at a particular flow and time, and finding the rainfall intensity that generates that particular flow 
is almost impossible. Therefore, approximate DRI according to minimum and maximum flow was 
sought from 24 hour precipitation data. Then the rainfall for other discharges was interpolated to put 
into the range, and the amount of rainfall within that range was calculated. This rainfall number is 
actually the number of samples within that particular range. After comparing with the required 
number of samples, the percentage deficit and surplus was calculated. 
Result and Discussion 
Stormwater general statistics 

 The flow and pollution parameters from sampling for six years at six stormwater outlets are 
summarised in Table 2. The total number of samples for most of the parameters is 156. However, 
some have a lesser number than that to calculate mean flow and mean concentration. HELCOM and 
Regulation No 269 of the Government of Estonia, 31 July 2001, on the procedure for discharging 
wastewater into waterbodies or soil, provided limiting values for SS as 40 mg/l and HC as 5 mg/l in 
stormwater runoff (RTI, 2001). The European Union, as well as Estonia, has restricted 
microbiological parameters exceeding 1000 cfu/100ml Escherichia Coli and 400 cfu/100ml 
Enterococci for good bathing water quality (EU, 2006; RTI, 2008). There are three public beaches on 
the Tallinn coastline that are not far from the stormwater outlets. The ecological status of the Tallinn 
coastal sea was estimated as moderate (The Estonian Environment, 2012). The trophic level in the 
coastal sea is still quite high despite the fact that the pollution load of Tallinn WWTPs has decreased 
remarkably since 1990 and discharges via deep outlets do not extend to the coast; therefore, 
stormwater is still affecting the coastal sea. 

 It is noticeable that there is large variation in flow, conductivity, SS, TN, TP and pathogens. 
There is a higher consistency of pH that falls near the neutral range, implying that there is negligible 
impact from any kinds of industries. Even extreme pH values vary between 6 and 9, and lower or 
higher values that exceed the limits can be toxic to aquatic organisms. Saare Tee (sampling point 2) 
has the lowest but Mustoja (sampling point 6) has the largest flow. It reflects the fact that outflows at 
Saare Tee are from a small drainage basin and at Mustoja from a large drainage basin. It is also true 
the Russalka (sampling point 4) sometimes exceeds the runoff of the Mustoja basin. In such a case, 
the runoff is most likely due to the captured overflows of Ülemiste Lake during storm events. 

 The observed pollutant concentrations are not substantially high, excluding microbiological 
parameters. The mean concentration for SS is below the permissible level of 40 mg/l. Comparing flow 
with the transport of this pollutant, the results are found to be opposite in the case of Saare Tee. The 
discharge from Saare Tee is more concentrated than Mustoja. But in the case of Mustoja basin, there 
is a high variation in the measurement of SS. Higher readings are recorded occasionally; therefore, the 
maximum discharge is more than twice the mean value. Rocca al Mare (sampling point 1) is the most 
polluted basin in terms of mean SS. The basin has water exchange activities inside. This is probably 
the major contributing factor for such a large value. Ülemiste polder (sampling point 5) has natural 
stormwater treatment systems – polder areas – that treat stormwater and decrease the harmful effects 
on the receiving waterbodies. It is found that a few SS samples are above the limit of HELCOM and 
the Estonian stormwater requirement at 12.3%. The result shows that there are no significant effects 
from the SS discharged at the outlets of Lauluväljaku, Russalka and Ülemiste sites. However, this is 
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hard to conclude for other sites because the maximum amount of these parameters is very high and it 
is essential to look at what factors affected those basins to cause such high values. 

Table 2: Pollution parameters concentrations 

 
 The mean concentration of dissolved oxygen in stormwater varies typically from 7.4 to 10.2 

mg/l. However, the impact on the oxygen balance is important if secondary pollutants such as oxygen 
demanding sediments exist. All the measured values for HC are below the permit level and it implies 
there are no effects due to hydrocarbons in the waterbodies.  

 Nutrients are a major problem for eutrophication in the Baltic Sea and urban runoff and 
stormwater from Tallinn city have also added a considerable amount to the sea. The mean 
concentration of TN and phosphorus exceed the second class – good status limit values of natural 
surface water in all basins. The limit values are 3 mgN/l and 0.08 mgP/l respectively. However, as 
shown in Table 2, the total N and P concentration in stormwater are substantially less than those of 
treated wastewater. The limit values by special water permit for Tallinn WWTP outlet are 10 mgN/l 
and 1 mgP/l, respectively. Microbiology varies quite a lot, with the highest values occurring in the 
Rocca al Mare outlet, which consists of water from the pools of the zoo. It is possible that some 
sanitary waste in those basins mixes with runoffs. 
Total mass emission 

 In many studies, the average mass emission from the catchment is estimated using EMC for 
which composite samples or numbers of grab samples over number of storm events are required. 
Selecting a single grab sample from many events provides a snapshot of water characteristics for each 
event, but it will not tell the entire story of the whole pollutograph for any one event. The value of 
single grab samples is sensitive to the point in time where the grab sample is made (Davis & McCuen, 
2005). There is high uncertainty in the estimation of actual mass emission from the grab samples, but 
it is planned to provide a general overview of mass emission to determine amount of pollutants that 
are discharged from the specific outlet. 

Table 3: Calculated average total mass and specific mass emission for the study period (2005–2012) 

 
 Table 3 shows the mass emissions for each basin in terms of the total for and specific of the 

catchment area. Due to the unavailability of an actual area of the Ülemiste polder, the specific weights 
were not calculated. It is evident that, on average, Mustoja (sampling point 6) emits the highest SS 

S. 
Pt.

Q,                   
l/s

Temp.,   
ºC

Diss.O, 
mgO/l pH Conduct. 

µs/cm
SS,   
mg/l

BOD7, 
mgO/l

Ntot, 
mgN/l

Ptot, 
mgP/l

HC,       
mg/l

E. coli, 
CFU/100ml

Enterococcid, 
CFU/100ml

Limit 40 5

1 Samples 23 24 24 24 24 24 24 24 24 16 10 10
mean 95.8 8.6 9.7 7.5 818.3 38.2 10.6 4.1 0.4 0.2 571,900 27,340
range 22.9 - 244.2 3.1 - 15 4.2 - 16 7.11 - 8.09 39.5 - 1,556 3 - 178 1.9 - 41 1.94 - 7.21 0.18 - 1.4 0.02 - 1.31 14,000 - 5,100,000 4,800 - 56,000

2 Samples 24 24 24 24 24 24 21 24 24 0 10 10
mean 38.4 8.9 9.3 7.7 1,420.5 22.8 6.9 4.6 0.4 NA 174,743 16,018
range 2 - 188.7 3.5 - 14.7 2.5 - 15 7.2 - 8.01 82.9 - 7,600 2 - 220 1.9 - 23 2.72 - 7 0.17 - 1.37 NA 3,600 - 1,200,000 500 - 100,000

3 Samples 19 24 24 24 24 23 13 24 24 0 4 4
mean 80.5 9.4 10.2 7.8 1,008.9 8.4 8.1 5.0 0.2 NA 92,775 11,150
range 13.8 - 432.9 6 - 13.9 6.5 - 15 7.2 - 8.36 78.7 - 2,220 2 - 56 3 - 35 3.1 - 9.87 0.08 - 0.8 NA 3,800 - 240,000 1,700 - 21,000

4 Samples 26 26 26 26 26 23 25 26 26 0 10 10
mean 150.0 10.3 9.8 7.9 760.5 18.3 9.1 6.8 0.1 NA 50,975 6,218
range 23.4 - 724.5 2.5 - 16.5 0.5 -16.7 7.44 - 8.18 58.5 - 4,100 2 - 80 3.3 - 45 1.81 - 18 0.02 - 0.3 NA 1,350 - 320,000 160 - 46,000

5 Samples 4 26 26 26 26 21 19 26 26 0 10 10
mean 115.9 5.8 7.4 7.4 596.0 6.2 7.9 7.5 0.1 NA 432 89
range 37.1 - 334 0.5 - 19.5 0.2 - 18 7.09 - 7.82 55.5 - 1,015 2 - 17 2.3 - 37 1.07 - 45 0.02 - 0.41 NA 0 - 1,200 0 - 350

6 Samples 32 32 31 32 32 32 30 32 32 16 4 4
mean 184.3 9.7 9.9 7.7 558.4 32.0 5.7 4.2 0.3 0.2 29,850 3,818
range 108 - 450.2 4.9 - 14.7 4.7 - 16 7.16 - 8.08 41 - 1,279 2 - 416 1.4 - 21 2.6 - 9.64 0.08 - 2.2 0.03 - 0.69 3,400 - 5,1000 470 - 10,000

Total      
th. m3/yr

Specific  
l/s*ha

Total 
t/yr

Specific 
kg/ha  

Total 
t/yr

Specific 
kg/ha 

Total 
t/yr

Specific  
kg/ha

Total 
t/yr

Specific  
kg/ha

1 3,022.3 117.45 116.2 142.37 30.6 37.47 12.2 14.98 1.2 1.49
2 1,211.6 246.28 48.4 310.07 8.4 53.53 5.4 34.55 0.7 4.22
3 2,537.8 83.74 42.7 44.46 55.5 57.76 13.5 14.07 0.6 0.67
4 4,731.8 204.42 77.8 105.93 45.7 62.27 34.5 47.05 0.4 0.58
5 3,655.8 27.2 24.9 37.7 0.3
6 5,813.0 163.41 303.8 269.30 38.5 34.16 24.7 21.86 2.1 1.82

20,972.3 616.0 203.6 128.1 5.3

Flow
Sam. 

Pt.

SS BOD7 Ntot Ptot 
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with the largest volume of runoff. The specific load of this basin is also comparatively large. In 
contrast, Saare Tee (sampling point 2) is a small basin and also emits small discharges. However, it 
has a large specific load for SS, BOD7, nitrogen and phosphorus. Rocca al Mare (sampling point 1) is 
also a significant basin for SS, BOD7, nitrogen and phosphorus, though it emits less pollution per 
hectare of area than Saare Tee. The highest specific load of BOD7 and nitrogen is released from 
Russalka basin (sampling point 4). Lauluväljak and Ülemiste are mild in terms of their discharging 
pollutant load. The average amount of mass through these six basins is 616 t/yr of SS, 203.6 t/yr of 
BOD7, 128.1 t/yr of TN and 5.3 t/yr of TP through 20,972 thousand cubic metres of runoff. 

 As conducted by AS Tallinna Vesi, the stormwater amounts and pollution loads are not 
measured but are calculated using a formula based on the drainage area and annual rainfall for annual 
reporting to the environmental authorities. These values are smaller than in Table 3. The possible 
reasons for this could be that the meteorological station is too far and does not adequately describe the 
actual situation in basins and the different methodological bases. 
Correlation with flow and suspended solids 

 It is attempted to correlate runoff pollutants with flow at every discharge point, as shown in 
Figure 2. In all the sampling sites, SS and BOD7 have positive correlation with discharge at that 
particular time of sampling, while other parameters show positive correlation at certain sampling sites 
and negative at other sites. The Lauluväljak and Mustoja basins have a good correlation of SS at 
nearly 0.6. Ülemiste and Saare tee have nearly 0.4, while the remaining basins have a relation of less 
than 0.4.  

Figure 2: Correlation coefficients with respect to flow (left) and with respect to SS (right) 

 In relation to flow, parameters aside from SS do not have a strong one-sided correlation. As in 
the figure on the right, they are again correlated with SS and it is found that in three of the six sites (1, 
3 and 6), parameters such as BOD7, phosphorus and microbiological parameters have a strong positive 
relationship (range 0.5 - 0.95) with SS. Nutrients, especially TP, always show a positive increment 
with SS at correlation 0.4 - 0.95, though one site indicates a low figure at nearly 0.2. In the case of 
microbiological parameters, the Rocca al Mare, Lauluväljak and Mustoja basins are more sensitive to 
the amount of SS.  
Seasonal variation 

 Normally, the rainy season results in a high amount of runoff from urban areas, while the dry 
season induces considerably low. Also, the ice melting period is very sensitive to a rise in water levels 
in drains and channels. During spring (see Figure 3), there is usually a high water depth in the 
conduits and channels. The spring runoff is mainly due to meltwater rather than rainfall, while the 
autumn and winter runoff is entirely due to precipitation. The mean runoffs at outlets are higher in the 
winter season than in autumn and summer. Viewing the range of runoff, it is also possible that a 
greater runoff can occur during autumn but the variability is high. Nevertheless, Russalka showed 
quite a high flow in winter. This is due to the fact that surplus water in Ülemiste Lake discharged into 
the overflow channel during heavy rainfall. Generally, summer is the low rain season. 
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Figure 3: Variation of flow (left) and SS (right) for spring (I), summer (II), autumn (III) and winter (IV) 

 The emission of SS depends on storm event duration and intensity, antecedent dry days and 
impervious surfaces. Large storm events do not necessarily develop into a large amount of SS, but the 
first flush is the main concern in this regard (Davis & McCuen, 2005). Figure 3 (right) shows that all 
basins discharge high SS during the spring. This is likely due to the process of ice melting after a long 
accumulation of contaminants and washing off activities entering the nearest drains. In autumn, 
besides Mustoja and Saare Tee, all other basins discharge higher SS than in winter. The summer has 
less variability while autumn and winter have a high variability in emissions.  

 Therefore, it is valid for all basins that the spring season is crucial for transporting SS but the 
same is hard to conclude for other seasons. Summer is more consistence, while autumn and winter are 
variable for discharging SS. From Figure 3, it is clear that half of flows greater than the median 
values are distributed over a large range. In other words, there is a huge bias towards the upper part. 
The same result can be noticed in the suspended solid concentration.  
Accuracy of Means 

 The mean of flow and concentration is of great value in estimating total volume and mass 
emission from the drainage area. Figure 4 shows a coefficient of variance (CV) for various monitored 
stormwater parameters for different drainage basins. A CV greater than 1 has a higher variation than 
mean. Flow, SS, TP and microbiological parameters have greater variation in data than mean, while 
other parameters have less variability.  

 Table 4 seeks to determine how much deviation of mean could occur in the analysis of the 
existing data. Positive and negative CI for mean of flow, conductivity, SS, BOD7, TN and TP are 
calculated according to a range from 99% (p-value 0.01) to 70% (p-value 0.3) confidence levels. The 
mean parameters at 99% confidence interval could vary up or down 18.8 - 161.6% (flow), 26.3 - 
56.7% (conductivity), 36.2 - 106.9% (SS), 28.7 - 72.6% (BOD7), 12.5 - 57.3% (TN) and 27.0 - 64.8% 
(TN) depending upon the drainage area. Although confidence widths at 70% confidence interval are 
comparatively narrow, they still vary by plus minus 7.6 - 30.6% (flow), 10.6 - 22.8% (conductivity), 
and 14.6 - 43.03% (SS) 11.6 - 29.2% (BOD7), 6.3 - 23.1% (TN) and 10.9 - 26.1% (TP). 

  

Figure 4: Coefficient of variance of parameters 
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Table 4: Deviation of mean between two confidence intervals 

 
 There is large uncertainty of mean even when the confidence level is reduced to 70% (Table 

4). Among them, sampling site 6 (Mustoja) has a relatively narrow deviation of means except for SS 
and TP. The confidence interval width for concentration narrows as the sample size increased and 
does not decrease proportionately for more than seven samples (Leecaster et al., 2002). In this case, 
the sample size is comparatively high (32 samples), but the main influencing factor is the range of 
data. As in Figure 4, it has a large range of measurement, which also illustrates why means of TN 
have relatively low deviations. In summary, flow and SS have higher uncertainty than conductivity, 
BOD7, TN and TP in both confidence levels. There is a significant decrease in confidence width from 
90-70% but at 70% confidence level, there is still considerable uncertainty in the mean flow and 
concentrations. 

 The above results show the variability in the stormwater data according to the mean value. 
With such high variability, statistical inferences will be highly uncertain. Therefore, further 
scrutinisation of sampling method in terms of sampling size and frequency is performed. 
Scrutinizing sample size and frequency 

 Rainfall is categorised based on the size of daily rainfall intensity (DRI). The percentage 
distribution of rainfall is deemed as small amount of 69%, medium amount of 27% and large amount 
of 4%. At least 20 samples out of 30 are required for monitoring five years during the snow-free 
period. To sufficiently address the small, medium and large amount of rainfall, 14, 5 and 1 samples 
are required, according to percentage distribution of rainfall. During the study period, sites 1 - 5 
deficits required number of samples or sample size as shown in Table 5. In sampling site 1, nearly 
50% small rainfalls are not addressed but it lacks totally the runoff measurements of large DRI. In 
sampling site 2 and 3, samples are mostly collected when small storms are occurring, but most of the 
samples in the medium and large daily rainfall are missing. Sampling site 5 has the worst sampling 
frequency because only some of the medium DRI samples are covered. Finally, sampling sites 4 and 6 
are good in terms of sampling for medium and large DRI and also attained relatively better confidence 
interval. Also, they have relatively good measurements for small DRI. Thus it is noticeable that there 
is no sufficient sample size and most of flows are captured for small range of DRI (<5mm). 

 Understanding and quantifying first flush is necessary for predicting environmental impacts 
on receiving waters and for the efficient design of treatment practices. The first flush wash off usually 
has the highest concentrations of pollutants, so it is this flush that can prove detrimental to healthy 
waterbodies. The pollutant loads in runoff after this first flush (over 12 mm of runoff) are assumed to 
be much smaller and should not have a significant impact on downstream ecology (Davis & McCuen, 
2005). As in Table 5, the antecedent dry days (at least 7 days) before the runoff starts are counted. 
The numbers of those days are 12, 6 and 1 with corresponding small, medium and large rainfall 
during the snow-free period. There is one such sample for each site in snow cover period, which has 
0.7 mm of 24 hrs precipitation and has a higher amount of SS, but it is difficult to suggest on the basis 
of this data how much antecedent dry days and rainfall can affect SS in total. No sample was 
measured during the snow-free period that can address such antecedent dry days, so it is hard to 
estimate the contribution of SS due to first flush on total mass emission, and it is difficult to obtain the 
sample size required to address those SS. It could probably increase the mean concentration and 
ultimately increase not only the mass emission of suspended solids but also positively related 
nutrients and pollutants like phosphorus, BOD7 and microbiological parameters.  

Mean CI Mean CI Mean CI Mean CI Mean CI Mean CI
1 (0.01-0.3) 95.84 [(+\-)36.78% to 

(+\-)14.8%]
818.26 [(+\-)27.12% to 

(+\-)10.91%]
38.21 [(+\-)57.57% to 

(+\-)23.17%]
10.56 [(+\-)44.21% to 

(+\-)17.79%]
4.09 [(+\-)16.44% to 

(+\-)6.61%]
0.44 [(+\-)37.14% to 

(+\-)14.94%]
2 (0.01-0.3) 38.42 [(+\-)67.83% to 

(+\-)27.29%]
1420.52 [(+\-)56.74% to 

(+\-)22.83%]
22.79 [(+\-)106.94% to 

(+\-)43.03%]
6.89 [(+\-)37.71% to 

(+\-)15.17%]
4.61 [(+\-)12.5% to (+\-

)5.03%]
0.44 [(+\-)33.6% to 

(+\-)13.52%]

3 (0.01-0.3) 80.47 [(+\-)75.95% to 
(+\-)30.56%]

1008.93 [(+\-)28.95% to 
(+\-)11.65%]

8.43 [(+\-)70.88% to 
(+\-)28.52%]

8.10 [(+\-)72.55% to 
(+\-)29.19%]

5.00 [(+\-)16.06% to 
(+\-)6.46%]

0.23 [(+\-)39.41% to 
(+\-)15.86%]

4 (0.01-0.3) 150.04 [(+\-)56.25% to 
(+\-)22.63%]

760.48 [(+\-)50.67% to 
(+\-)20.39%]

18.26 [(+\-)61.37% to 
(+\-)24.69%]

9.14 [(+\-)50.69% to 
(+\-)20.4%]

6.81 [(+\-)32.68% to 
(+\-)13.15%]

0.13 [(+\-)26.96% to 
(+\-)10.85%]

5 (0.01-0.3) 115.93 [(+\-)161.63% to 
(+\-)65.03%]

596.03 [(+\-)26.39% to 
(+\-)10.62%]

6.19 [(+\-)36.16% to 
(+\-)14.55%]

7.87 [(+\-)63.16% to 
(+\-)25.41%]

7.53 [(+\-)57.34% to 
(+\-)23.07%]

0.10 [(+\-)48.19% to 
(+\-)19.39%]

6 (0.01-0.3) 184.33 [(+\-)18.81% to 
(+\-)7.57%]

558.39 [(+\-)33.97% to 
(+\-)13.67%]

31.97 [(+\-)103.99% to 
(+\-)41.84%]

5.75 [(+\-)28.71% to 
(+\-)11.55%]

4.18 [(+\-)15.66% to 
(+\-)6.3%]

0.26 [(+\-)64.78% to 
(+\-)26.06%]

SS, mg/l BOD7, mgO/l Ntot, mgN/l Ptot mgP/lS. 
Sit

p-value Q, l/s Conductivity, mS/cm
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Table 5: Categorized rainfall size and approximate number of flow samples corresponding to the rainfall range 
(negative denotes deficit and positive denotes surplus) 

 
Conclusion 

 In this study, the monitoring data was analysed to obtain stormwater quality and quantity 
status in the city of Tallinn. The pollutant concentrations are not very high, compared to surface water 
quality classes, the stormwater status could be classified as moderate, aside from microbiological 
parameters. However, it cannot be suggested that the impact from stormwaters are negligible because 
the maximum concentrations observed were quite high for those basins and the status of the coastal 
sea is estimated as moderate. The high values of the microbiological parameters refer to possible 
occurrence of sewage discharges in the stormwater system, except the Ülemiste polder. It is observed 
that the polder basins function well in minimising the stormwater pollutants, especially in relation to 
sedimentation. 

 In more than half  basins, positive correlation is found between flow and SS (0.4 - 0.6) as well 
between SS and TP (0.4 - 0.95).There is significant decrease in confidence width from 99–70% but 
there is still considerable uncertainty in the mean flow and concentrations at the 70% confidence 
interval. Flow and SS have higher uncertainty than conductivity, BOD7, TN and TP at both 
confidence intervals. The variability in the stormwater is significantly larger than the mean value. 
Samples to inadequately address the entire rainfall, absence of information for first flush and high 
variability of data are particular shortcomings of this monitoring programme. Therefore, the 
stormwater monitoring programme as well the data should be revised in order to use for the further 
management approaches. 

 The sampling time during a storm event is quite important in order to prevent variability and 
improve sample representativeness of grab samples. Meanwhile, flush concentration can also 
influence substantially in the calculation of mass emission. This sampling time varies with hydrology, 
impervious surface as well as topology and the basin soil characteristics. 

 Single storms can be efficiently characterised with small bias and standard error by taking 12 
samples with flow proportioned composite samples. The uncertainty of the overall average 
concentrations becomes reasonably steady as more samples are collected. In all methods, composite 
samples are taken either to measure total flow or mean concentration for a storm event or both. These 
composite samples are minimally required to measure flow since it is totally dependent on storm 
events, thereafter to provide platforms for validation of data. 

 The rainfall data are fundamental inputs for the analysis of stormwater runoff. Accuracy is 
achieved when the rainfall station is near to a sampling site. In our study, it is 20 km from Tallinn city 
centre. It is recommended that installation of a recording rain gauge on site or as close to the sampling 
site as possible is essential. 

 Heavy metals are important pollutants from stormwater runoff. These pollutants are 
detrimental to the waterbodies. Also, salting activity in highway for snow melting provides chlorides 
ions in the discharges. Proper monitoring of these metals and ions should also be included in the 
stormwater monitoring programme. 
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Abstract: 
 Interdisciplinary research between social and natural sciences appear both as constitutive of 
environmental sociology and the main problem for its disciplinary and institutional recognition. 
Interdisciplinary research programs are widely acknowledged in the environmental field, particularly 
due to their linkage with social demand. Conversely, researchers embarked in this practice are often 
perceived as marginal from their discipline’s standpoint. Based on the French experience, this paper 
shows how interdisciplinary research plays a reflexive role for environmental sociology by theorizing 
the “co-construction” of ecological and social systems. Interdisciplinarity is not a purpose for 
environmental sociology but a necessary approach to confront its theoretical breakthroughs and the 
social and political understanding of the environmental issue to the ecological reality. 

 
Key Words: Interdisciplinarity, natural and social sciences, environmental research 
 
Introduction 
 The interdisciplinary approach makes it possible to challenge findings and theoretical 
breakthroughs in environmental sociology. Firstly, this occurs through the acknowledgment of the 
material and ecological dimensions of societies’ production. Then, this approach provides a reflexive 
return on sociology’s role and position in both the political and social construction of the 
environmental issue. The aim of this paper is not to support interdisciplinary work as a purpose for 
environmental sociology but to show how it contributes to raising questions and advances in the 
discipline. Interdisciplinarity is a necessary approach to achieve these ends.  
 The gradual construction of environmental sociology has been supported by sociologists’ 
commitment within interdisciplinary programs and research, even though the disciplinary and 
institutional recognition of this approach is debated, denied (Mol, 2006) or more often disregarded. 
However, interdisciplinary research practices have developed to respond to the limitations of 
disciplinary paradigms that are insufficient in analyzing the complex environmental study object, and 
have partly redefined the conceptualization of the nature-society relationships. These practices—
although still marginal—are inevitable in today’s understanding of environmental sociology. To feed 
this debate, our argumentation will be three-fold. First, we will develop the historical link between the 
development of an interdisciplinary scientific research field and public orders, which question both 
the institutional legitimacy of research and the sociologist’s impact. Sociologists’ commitment to 
interdisciplinary research has enabled them to reconsider the epistemological dimensions of their 
scientific practices—particularly by theorizing the “co-construction” of ecological and social 
systems—and participate in model building. Lastly, we will examine the impact of today’s 
interdisciplinary practices since these lie at a cross-roads between two fields and may generate a 
critical debate on the environmental issue.  
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Interdisciplinary research across social and natural sciences: between public orders and 
scientific relevance 
 Many French sociologists first embarked on this approach for two main reasons. First, 
political and public orders begun in the late 1960s under the impetus of the DATAR (land planning’ 
local government) and research programs launched by the DGRST (Directorate general for scientific 
research)  at the national level and UNESCO at the international level have been focusing on the 
future of marginalized rural areas. Secondly, the sociologists participating in these studies 
predominantly came from rural sociology; they will respond to the call of natural sciences that started 
to reintroduce man as an integrated ecosystem component. 
 Various researchers from both social and natural sciences have met in the 1960s to deal with a 
spatial-related study object. This period is the time of “reconstruction” and “land management” in 
France. Consequently, long-term planning becomes the key of the DATAR policy, which will have to 
“imagine the future” to ensure balanced land management and contribute to economic modernization. 
Researchers were then approached to analyze the declining farming area’s future.  
 The DATAR’s concerns will be supported by various multidisciplinary programs, particularly 
through many Committees across time named “Biological control” (1968); “Biological balance and 
control” (1971); “Renewable natural resources management” (1975); “Ecology and rural planning” 
(1978) of the DGRST; and the “Diversification of rural development models” (1983) of the Ministry 
of Research. Lastly, the concepts of environment and interdisciplinarity will be first and foremost 
officially recognized with the creation of the Interdisciplinary Program of environmental research 
(PIREN) of the CNRS in 1978.  
 Most interdisciplinary research will focus on “marginal spaces.” The major studies are 
probably those carried out within the research program “Causses-Cevennes” of Interdisciplinary 
Program of environmental research. This program is aimed at “analyzing the interface between 
environmental and social factors that characterize marginalized rural areas. This analysis precedes the 
exploration on how these areas may be provided with ecological dynamics for development (concept 
of ecological management)” (Jollivet, 1983).  
 We can wonder why these first national interdisciplinary programs have focused on these 
marginalized areas. These territories—places of interest of “community utopias” (Léger, 1979) — 
were also used as observatories by researchers, who consider them just like the social movement as 
areas free of nearly any human impact.  These lands could become study areas for sociologists since 
the analysis of a society’s rejections, waste and margins makes it possible to underscore its marks, 
values and norms. A part of the land empties while another one fills up.  But what occurs in the empty 
space may also reveal what happens in the full one. Assessing lands that temporarily have no 
economic value and that are in a way “economically in reserve” reveals the spatial ethical 
representation favored by a society. Since there was not even “one” evaluation criterion, these 
“reserves” had to be explored in all their dimensions: ecological, geological, geographical, cultural, 
historical, linguistic, etc. 
 This approach for a shared study object—the space—that was first delineated at the local 
level, and enabled researchers from various disciplines but also local actors and scientists to meet. 
From the outset, interdisciplinarity between social and natural sciences faced two major barriers. To 
meet the challenges of interdisciplinarity, researchers first need to be open minded to scientific 
cultures other than their own. Secondly, there is the problem of direct confrontation with local actors. 
Exchanging on a shared issue and focusing on a common territory and a scale understood by various 
disciplines, akin to a form of “bricolage”, has made it possible to raise some questions that would not 
have arisen otherwise.  Interdisciplinarity became a scientific challenge as soon as the 
interdisciplinary research program on environment (PIREN) was developed by the CNRS. The 1960s 
“bricolage” was out of the question then, and the terminology changed while complexity became the 
key concept. Interdisciplinarity must be theorized, be given a scientific basis and a better-known set of 
knowledge.  
 This program was the figurehead of social and natural sciences interdisciplinarity in France 
due to its legitimacy gained by the CNRS name and to CNRS funds promoting the integration of 
social sciences into environmental research programs.  Pioneer researchers from the first stage or 
working as “free riders” (with regard to their affiliated institution or laboratories) will henceforth 
speak in a more visible manner and with increased recognition from the scientific community.  
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 Nevertheless, these researchers—mainly sociologists—remain in the minority. This obstacle 
will turn out to be a relative asset, such as an investment similar to those made by “Crusaders”. A core 
set of shared knowledge will gradually be built, enabling ideas to circulate, researchers to be 
demarginalized and interdisciplinarity to stand officially within the scientific circle. All these factors 
will lead to a gradual shift from secret confinement to an exposed openness. 
 Research programs’ prompting to develop a new approach will indirectly generate 
contradictory breakthroughs for sociology.  On a theoretical level, it enabled the reintroduction of the 
“natural environment” variable into the social construction and on the pragmatic level, to tackle the 
challenge of responding to “social demand”.  
Theorization and research practices 
 Although interdisciplinary practices between the social and natural sciences appear marginal 
or even marginalized in sociology, they provide a framework for reflection and reflexivity for 
environmental sociology and more broadly for various disciplines using this approach. In this line of 
thought, M. Jollivet and M. Legay have distinguished an interdisciplinarity “of proximity” from an 
“extended” one that reintroduces the link with social actors. They set interdisciplinarity back into a 
“normal” process of scientific production that characterizes the link between science and society. The 
issue is to clarify the interdisciplinary approach whose difficulty is mostly based on “the structural 
duality of problems that it has to deal with” (Jollivet, Legay, 2005).   
 The historical analysis has taught us that most sciences are based on the redefinition of gained 
knowledge, methods and conceptualization of other disciplines. Therefore, this is also the case for the 
two disciplines concerned in this paper: sociology and ecology. Nothing will come from “ex nihilo”, 
and even less for sciences. Thus, new disciplines will emerge from the direct encounter of other 
distinct disciplines, such as molecular biology (biology and chemistry) or by a more complex 
pathway, borrowing some reflection and analysis components here and there, such as geography, 
botany, cybernetics, thermodynamics, etc. for ecology. North American sociology seems to follow 
this pathway today to tackle environment-society interactions when it uses the following labels 
“ecosociology” (Vaillancourt, 1992), “environmental sociology” or “ecological sociology” (Dunlap 
and Catton, 1979, 1996). The epistemological broadening necessary for the production of integrating 
concepts refers to the transformation of the thinking in the social sciences, particularly sociology. 
Shouldn’t there be a connection between the development of innovative paradigms in sociology on 
the nature-society relationship and the increasing number of studies on the environmental issue? 
“Social process and nature’s dynamics continually cross the great divide, and hence it is 
counterproductive for the social science to remain solely on one side. (…) The analytical starting 
point of this expansion is an reconceptualization of what is meant by “action” in the social sciences 
so that it can capture the interaction between social constructions and nature’s constructions” 
(Murphy, 2009). 
 Above all, interdisciplinarity between social sciences and natural sciences in France was an 
approach or a practice that must take into account specific questions, methods and theoretical stances 
raised by different disciplines, and which actually needs open-minded researchers Although openness 
has unanimous support among the “interdisciplinarity circle”, opinions are divided regarding the form 
of the interdisciplinary approach. Would it be better that the common research object be constructed 
at the start, or should researchers first progress in its understanding before reformulating it as each one 
advances in his knowledge? Does each discipline need to follow its own rationale and share results 
towards an “interdisciplinary takeover”—with shared knowledge to be distinguished from disciplinary 
knowledge? May a researcher practice “interdisciplinarity” alone by collecting other scholars’ 
findings and building an integrated analysis? Does a discipline have to play the conductor’s role to 
make everyone play the same part? All these questions underscore the richness of the debate and we 
believe that there is no need to take sides since each stance is useful and research-specific—
institutional demand, comprehensibility of the prior research object, existing data—but also depends 
on the charisma of some researchers.  
 The interdisciplinary debate between social and natural sciences is renewed through model-
building. There are high expectations that modeling will force researchers to agree on the key issues 
or make them give up some others if necessary. “Its formal requirements urge to precisely state the 
terms of the questions, work on well-defined data, and follow the rules for analysis that are adapted to 
the variables, and take them completely into account. It is likely to be a rigorous guide in the 
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confrontation between disciplines. [This is true] to the point of observing that it must be used 
ultimately.” (Jollivet, 2009).  Several types of models are developed, particularly those that aid the 
decision-making process: Adaptive management (Holling, 1978), patrimonial approach (developed by 
Ollagon, 1989), multi-agent systems (Barreteau, 1998; Collectif ComMod, 2005), strategic analysis 
and role-playing games (Mermet, 2005). All these approaches seek to take into account not only the 
researchers’ data and questions but also all the stakeholders in an interactive manner. In this 
perspective, scientific data has to be modeled to make it possible to proceed to decision-making while 
including the decision-makers’ issues.   
 These various endeavors that are worthy of being engaged in a civic-minded action of science 
may challenge social sciences on their actual epistemological effectiveness. The stance of social 
sciences, particularly sociology, remains a problem. First, social sciences have a small tradition in 
modeling their data and even less in forecasting.  They prefer using past and present observations and 
analyses and are careful not to predict social dynamics that are somewhat unpredictable.  
 The contemporary use of the resilience concept—from physics, used in psychoanalysis and 
then in ecology—reaches the sphere of social sciences today. It makes it possible to rethink the 
ecosystem dynamics, while considering its capacities to resist disturbances and those for finding an 
unstable equilibrium again, which has “learned the lessons” of previous disorganizations. This 
concept has begun to be used in social sciences to adapt to social or environmental changes through 
relevant social organizations (Adger, 2000). Therefore, social and natural sciences are recognized in 
the dynamic approach of ecosystems and social systems. However, can there be other perspectives 
than following these dynamics, if not in real-time but at least according to scales adapted to these two 
systems?  
 The practice of interdisciplinarity does not seem confined to the margins of the scientific 
approach but its challenge is still present. Three issues currently appear as fundamental for the 
practice and theorization of interdisciplinarity. This approach allows the incorporation of 
considerations on each discipline’s specific concepts and terminology in the heart of a debate 
regarding the forms of diffusion and appropriation within scientific discourse. The complex social and 
natural reality may emerge from a conceptual clarification observed through the analysis of reciprocal 
dynamics. This last element encounters the problem of overcoming different research positions 
between distant disciplines for the benefit of a shared methodology. The systemic approach of reality 
as well as resorting to models may form a common pathway (Jollivet, Legay 2005). The rigorous 
methodology probably insures an equal representativity of disciplines involved in the research 
projects, since interdisciplinary programs are often controlled by a discipline, particularly by natural 
sciences (Leroy, 1995, 2004). The challenge to build an interdisciplinary approach is not only 
scientific but also social and political. This complex approach not only aims at responding to a social 
demand, but sheds light on new issues and social and political questions.    
 Opening up to other analyses and discourses and the integration of the environment-society 
interface have helped to rethink reductionism principles, but have also set the limits of the efficiency 
of the system concept and the boundaries of the analysis object. Following L. Von Bertalanffy (1973), 
many authors have tried to suggest a standard language to provide a universal approach to the 
evolution and functioning of systems. However, just like a catalyst, the use of the system concept 
turns out to be both essential and relatively ineffective. It was used as an abstract model facilitating 
the collaboration of disciplines to think about reality in its complexity, but seldom as an operational 
methodology. Nevertheless, the systemic approach will enable natural sciences to question 
sociologists on the functioning of social systems to understand the social conditions of ecosystem 
reproduction; it will also allow sociologists to relativize the social determinism and reconsider the 
interaction between the environment and social behaviors in a different way. 
 These questions focus not only on operationalisation but even more on understanding 
interrelationships between environmental changes and social practices.  The integration of 
complexity, which has partly questioned the causal explanation or resulted in the emergence of the 
multiplicity of effects and causes, has led to a debate between researchers involved in interdisciplinary 
programs. As a result of studies on environment, disciplines tackled discipline-specific objects with a 
new stand, enhanced by the knowledge from other disciplines, methods and know-how, and thus 
question their object with this fresh point of view.   
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 The research field first influenced the disciplines, which in return have yielded new types of 
questions on the reality. The systemic approach plays a key role in the construction of the 
representations of reality and the frame of reference of social realities (relationships between 
individuals), but also in the construction of the relationships between nature and society.   
 If collaboration has increased between disciplines since the 1990s, it is also due to a changing 
relationship to time. Changes that were thought about over very long-time periods for many 
disciplines now appear as though they may be impending and mostly relatively unpredictable due to 
the complexity of the causes and effects. While “small” was “beautiful” (Schumacher, 1978) in the 
1970s, it is viewed today as having considerable consequences on global phenomena and participating 
in the emergence of brutal transitions. The “small”, the “singular” or the “local” are not only 
epiphenomenons compared with the “global” and facing global uncertainties. Thus, they have 
resumed their full place within research, particularly in the contemporary approach to development. 
Henceforth, problems are addressed on a changing scale and this constitutes a new challenge for 
sociological research.   
Reflexivity of interdisciplinarity: towards a co-construction of ecological and social systems   
 The changing vision of reality provided by the interdisciplinary approaches has also had an 
impact on the development of the disciplines in question, particularly ecology and sociology (Aspe, 
Jacqué, 2012). 
 The breakthroughs leading to another sociological stance must not conceal the 
epistemological problems still raised for the sociologist, despite a tendency to open up to other 
disciplinary approaches. The current possible multidisciplinary mixing has caused effects that were 
unforeseen by research programs: scholars and their divergent discourses have become a study object 
for sociologists. The following question is then raised: how can a partnership be organized when the 
analysis definitely needs distance? In other words, how can researcher’s knowledge be enhanced by 
other disciplines to understand the social realm, while setting it as a social product underlying actors’ 
strategies? 
             In addition, the sociology’s analytical approach and the necessary hindsight to its study object 
make it hard to meet the increasing demand of political decision-makers, to provide short- and long-
term solutions to immediate environmental issues, and to develop different management for the 
future. Whereas most French sociologists remain skeptical about possibilities for collaboration with 
other disciplines, some scholars such as physicists, chemists, geneticists, and naturalists raise 
questions on the limits of their fields, and underscore the need of the natural sciences’ viewpoint on 
their object, methods and results.  
 As far as natural sciences are concerned, they have also relativized their disciplinary 
approaches by dropping some concepts that are unable to show the dynamic interactions between 
nature and society. For instance, the gradual renouncing of the concepts of “climax” or ‘natural 
equilibrium” for a dynamic and contextualized approach of ecosystems attests to the new stance of 
ecologists who prefer using the paradigm termed “co-adaptation”, “which requires emphasis on the 
adaptation processes through change” (Blandin, 2009). Incorporating human and social dimensions to 
comprehend the environmental issues makes it possible to go beyond the Manichean opposition 
between the destructive man and a nature that is unavoidably threatened, and thus complying with the 
constructed-based dimension of nature (Lévêque, 2008).  
 These considerations echo our interdisciplinary research results about water management in 
Provence. The social dynamic occurring while uses and conflict on farm water are changing has 
ecological consequences. The sociologist seeks to integrate this new ecological dimension to 
understand strategies in terms of natural resources management and appropriation while replacing 
social conflicts and relationships into territorial logics (Aspe, 2012).  
 Looking back on Durkheim’s work, many sociologists have often suspected natural sciences 
to deflect social sciences from their true objective leading them to the dangerous “social biologism”, 
where mechanisms and laws observed on natural objects would be tacked onto human behavior in 
society. This debate is doubtlessly open but must not conceal what the scientific community and 
perhaps more specifically sociology, is asked to do today.  
 This request is perhaps the “price of fame. “ The scientific explanation of the world, followed 
up by “experts” through media, has increasingly prevailed over the pragmatic and religious 
explanation. Scientists—some of them without knowing—were faced with their involvement as a 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings-  

320 

social actor (debate between fundamental and finalized research) but also as decision-maker and 
“advisor to the Prince.” International conferences bring together side-by-side politicians and leaders 
of non-governmental and scientific institutions. Called upon to arbitrate the debate and decisions, the 
scientific community plays a double role, while asserting on the one hand that it can only provide 
assumptions and on the other hand that its opinion cannot be ignored.  
Conclusion 
 Two major questions lie at the root of these debates. First, don’t humans cause irreversible 
actions ? Then, what prospective sustainable model can be made to perpetuate humanity in the future? 
Sociologists are not left indifferent to these questions since these refer to ethics and social 
organization facing human societies’ future. 
 Likewise, sociologists are concerned with life sciences and their sudden growth, particularly 
in genetics. The impacts of these discoveries have a direct social implication whether they give rise to 
fears (“mad cow disease crisis,” transgenesis, etc.) or hopes (positive medical outcomes, increased of 
life expectancy, and reduced hunger). Indirectly, life sciences question the limits of living beings, in 
this case humans who are also characterized as a social being. Will the increase in the human being’s 
life expectancy, the resistance to diseases, and genetic changes affect humans’ life within society? To 
what extent will the changes in biological beings have impacts on the social beings? It is difficult 
today to answer to these questions. However, they seem to lie at the core of scientific and societal 
debate. The sociologist should realize the scope of changes caused by the transformation of 
knowledge in the other disciplines, tackle the complex interference between biological and social 
construction of human beings, and maintain the rightful place in an overall exploration of the future of 
societies.   
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Abstract: 
 This article presents a project supported by Grant Agency of the Czech Republic and carried 
out at the Charles University in Prague, Environment Center. The project is being carried out in 2012-
2014 and its overall goal is to evaluate various aspects of anthropogenic material flows in the Czech 
Republic such as the trends of overall environmental pressures related to material flows, the shifts of 
these pressures among countries due to international trade, efficiency of material use, recycling and 
product specificity of material-based pressures. The project applies approaches of ecological 
economics including economy-wide material flow accounting and hybrid input-output life cycle 
assessment method. These approaches are considered well established and suitable tools for 
monitoring and evaluation of human-induced material flows and related environmental pressures. The 
project has four objectives: 1) Extension of time series of economy-wide material flow indicators for 
the Czech Republic and assessment of their trends; 2) Compiling a material flow indicator related to 
recycling; 3) Extension of material flow indicators by water accounts; 4) Identification of product 
groups within the Czech economy, which are related to largest environmental pressures. 
The article further shows some first results of the above project, which include the decrease in 
environmental pressure related to use of materials in 2009 and 2010, increasing rate in recycling and 
increasing pressure exerted on the environment due to surface water abstraction. 

 
Key Words: Anthropogenic material flows, hybrid input-output life cycle assessment method, EW-
MFA indicators, recycling rate, water abstraction 
 
Introduction 
 This article presents a project supported by Grant Agency of the Czech Republic and carried 
out at the Charles University in Prague, Environment Center. The project is of highly inter-
disciplinary character and deals with various aspects of anthropogenic material flows in the Czech 
Republic.  
 The overall environmental pressure and impact caused by human societies is to a large extent 
induced by the consumption of energy and materials. Arguments supporting this claim have been put 
forward by a number of authors (e.g. Schmidt-Bleek, 1993; Ayres and Simonis, 1994; Weizsäcker and 
Lovins, 1997). Materials have to be first extracted from the environment. Then they are used to 
produce goods or deliver services required to satisfy human needs. Some are recycled, but they are all 
eventually released back into the environment in the forms of emissions and waste. All these stages of 
material processing have some environmental pressures and impacts. These include structural 
landscape changes, loss of biodiversity, acidification, eutrophication, global climate change and others 
(Giljum et al., 2005). In order to measure material and energy flows and to mitigate the related 
problems, material flow analysis has been conceived. The aim of this approach is to monitor material 
and energy flows at various levels of detail, and to provide indicators which contribute to 
management of resource use and output emission flows from both economic and environmental points 
of view (OECD, 2008). As convenient measures of sustainability, material flow indicators focusing 
mostly on an economy-wide level have been compiled for a range of both developed and developing 
countries (for instance, Adriaanse et al., 1997; Matthews et al., 2000; Giljum, 2004; Weisz et al., 
2006; Weisz et al., 2007a). 
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Conceptual and methodological approaches 
 The project is based on two major methods: material flow analysis and the hybrid input-
output life cycle assessment method. 
 Material flow analysis (MFA) is considered an approach of ecological economic, which study 
how ecosystems and economic activity interrelate (Proops, 1989). MFA uses some economic 
accounting principles and derives indicators, which relates both to economic variables such as gross 
domestic product (GDP) and to various environmental problems. 
 As a follow-up to pilot studies such as Steurer (1992), Schütz and Bringezu (1993), the 
Ministry of the Environment Japan (1992), Adriaanse and colleagues (1997) and Matthews and 
colleagues (2000), a first attempt to standardize economy-wide material flow analysis (EW-MFA) 
was undertaken by the statistical office of the European Union, which published a method guide for 
economy-wide material flow accounts and derived indicators (Eurostat, 2001). The standardization 
process was continued with the publication of a “compilation guide” for EW- MFA (Weisz et al., 
2007b) and with the OECD work program on material flows (OECD, 2008). The aim of the EW-MFA 
is to quantify the physical exchange between a national economy, the environment and foreign 
economies on the basis of the total material mass flowing across the boundaries of the national 
economy. The ultimate goal of the analysis is to get a material balance, i.e., the state when material 
inputs into the economy equal material outputs summed with additions to the physical stock of the 
economy (for instance, traffic infrastructure, buildings and durable goods). 
 Material inputs into the economy consist primarily of extracted raw materials and produced 
biomass that have entered the economic system. Material outputs consist primarily of emissions to air 
and water, landfilled wastes and dissipative uses of materials (e.g. fertilizers, pesticides and solvents). 
The methodology also includes a concept of unused extraction (also called hidden flows). Unused 
extractions are material flows that have taken place as a result of resource extraction, but which do not 
directly enter the economic system. Examples include biomass left back in forests after logging, 
overburden from extraction of raw materials (such as in open-cast coal mining), earth movements 
resulting from the building of infrastructure, dredged deposits from rivers, etc. Foreign trade also 
plays an important role in the analysis because it represents an important material flow across the 
boundaries of the economic system. Imports of commodities are placed on the input side, while 
exports are placed on the output side of the material balance. Used and unused extraction are 
associated with foreign trade in the same way that domestic economic activities are (e.g. movement of 
overburden associated with imported coal), and are identified as indirect or up-stream material flows 
associated with imports and exports. 
 Based on the input and output flows, a large array of EW-MFA indicators can be compiled. 
These indicators include: 
• Direct material input (DMI), which equals used domestic extraction (excavated raw materials, 

harvested biomass) plus imports; 
• Raw material input (RMI), which includes used domestic extraction and up-stream material flows 

of imports related to used extraction (called raw material equivalents of imports - RMEIM); 
• Total material requirement (TMR), which includes DMI plus unused domestic extraction and up-

stream material flows of imports related both to used and unused extraction; 
• Domestic processed output (DPO), which comprises emissions to air, landfilled wastes, the 

material load in wastewater and dissipative flows; 
• Total domestic outputs (TDO), which includes DPO and unused domestic extractions; 
• Domestic material consumption (DMC), which is calculated as DMI minus exports; 
• Raw material consumption (RMC), which is calculated as RMI minus up-stream material flows of 

exports related to used extraction (called raw material equivalents of exports – RMEEX); 
• Total material consumption (TMC), which equals TMR minus exports and their up-stream material 

flows related both to used and unused extraction; and 
• Net additions to stock (NAS), which measures the physical growth rate of an economy. 
 EW-MFA indicators can serve various purposes, which include (OECD, 2008): 
• Assessment of overall physical scale of the economy and total environmental pressure related to 

use of materials; 
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 To study overall physical scale of the economy over time, it is advisable to refer to material 
flow indicators in absolute terms. It can be assumed that growing volume/mass of any material flow 
indicator will result in growing environmental pressure and impacts (Weizsäcker and Lovins, 1997; 
Bringezu et al., 2003). 
• Assessment of shifts in environmental pressures among countries and regions related to 

international trade; 
 Many industrialized countries have decreased their amounts of domestically extracted and 
processed materials by importing them from other countries. The shift of pressure related to extraction 
and processing of these materials has taken place between states and world regions mainly to the 
detriment of developing countries (Schütz et. al., 2004). To capture these shifts, it is necessary to 
study physical imports and exports and their up-stream flows. 
• Measuring the efficiency of use of materials; 
 Relating input and consumption material flow indicators to national account aggregates, such 
as GDP, allows for measuring the efficiency by which an economic system transforms used materials 
into economic output. Such indicators reflect material productivity, i.e. the ratio of GDP over the 
material flow indicator, or material intensity, i.e. the ratio of the material flow indicator over GDP. 
Assessment of material intensity and productivity is complementary to analysis of decoupling, which 
study whether there is a decoupling between economic goods such as GDP growth and environmental 
bads such environmental pressures from material use. 
• Assessment of foreign material dependency of countries and their material security; 
 Material flow indicators can be further used for monitoring of foreign material dependency. 
Economies fulfil their material demands partly from their own territory and partly by importing 
materials from other countries. The higher the share of imports in domestic material input and 
domestic material consumption is, the more the economy is susceptible to incidental shortage of 
particular commodities abroad, increase in their price or to upheaval of other barriers to foreign trade. 
 In order to assess environmental pressures related to whole life cycles of materials and 
products and evaluate properly shifts in environmental pressures between countries and regions it is 
necessary to include up-stream material flows (Commission of the European Communities, 2005a). 
This is done for imports and exports, which are then expressed in terms of all materials needed 
worldwide to produce imported/exported commodities (RMEIM, RMEEX). Two methods can be 
applied to quantify up-stream flows: a life cycle inventory (LCI) and hybrid input-output life cycle 
assessment method (hybrid IOA-LCA). The first method is quite straightforward. The volume of 
imports/exports is multiplied with coefficients, which express the volume of all materials that entered 
the particular product system throughout its life cycle. Hybrid IOA-LCA, on the other hand, is a 
combination of LCI and input-output analysis (IOA). IOA was first introduced by Leontief (1936, 
1970) in order to monitor economic transactions among sectors. It can be, however, extended by some 
environmental variable such as extraction of resources or emissions. Hybrid LCA starts with the 
input-output model (IOM), which is represented by an input-output table (IOT) in monetary units. 
This model can be described by following equation: 
 1) x = (I – A)-1. y, 
 Where x is a vector of total product output of the system, I is identity matrix, A is a matrix of 
technological coeffcients and y is a vector of total final demand.  
 A matrix can be compiled for a product-by-product model or a sector-by-sector model, each 
of them can be further broken down into two types according to the assumed technology of 
production/sales of products. A sector-by-sector model under the assumption of fixed product sales 
structure of products will be used in this project. For this model, A matrix is calculated as follows: 
 2) A = ST. (diag(t - IM))-1. U . (diag(g))-1 
 Where S is a supply matrix as appears in the supply table, T denotes matrix transposition, t is 
the vector of total product use, IM is a vector of imports, U is a use matrix as shown in the use table 
and g is a vector of total sector output. 
 In the next step, an environmental extension represented by matrix F will be added to the 
model. 
 3) e = F. (I – A)-1. y  
 4) F = F_r . (diag(g))−1 
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 Where e is a vector of total induced material flows in the form of raw material equivalents 
and F_r is a matrix of used domestic extraction (DE) in physical units broken down by economic 
sectors. 
 The above calculation would assume that the imported commodities are produced abroad 
using the same production technology as the corresponding commodities in the domestic economy. 
Since this assumption need not hold for a range of products (especially when taking into account 
imports from developing), the results can be significantly distorted. To overcome this shortcoming, 
there are in general two possibilities: to build a multi-regional input output model, which uses country 
specific input output tables for the exporting countries, or to integrate life cycle inventory (LCI) data 
into the model for commodities, for which the domestic technology assumption does not hold. In this 
project, the second approach will be applied and LCI data will be used for natural gas, crude oil, metal 
ores and basic metals, which are not produced in the Czech Republic at all or only in minor quantities. 
These data will be integrated into the F_r matrix, use tables, supply tables and the vector of imports. 
This integration is denoted as ‘ in the following equations. 
 RMEIM and RMEEX are calculated for product groups, but there is a sector-by-sector model 
so far. It is therefore necessary to transform the total final demand according to the sectors into the 
total final demand according to the products. This will be done by following equation: 
 5) y = S‘T . (diag(t – IM‘))−1 . y_p 
 Where y_p is a vector of total final demand according to the product groups. 
 To calculate RMEIM and RMEEX the vector y_p will be sequentially substituted by the 
vectors of imports (the original vector of imports) and exports. 
 6) RMEIM = F‘. (I – A‘)-1. S‘T . (diag(t − IM‘))−1 . IM 
 7) RMEEX = F‘. (I – A‘)-1. S‘T . (diag(t − IM‘))−1 . EX 
 It is also possible to calculate directly RMI and RMC indicators, which comprise RMEIM and 
RMEEX, by using vectors of total final demand and domestic final demand. 
 8) RMI = F‘. (I – A‘)-1. S‘T . (diag(t − IM‘))−1 . y_p = DE + RMEIM 
 9) RMC = F‘. (I – A‘)-1. S‘T . (diag(t − IM‘))−1 . y_pd = DE + RMEIM - RMEEX 
 Where y_pd is a vector of domestic final demand according to the product groups. 
 For more detailed description of the calculation procedure including discussion on various 
types of the model, which can be employed for calculation, see Weinzettel and Kovanda (2009). 
Project objectives 
 The project has several objectives which contribute to the solution of selected research 
questions relevant for material flow analysis. Selection of these objectives takes into account current 
state of the art and previous Czech and international projects related to this topic. The objectives are 
principally fourfold:  
 1) Extension of time series of EW-MFA indicators available for the Czech Republic and 
assessment of their trends 
 EW-MFA indicators for the Czech Republic have been compiled within previous research 
and development projects of Ministry of the Environment (10/2/00, 320/2/03, 1C/7/14/04, 
SP/4i2/141/08) and Grant Agency of the Czech Republic (205/04/0582, 205/08/1475), which were 
worked on by applicant of this project proposal. Some of these indicators, namely DMI and DMC, are 
now calculated by the Czech Statistical Office (e.g. Czech Statistical Office, 2010a). This is not 
however true for more complex indicators such as RMC, TMR, TDO and TMC, which will be in the 
core of this objective. Time series of these indicators are now available up to 2008. Their extension 
for 2009-2012 within this project will help, for instance, to answer a question how world economic 
crisis of 2009 and 2010 has influenced material flows and related pressures in the Czech Republic. 
The indicators including up-stream flows will be calculated using both simple LCI and hybrid LCA, 
the results will be compared and it will be suggested which method delivers the more precise results. 
The calculated indicators will be analysed to answer following questions:  
• Was there a change in the overall physical scale of the economy and total environmental pressure 

related to use of materials? 
• Was there an increase in shifts in environmental pressures between the Czech Republic and other 

countries? 
• Was there an increase in the efficiency of use of materials? 
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• Was there an increase in foreign material dependency of the Czech Republic? 
 2) Compiling a material flow indicator related to recycling 
 EW-MFA indicators as defined by Eurostat (2001) focuses on use of primary materials and 
on the flows of material back into the nature. The cyclical use of materials is not taken into account, 
as it is considered a flow, which does not cross the system boundary between economy and the nature. 
On the other hand it is widely acknowledged that the higher the recycling, the lower the need for 
primary materials (Commission of the European Communities, 2005b). The EW-MFA indicators and 
cyclical use of materials are therefore mutually interdependent. This was faced by Japanese 
“Fundamental plan for establishing a sound material-cycle society“ (Ministry of the Environment 
Japan, 2003), which designed a new indicator bringing together EW-MFA and recycling. It is named 
cyclical use rate and is defined as amount of cyclical use of materials divided by the sum of cyclical 
use of materials and DMI indicator. Since the “Fundamental plan for establishing a sound material-
cycle society“ has been approved in 2003, the Japanese Ministry of the Environment monitors this 
indicator with the goal to reach 15 percent cyclical use rate by 2015. 
 The aim of this task is to compile cyclical use rate indicator for the Czech Republic for 2001-
2012 (data on recycling are not consistent before and after 2001 due to changes in waste statistics) and 
to answer following questions: 
• Is there an increasing trend in cyclical use rate in the Czech Republic? 
• Is the cyclical use rate in the Czech Republic comparable to countries like Japan? Providing that 

not, what are the major barriers to reach similar cyclical use rate? 
 3) Extension of material flow indicators by water accounts 
 Material flow accounts usually exclude water and air flows (Eurostat, 2001). This is because 
water flows are typically ten times more voluminous than flows of other materials, which would be 
hardly visible in the total material balance. This is the reason why it is suggested to establish and keep 
water flow accounts separately from material flow accounts (Schandl et al., 1999). Within this project 
objective we establish the water accounts parallel to material flow accounts, which will be based on 
the same accounting principles as EW-MFA. The length of the time series will depend on data 
availability, but will go back to the your of 2000 at least. The water accounts will open the 
opportunity for further research under the “water footprint” methodology (Chapagain and Hoekstra, 
2004). Besides the analysis of trend of water use, the major question to answer by establishing the 
water flow accounts will be as follows: 
• What is the relation between consumption of water and the overall availability of water resources 

in the Czech Republic? 
 4) Identification of product groups within the Czech economy, which are related to largest 
environmental pressures 
 As acknowledged by various current research projects, the management of material flows and 
related pressures and impacts could be much more effective when focusing on products with highest 
material flows mobilized during their whole lifecycles. This issue has been addressed on the European 
level (Moll and Watson, 2009), but no similar study has been available for the Czech Republic yet. 
The lifecycle-wide material flows and emissions related to product groups will be calculated using a 
hybrid LCA approach by placing import, export and final demand vectors in equations 6)-9) on a 
diagonal. The results will be analysed from the following viewpoints: 
• What are the products groups responsible for highest material flows? Are these the same in the 

Czech Republic as on the European level? 
• Based on the review of the best available techniques for these product groups, what are the 

suggestions for reduction of related material flows and emissions? 
 Due the data intensity of this work, this analysis will be carried out for one pilot year for 
which the most recent data will be available. 
First project results 
 The project is being carried out in the period 2012-2014. There are, however, some first 
results available already by now. 
 1) Extension of time series of EW-MFA indicators available for the Czech Republic and 
assessment of their trends 
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 The analysis of trends of EW-MFA indicators revealed that many indicators went down in 
newly compiled years – the decrease was obvious above all in 2009 and could be attributed to global 
economic crisis. The overall physical size of economy and related environmental pressure therefore 
shrank in 2009 and 2010 (Figure 1).  

 
Figure 1: Overall trends of selected EW-MFA indicators, Czech Republic, 1990-2010 

 
 The indirect flows of imports and exports dropped in 2009, but grew again in 2010 on the 
levels of 2008. It means that there were not more profound changes in terms of shifts in 
environmental pressure between the Czech Republic and other countries. Conversely, the material 
productivity continued to grow in 2009 and 2010. This trend was, however, connected to unfavorable 
increase in foreign trade dependency, which grew by 3 percentage points between 2008 and 2010. 
 2) Compiling a material flow indicator related to recycling 
 The indicator of cyclical use rate was calculated in a standard and in a modified form, where 
cyclical use of materials included also imports of wastes, secondary materials and scarp while the 
same imports were subtracted from DMI. This modification can be substantiated by the fact that one 
of the goals of the indicator is to express the ratio of consumption of secondary (recycled) materials 
and primary raw materials. 
 The compilation and analysis of the indicator showed that it grew in the Czech Republic - it 
was 1.32 % in 2002, but 2.86 % in 2010. The modified form of the indicator showed values higher by 
32 % on average and a very similar trend - it went up from 1.89 % in 2002 to 3.56 % in 2010 (Figure 
2). The modification was therefore reasonable: the indicator attained significantly different values and 
stressed the importance of imports of waste and scrap for cyclical use of materials. 

 
Figure 2:  Cyclical use rate indicator (standard and modified form), Czech Republic, 2002-2010 
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 Compared to Japan, for instance, the indicator recorded significantly lower values in the 
Czech Republic – only 2.72 % as compared to 13.5 % in 2007. The breakdown of the indicator by 
particular material groups revealed that the Czech Republic lagged especially behind in the cyclical 
use of biomass and non-metallic minerals (construction minerals). On the other hand the difference 
was not so large in the case of the cyclical use rate of metals (Ministry of the Environment Japan, 
2010). 
 3) Extension of material flow indicators by water accounts 
 We have compiled water accounts for the Czech Republic for 2000-2011 so far. The water 
accounts comprised water abstraction in million cubic meters (m3) broken down by particular river 
basins (Labe, Vltava, Ohře, Odra, Morava), by surface water and ground water and by particular 
purchasers (water supply systems for public use, agriculture, energetics, industry, other including 
construction). Moreover, the renewable water resources were determined, which can be defined as the 
available volume of water for consumption in every year. They were determined as flow rate in major 
water courses with 95% security for surface water and as an educated guess of Ministry of Agriculture 
for ground water. 
 With the exception of Labe and Morava river basins, the volume of water abstraction from 
surface sources went slightly down in 2000-2011, but the increase in abstraction from Labe river 
basin was so profound, that the total water abstraction from surface water sources went up in this 
period (Figure 3). On the other hand, the total water abstraction from ground water sources went 
down in 2000-2011. The only river basin which showed an increase in ground water abstraction was 
Vltava (Figure 4). 

 
Figure 3: Water abstraction from surface sources, Czech Republic, 2000-2011 

 

 
Figure 4: Water abstraction from ground water sources, Czech Republic, 2000-2011 
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 4) Identification of product groups within the Czech economy, which are related to largest 
environmental pressures 
 From the viewpoint of raw material extraction, the most demanding product groups included 
motor vehicles, basic metals, buildings, machinery and equipment, hard and brown coal, electricity 
and gas, food, chemical substances and products, civil engineering works, agricultural products, non-
metallic mineral products, computers and optical appliances, fabricated metal products, electrical 
appliances, non-metallic raw materials, real estate services, coke and refinery products. Taking into 
account the fact that environmental pressure related to non-metallic minerals is lower compared to 
fossil fuels, biomass and most significantly to metal ores, lower priory from above product groups 
could be given to buildings, civil engineering works, non-metallic raw materials and non-metallic 
products, as their production is linked to non-metallic minerals. The most emission intensive product 
groups are quite similar to the most raw material intensive product groups, but their order is different 
and for emissions to the air also land transport showed up as very important: it reached 9th position in 
case of greenhouse gases and PM total, 14th position in case of SO2, 7th position for NOx and 8th 
position for CO. 
Conclusion 
 Although the project described in this article has not been finalized yet, there are some first 
project results available right now. It can be concluded that many EW-MFA indicators in the Czech 
Republic went down in newly compiled years and due to this fact the overall physical size of the 
economy and related environmental pressure shrank in 2009 and 2010. It further showed that the 
Czech Republic suffered from increasing foreign trade dependency, but the efficiency of 
transformation of material inputs into economic output grew. The work on the cyclical use rate 
indicator proved that the recycling is on the upswing in the Czech Republic, but compared e.g. to 
Japan, the overall recycling rate is still much lower. The calculation of modified version of this 
indicator also emphasized the significance of imported wastes, secondary materials and scrap for 
overall recycling. We have further compiled the water accounts, which showed an increase in total 
surface water abstraction in 2000-2011 mostly due to growth in water abstraction from Labe river 
basin. Unlike pressure on the environment related to material flows of solid materials covered by EW-
MFA, the environmental pressure related to surface water abstraction thus went up quite significantly 
in the first decade of the 21st century. Regarding the product groups most demanding on extraction of 
raw materials, they include basic metals, fabricated metal products, motor vehicles and machinery. 
These commodities require large amounts of metal ores to be mined and processed. This is not a 
favorable discovery, as mining and processing of metal ores is usually related to significant impacts 
on the environment and human health. 
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Abstract: 
 The article presents the evaluation results of „life cycle“ of the National Park Muráň Plain 
(Slovakia) based on self-assessment of stakeholders by IPAM methodology (Integrative Protected 
Area Management). Based on this methodology, we identified areas of management that should be 
targeted for improvement also recommendations are proposed to streamline management. Based on 
the results of evaluations, we can state that Basic Planning Phase in life cycle of evaluated area is least 
effective developed. For improvement of other phases is first of all necessary to improve 
communication and to ensure transparency in the process of providing information. In terms of 
relevant documents, which will contribute to more effective integrated management of nature and 
landscape protection in the NP Muráň Plain, we suggest a high attention to the most expeditious 
approval of the proposed zoning of the national park.  

 
Key Words: National Park Muran Plain, life cycle protected area, integrated management, protected 
area, IPAM 
 
Introduction 

 The role of protected areas (PAs) is the protection of biodiversity and the most valuable 
natural and landscaping parts of nature and landscape. Concurrently, the mission of protected areas 
has expanded from biodiversity conservation to improving local socioeconomic benefits in the context 
regional sustainable development. Many best practice examples show that nature protection can be a 
good prerequisite for local and regional economic development such as in the Bavarian Forest 
national park. With effective and efficient management, sustainable development – economic, 
ecological and social – can be promoted for the advantage of the region and the whole economy 
(Getzner, Jungmeier, Lange, 2010, Vološčuk, 2008).  Naughton-Treves, Buck Holland & Brandon 
(2005) also state that by global mandates, protected areas are now supposed to do far more than 
conserve biological diversity. These areas are charged with improving social welfare, guarding local 
security, and providing economic benefits across multiple scales, objectives traditionally relegated to 
the development sector.  Managers of protected areas, although often accused of being unconcerned 
with social issues, have significantly altered their approach in an attempt to meet the new role for 
protected areas. In many cases, conservation organizations formed new partnerships with 
development agencies and institutions, as well as citizens’ groups. Together they have pursued an 
array of strategies linking conservation with development that generally fall into three broad groups: 
community-based natural resource management, community-based conservation, and integrated 
conservation and development. Švajda (2008a) states that by the evaluation of protected areas 
management in our conditions (Eastern Europe) every important role plays the fact that our protected 
areas mostly came into existence in the period of communist regime which was characterized by 
absence of or by very low level of discussion with all relevant stakeholders. At the same time he 
claims that to the key reasons for generally low support for local communities and local inhabitants to 
conservation of nature belongs also complicated and different land ownership. 
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 Based on international experience, guidance, expert assessment and our evaluation is the best 
way Integrated Protected Area Management on the base IPAM, which inclusive the design and 
development of a protected area during the “life cycle”.  
Material and Methods 

 The National Park Muráň Plain with its wild mountain karstic landscape and minimum human 
interventions is located between central and eastern parts of Slovakia. It lies in the Spiš-Gemer Karst, 
in the Slovenské Rudohorie Mountains (part of the Western Carpathian Mountains). National park 
Muráň Plain is one of the youngest national parks in Slovakia declared in October 1997 and opened 
on 27 May 1998. 

 We have been evaluating the „life cycle“ in the National Park Muráň Plain (Slovakia) in years 
2011 – 2012 by methodology integrative protected area management (IPAM). IPAM can divide the 
“life cycle” of each PA into four principal phases (Planning Phase is split in two periods – Basic 
Planning Phase and Detailed Planning Phase) (Fig. 1) and 29 related “Fields of Activity” (FoA) (Tab. 
1) (Jungmeier et al., 2005, Getzner et al., 2012).  

 
Fig. 1 The principal phases of protected area management life cycle (Modified by: Wagner et al., 2005) 
 
 This methodology secures interactive communication focused on identification of problems 

together with finding of the optimal solutions for the protected areas management in the middle and 
east of Europe. Expert system IPAM consists of three components: self-assessment, standardized 
measures and knowledge basis, which are designed to provide any information needed for the 
development of particular protected area. For the evaluation of individual activities in every phase of 
protected area management by stakeholders (groups involved) was used the method of questionnaire 
survey. Each question of the questionnaire enables three-scale evaluation (not yet started – started - 
finished), that forms input data for computer software processing. By the detailed evaluation of 
protected area management the methodology concentrates on the detailed evaluation of individual 
phases of protected area life cycle, whereas in the planning phase the basic and detailed planning is 
evaluated separately. Expert system warns about placement of control and improvement before the 
actual phase of implementation of the integrated management (Jungmeier et al., 2005). The overview 
of the evaluated areas of activity in individual phases of protected area management life cycle is 
described in Tab. 1. 

Tab. 1 The evaluated areas of activity in individual phases of protected area management life cycle 
(Source: Jungmeier et al., 2005) 

Phase Fields of the activity 
 
 
Pre-Phase 

Development of ideas and visions 
Realisability controlling 
Communication and participation I. 
Integration into the system of protected areas 

 
 
 
 
 
Planning Phase  

 
 
Basic Planning Phase 

Planning guide 
Communication and participation II. 
Basic research 
Planning  
Determination and introduction 

 
 
Detailed Planning Phase 

Keynote address and essential papers 
Management plans based on ecosystems 
Proposal of (regional) economical plans 
Specific planning (subsidiary plans) 

 
 

Personal and organizational development 
Region development of protected area 
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Implementation Phase 

Evaluation of management efficiency 
Framework of research and monitoring 
Management of data and information 
Optimization of financial situation  
Information, interpretation, education 
Visitors management, services and 
infrastructure  
Marketing and communication with public 
Cooperation scheme 
Communication and participation III. 
Evaluation of influence and limits 

 
 
Networking 

Universal integration into the net 
Integration into economical net 
Integration into social net 
Integration into ecological net 

 
We used the Three-aspectual system of classification for the identification of stakeholders 

(Fig. 2) By the term stakeholder we label all persons, institutions or organizations, that influence 
management running or they are somehow influenced by its running (Zelený, 2008). 

1 2

3

4 5

6

7

A B

C  

Fig.  2 Three-aspectual system of stakeholder classification (Source: Zelený et al., 2010) 

 Combination of the aspects: A – power of the influence, B – legitimacy (of requirements), C 
– evaluation of awaited stakeholder´s approach to potential co-operation.  
 Groups of stakeholders: 1. Stakeholders with the possible influence on management, but with 
relatively low level of legitimacy and insistency on fulfilling own requirement, 2. Stakeholders with 
requirements legitimacy in some way, but with relatively low level of influence and insistency on 
their fulfilling, 3. Stakeholders relatively insisting on fulfilling of their own requirements, but with 
relatively low level of their legitimacy and influence, 4. Relatively “dangerous” stakeholders thanks to 
the combination of their influence and insistency, with which they are demanding the fulfilling of 
their requirements and rights, but which have a relatively low level of legitimacy, 5. Stakeholders 
with the combination of legitimate requirements and rights, which they are demanding to be fulfilled, 
but with a relatively low level of influence, 6. Stakeholders with the combination of legitimate 
requirements and rights, with a relatively high rate of influence, but with a lower demanding of their 
fulfilling, 7. Key stakeholders. 
Results 

 Evaluation of management effectiveness is one of really important part, even essential part in 
the life cycle of a protected area, because it makes a space for continuous improvement. Group of 
environmental stakeholders was the most suited to our set criteria (according to sphere of interests) for 
evaluation of the protected area using expert system IPAM.  Along the life-cycle of Muráň Plain were 
evaluated 29 areas of management at intervals of three scalable evaluation of life-cycle phases 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings-  

335 

evaluated PA made by key stakeholders. We present complex assessment of whole life – cycle after 
assessment by expert system IPAM in the following graph (Fig. 3). From the management analysis 
results follows that is important to improve Base Planning Phase, Detailed Planning Phase and also 
the Networking. Efficiency improvement of communication and participation in every phase of life 
cycle of National Park Muráň Plain has a priority. For its improvement is necessary to work out 
a stakeholders mind map and also a project on communication, which should come from the 
specification of target groups, determination of order and the way of communication with help of 
existing nets, structures and media and it shouldn´t forget about the difference between core 
information for all of them and specific detailed information.  
 

 
Fig. 3 Complex evaluation of basic phases of life – cycle by expert system IPAM 

 
The weakest part in the managent of evaluated Nationam Park is Basic Planning Phase (Fig. 

4). Very important recommended step of this phase to take action for immediate kick-off of the fields 
of activities: Planning Handbook and Implementation Planning. 
 

 
Fig. 4 Evaluation of Basic Planning Phase 

 
 We propose to elaborate „Plan puzzle“ to get a picture of all questions, disciplines and 

planning issues and identify core aspects for streamlining of this phase. Define and set up the planning 
process using professional project management tools. Very important is specify the content and 
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dimension of the planning, the procedure, the methodologies applied and technical details (like 
specifying planning documents). To streamline the management of FoA Implementation Planning is 
necessary to pay attention to the development of Zonation Plan. In this phase, top management of 
national park must be prepared for a difficult procedure and intensive discussions with all 
stakeholders. Depending on the management category of the Protected Area, a set of minimum 
requirements needs to be considered when fixing the outer boundaries and the inner zones (e.g. size of 
Protected Area, types of zones, management objectives, type and extent of land use etc.). This 
planning task is extremely complex as it nowadays basically means reaching an agreement on a 
sovereign act by applying participatory methods. 
 The boundaries and zonation planning is embedded in the contradictory context of: 

• Public / sovereign versus private / participatory act 
• Individual versus collective decision 
• Self-determination versus heteronomy 
• Conservation requirement versus land use 

 To overcome these contradictory aspects set up a multiple-stage process with the landowners 
providing repeated exit opportunities. This process should contain the following steps: 

• Outline the process (define the steps, the timing, the responsibilities etc.) 
• Find out name and contact details of all landowners involved 
• Define conservation requirements 
• Present the PA idea / planning process to all the landowners (e.g. an information evening 

assuring that everyone involved gets the same information at the same time) 
• Hold conversations with each landowner (individual or on a group level) 
• Go ahead with in this iterative procedure up until you achieve an agreement on an individual 

level 
• Aggregate and fix the boundaries and zonation 

 Top management must bear in mind that the minimum criteria as requested by the 
management categorisation system need to be met and reflected in the final version of the boundaries 
and zonation planning. 

 On the basis of this complex analysis we state the recommended steps that are necessary to be 
taken in every FoAs of NP Muráň Plain life cycle for a purpose of efficiency improvement of its 
management (Tab. 2). 

Tab.  2 High priority recommendations of  Fields of Activity for National park Muráň Plain 
Field of Activity Recommended Action 

Feasibility Check 
Chance-risk-analysis 
Acceptance zoning 

Communication and Participation I Communication design 
Planning Handbook 
 
 

Plan puzzle 
Communication and Participation II Checklist transparency 
Implementation Planning Boundaries and Zonation plan 
Designation and Establishment (Intern)National application 
Ecosystem-based Management Plans Priorities and measures 

 Calculation of costs and finances 
 

Design of (Regional) Economic Programmes Product / Service - Portfolio 
Product / Service - Platform 

Personnel and Organisational Development Personal development plan 
Evaluating Management Effectiveness 
 
 

Management cycle 
Monitoring and benchmarking 

Financing (Business Plan) List of benefits 
New incomes 

Communication and Participation III  Permanent communication 
 

Development of Protected Area’s Region Regional Economic Program 
Info-Platform 

Networking General Action plan on network optimization 
Networking Ecological Ecological profile 
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Discussion and Conclusion 
 It is indisputable that protected areas have many positive benefits. Their benefits extend from 

local people who live near this beautiful and healthy landscapes, to nations that depend on their 
environmental services (for example clear water, fresh air, regulate the climate, regulate the water, 
erosion control, biofiltration, recreation, etc.). They are not only ecological but also socio-economic 
benefits. Stockmann (2007), Diller, (2008), Švajda (2008b) state that evaluations of PAs management 
in general may fulfil several aims and objectives in modern societies. It is not only necessary to 
evaluate products (outputs) but to assess also outcomes in terms of legitimacy of public activities, and 
to provide steering mechanisms for public decision-makers. We agree with Pfleger (2008) who state 
that during the life-cycle of a protected area (PA), the evaluation of management effectiveness of the 
PA administrating and managing authorities including the whole PA context becomes increasingly 
important, both for securing and improving the conservation of biodiversity, but also for the 
acceptance of stakeholders and funding bodies. Currently, there are numerous approaches to 
evaluating management effectiveness of parks; many international institutions have drafted and 
implemented such evaluation instruments. At the beginning of any evaluation exercise, PA 
management and policy makers have to be convinced of the usefulness of the evaluation to increase 
the probability that recommendations will indeed be implemented. The implementation of the 
evaluation results is crucial since the evaluation might lead to higher costs than benefits since the 
frustration of those involved in the evaluation process might be significant (Hockings et al., 2006). 
However, the lack of implementing evaluation results is, at the moment, one of the biggest problems 
in assessing protected area management effectiveness. Evaluations are carried out, but 
recommendations are not implemented in daily management (Steindlegger, 2007). 

 Widely publishes the results of life-cycle evaluation of PAs, brings far more benefits than just 
management recommendations. The debate on appropriate indicators and evaluation tools, has 
intensified in the last decade. However, any learning and progress in and about protected areas 
management is clearly connected to the intensity of the public debate provoked by the evaluation 
process. 
 Effectively implemented integrated protected area management in the whole life cycle brings 
the following expected effects: 
Expected Effects 
• Integration of protected area management into regional economy and rural development 
• Improving the quality of protected area management 
• Raising public awareness of the complex tasks of protected area management 
• Providing an effort to link protected area management with the tasks, instruments and tools of 
spatial planning  
• Support to implement European standards, policies, procedures and technologies 

 There will be a need to reconsider the organisational structure in National park Muráň Plain, 
not necessarily with a view to changing for its own sake, but to determine whether it is fit for 
delivering the strategic re-orientation and the engagement of staff with a range of skills to cope with 
partnership working, stakeholder engagement and delivering societal benefit. The ideal structural 
model is shown in Fig. 5. 
 

 
Fig. 5  Ideal structural model of a PA (Source: Authors’ draft based on Croft , 2010) 
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It is not a structural diagram as there is no ideal structure. Managers should ensure that the 
key functions perform by the organisation distinguish between the ‘core functions’ and ‘support 
services’. The former are those that directly achieve the mission by developing       the strategy and 
ensuring the ability to review performance, and delivering the strategy on the ground within the PA 
and in cooperation with the ‘communities of interest’. Support services are those that ensure the 
organisation is operated as efficiently as possible: 
 - PA Expert Support Services are natural and social scientific expertise on all aspects of 
knowledge gathering, analysis, information provision for management of the PA and for 
dissemination to the public and community of interests; 
 - Infrastructure Support Services include information technology, information management, 
human resources, and financial management; and - Outreach Services include partnership working, 
education and communication, commerce and business development, and fund raising (Getzner, 
Jungmeier, Lange, 2010). 
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Abstract: 
 The present study was conducted to understand the organic kitchen waste management 
practices in households of Manipal. The general steps in waste management are 1. Generation  2. 
Collection  3. Sorting  4. Separation 5.  Transfer  6. Transport and 7. Disposal. This study was aimed 
at understanding the management practices at the first two steps only ie. Generation and  Collection. 
Data was collected by interviewing the household members, with the help of a structured 
questionnaire. The study brought out the various types of wastes generated, the constituents and their 
quantum in organic kitchen wastes as well as the activities which happen at the generation and at the 
two waste collection points. 

 
Key Words: Organic kitchen waste, generation, collection 
 
Introduction 
 Disposal of household waste is one of the biggest challenges that towns and cities all over the 
world is facing. Multifold are the problems associated with the disposal of waste from all three 
streams of waste i.e. municipal waste, commercial and industrial waste and construction or demolition 
waste. Kitchen waste forms a significant constituent of municipal waste.  The composition of 
municipal waste varies greatly from country to country and changes significantly with time. 
Municipal waste is generally categorized as (i)Biodegradable waste: food and kitchen waste, green 
waste, paper (ii) Recyclable material: paper, glass, bottles, cans, metals, certain plastics, fabrics, 
clothes, batteries (iii) Inert waste: construction and demolition waste, dirt, rocks, debris (iv) Electrical 
and electronic waste (WEEE) - electrical appliances, TVs, computers (v) Composite wastes: clothing, 
tetra packs, waste plastic such as toys. (vi) Hazardous waste including paints, chemicals, light bulbs, 
fluorescent tubes, spray cans, fertilizer and containers(vii) Toxic waste: pesticides, herbicides, 
fungicides and (viii) Medical waste[1]. These wastes have different characteristics and can be divided 
into those which are bio-degradable and not, as well those which can be re-cycled or not. The ability 
to manage them further, comes from the understanding of wastes.  
 Municipal waste management is a challenging task.It consists of various stages such as 
recycling, composting, land filling and waste-to-energy via incineration. The primary steps are 
generation, collection, sorting and separation, transfer and transport, and disposal[2].Collection 
includes the gathering of the generated waste which will either be disposed in a landfill disposal site 
or taken to a further processing facility. There are two collection points; one at the individual house 
and the other at common points of waste collection in a locality. The third step is the sorting and 
separation. Separation and sorting of waste at both the household and common collection points are 
usually done. One usual categorization of household waste is by segregating the waste into 
biodegradable and non -biodegradable as well as recyclable and non-recyclable. The fourth step is the 
transfer and transport. This element involves two main steps. First, the waste is transferred from a 
smaller collection point to a to larger transport point. This waste is then transported, usually over 
longer distances, to a processing or disposal site. The final step is the disposal. The further processing 
depends on the philosophy of the municipality, concern for environment, and the sensitivity of the 
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residents and possibility of commercial viabilities. This study focuses on the nature of organic kitchen 
waste and the generation and collection of it at different households. 
 This study focused on the organic waste from households [5].Kitchen waste contains lots of 
rich nutrients which include carbohydrates, lipids and protein compounds that are not harmful. A 
more detailed analysis of kitchen waste shows that it can be further divided into two categories i.e. 
waste of vegetarian food items and waste of non-vegetarian food items. A study done in an urban 
community in a state of North India, is shown in Table-2[6].     

Table 1: Constituents of organic kitchen waste. 
Constituents  % composition*  
1. Cooked rice 23.00-59.50 
2. Cereals 8.76-18.93 
3. Cooked vegetables 5.68-16.27 
4. Chappatti  18.67- 41.90 
5. Vegetable waste residue 1.37-2.59 
6. Salad 17.40-29.50 
7. Misc/ non vegetarian items 0.79-2.16 

*the average, based on a study conducted on a few households observed over a few days. 
 

Kitchen waste has chemical characteristics which are beneficial as well as non- beneficial for 
the natural environment. Kitchen waste is usually acidic.Since there is a wide variation in food 
content, there can be a wide variation in Chemical Oxygen Demand (COD) content.COD indicates its 
decomposing nature and thus its bio degradable characteristics.  Some of the chemical characteristics 
of kitchen waste are shown in (Table-2) [6].   

Table 2: Chemical characteristics of organic kitchen waste 
Parameter Median value 

Density, kg/m3 797 ± 51.33 
pH 5.9 ± 0.49 
Alkalinity, mg/l 44 ± 20.11 
COD, gm/l 396.82 ± 265.95 
TS, % 23.16 ± 4.01 
VS, % of TS. 97.64 ± 3.19 
Moisture content % 76.85 ± 4.01 
Carbon % 38.68 ± 1.34 
Nitrogen % 1.5 ± 0.26 
C/N 24.7 ± 4.83 
Phosphorus % 0.3255 ± 0.006 
Potassium % 0.225 ± 0.035 

 
Objectives 
 To understand the generation and collection practices, of organic kitchen waste, in households 
of  Manipal. 
Methodology 
 This study was aimed to find out the kitchen waste generation and collection practices of 
households. The study was limited to the first two steps in the waste management cycle i.e. kitchen 
waste generation and collection. The study is limited to knowing the nature and type of generation and 
collection of only organic kitchen waste.  
 The study was limited to Manipal in the Udupi district of Karnataka. According to the Census 
of India 2011 Udupi district has a population of 2,35,000 households.  Manipal is a semi urban 
township in Udupi district and is about 6 km in diameter and has a population of about 26000 
households.  Manipal has both municipality and panchayat areas. Most of the households are in the 
middle and upper class category and it is on this household sample, that the study was carried out.  
Sampling  
 The sample of households selected was limited to 100 in number, as there was a lot of 
homogeneity in characteristics of most of the households in Manipal. The population was divided into 
3 strata 1. Households with an income, Rs. 1.0 lakh and above per month 2.  income of households 
between Rs. 50,000 and Rs. 1.0 lakh and 3. income of households below Rs. 50,000 per month. 
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Stratified proportionate random sampling was used for sampling. The sample size consisted of 20 
households form the first, 60 from the second and 20 from the third strata. But care was taken to 
choose households in the municipality and panchayat areas and also from vegetarian and non- 
vegetarian households, graduates and non- graduates, as well as those who own a house or living in 
rented house.  

Table 3: Characteristics of the sample studied 
Strata of 
households  

Vegetarian % Non 
Vegetarian % 

Graduate and 
above % 

Below 
graduation % 

Own 
house % 

Rented 
house % 

Rs. 1.0 lakh and 
above  

45 55 75 25 62 38 

between Rs. 
50,000 and Rs. 
1.0 lakh 

40 60 65 35 52 48 

Below Rs, 
50,000 per 
month. 

55 45 50 50 44 56 

 
Data collection and analysis 
 Data was collected through the interview method , using a  structured questionnaire. A 7- 
point Likert scale was used to measure satisfaction of households towards waste collection.  
 Data was quantitatively as well as qualitatively analyzed. Mean, percentages and  rating 
scores were calculated .  
Findings 
 Every household was concerned about the proper management of kitchen waste. At an 
average, about 820 gms of waste per day is generated from each house. 
Composition of  kitchen waste  
 House hold waste consisted of kitchen cooking waste, plastic, paper, glass, metallic items, 
clothes, house cleaning wastes etc ( Table-4) .  

Table 4:  Composition of Household waste. 
Constituents  % of composition 
Kitchen cooking waste 36 
Plastic 20 
Paper 15 
Glass, 6 
Metallic items 8 
Clothes 6 
House cleaning wastes 3 
Misc. 6 

 
The most frequently generated wastes are kitchen wastes, plastic and paper. A major 

component of plastic is milk cover and the plastic carry bags from shops. About 20% of the 
households separately keep milk plastic covers to be sold to scrap merchants’ over a period of time.  
Paper wastes are the result of writing paper and other paper stationery items used by students and 
elders in the house.  Newspapers are generally separately kept and sold as scrap to scrap merchants by 
most houses. Kitchen waste which is the major constituent of house hold waste is generated and 
collected almost daily.   
Composition of  Organic kitchen waste  
 The major constituent of Kitchen waste are those associated with cooking. Most households 
prepare food two times a day; once in the morning and once in the evening. The cooking in the 
morning is usually more elaborate. Breakfast cooking includes preparing dosa, idly, poori, chappathi, 
upma, sandwich etc. Lunch is both vegetarian and non- vegetarian. Since the study was done in a 
coastal region, fish is a more popular non vegetarian item cooked and consumed.  
 Kitchen waste consisted of vegetable peels, spoiled fruits, food remains after consumption, 
spoiled food and other eatable items, meat waste, fish waste etc.( Table- 5). Vegetable peels, cereal 
remains, cooked food remains and spoilt food are the most regularly generated kitchen waste.  
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Table -5: Constituents of organic kitchen waste 
Constituents  % of composition 
Vegetable peels & cereals  25 
Spoiled fruits 7 
Cooked food remains after consumption 28 
Spoiled food and other eatable items 14 
Meat waste 8 
Fish waste 12 
Others 6 

 
Waste collection at first point  
 Most of the households keep all the wastes in a single dustbin. Only 10% do any kind of 
separation of the household wastes. A large % of the households keep the waste of the day, tied in 
plastic bag in the dust bin. 60% of the household keep these tied bags or dust bins in front of their 
house, to be taken by the waste collecting agency. The remaining put it in the public dustbin kept in 
the public place. In most of the cases, this is done in the mornings. Only a very few percent casually 
throw the waste in the nearby open area.                   
 Usually the collection at the first point is done by the maid or the lady of the house. In most of 
the cases, transferring to the second collection point is done by the lady of the house. While a large 
percentage of households transfer waste to the second collection point only once in a day, about 20% 
of the households do it two times a day.  
Waste collection at second point  
 Most of the household complained of the irregularity in picking waste from the second 
collection point. One of the biggest fall out of this, is pollution and other side effects in the local area. 
These solid wastes, when improperly and irregularly collected can be an environmental hazard. It can 
be a major cause of water pollution. If these wastes get into drinking water, it can cause diseases like 
cholera, dysentery etc. These wastes when eaten by domestic animals can also lead to their death due 
to diseases as well as choking. These wastes are good breeding ground for mosquitoes and flies. This 
improper dumping can pollute nearby water bodies and cause water pollutions leading to death of 
fish. When solid wastes are not removed properly, it can clog drainage channels and gutters and block 
the flow of the sewage. This may cause flooding and other difficulties.  Irregular lifting of waste from 
the second point can produce bad odor in the locality, which pollutes the air quality of that place. It 
spoils the natural beauty of the place too.   
Awareness of biodegradation and composting of kitchen waste   
 Bio degradation or composting is possible after the first collection point in the case of organic 
kitchen waste. About 80% of the households studied, know that the organic kitchen wastes are bio 
degradable. Nevertheless only 40% of the households showed interest in making compost out of the 
organic kitchen waste. It has not been done because of lack of specific knowledge of how to do it or 
lack of time or shortage of space. However, most of them said that, they would like to manure their 
plants using this compost manure.  
 Biodegradation  is the chemical dissolution of materials by bacteria or other biological 
means[7]. Biodegradable matter is generally organic material such as plant and animal matter and 
other substances originating from living organisms, or artificial materials that are similar to plant and 
animal matter to be put to use by microorganisms. In nature, all the materials have the capability to be 
broken down into their raw material. The process of biodegradation may be different for different 
substances but in general, biodegradable substances will be decomposed into carbon dioxide, 
methane, and water as the final products. 
 Composting can be more amateurally done by either using a bin or using a pit in the 
garden[8]. If one, uses a bin, one can add a shovel or two of garden soil because this will contain the 
microorganisms that will break down the organic matter. If one uses a pit in the ground, those 
organisms are already present in the soil, to ‘act’ on the waste. The organic matter is continually 
added in layers. Weeds can also be a good component of the compost pile, along with food scraps and 
even fireplace ash and coffee filters added sparingly. Water can be added if the waste mixture is dry. 
It may take a couple of months to turn the waste into compost manure. Of the 60% of household who 
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were not keen on composting, some (20%) are willing to attempt, if sufficient knowledge on the 
process is imparted by an expert and if the process is not cumbersome.  
Satisfaction towards waste collection  
 Households expressed overall dissatisfaction (Table-6) at the waste collection at the second 
point, by the waste collecting agency. But, most of them would like the waste collecting agency to 
regularly lift the waste from the first collection point as well as second collection point. Majority of 
the households (70%) are paying about Rs.30 per month for the waste disposal and most of them 
would not mind if they have to pay double the amount, if the collection is regularly done.  

Table-6: *Satisfaction of households at the second waste collection point 
Factors Satisfaction score 

Regularity of collection.  4.5 
Maintenance of the dust bin 3.0 
Cleanliness around the dust bin   3.5 
Method of collection 5.5 
Sensitivity of people who collect  5.0 
Quality  of mode of transport 6.0 
Fee charged 7.0 

*Score on a scale of 1-10. 1- being low satisfaction and 10- being high satisfaction. 
 

Usage of technology in waste collection 
 Udupi does not use any technology in waste collection or disposal. But the adjacent district of 
Mangalore, decided to adopt a technology to monitor on-line whether its waste collecting contractors 
have cleared solid waste from bins and containers in the city daily. The contractors would be given 
away cell phones from the corporation which they should use for taking the photographs of the bins 
and containers daily. Immediately after clearing a bin the contractor should click its photograph and 
press an option in the pre-loaded software in the cell phone. The picture would get uploaded in a 
website (which could be linked to the city corporation’s website) within 10 seconds with the date, 
time and location of the bin or container. On the other hand, the website would have a map of the city 
with the locations (which are called geo reference stations) of bins and containers and black spots 
(places minus bins and containers where people daily dump solid waste).A green icon would appear 
on the location where a bin or the container had been cleared. If not there would a red icon indicating 
that it had not been cleared. It would be mandatory for the contractor to upload the photograph of bins 
which had not been cleared daily. Photographs of such bins would be recorded in red icons.The 
households of Manipal are willing to pay extra for waste collection,  if such technology is 
implemented in Udupi district too, and if it can increase the effectiveness of waste collection.  
Conclusion 
 The primary steps in waste management are: generation, collection, sorting and separation, 
transfer and transport, and disposal. The study was intended to understand the organic kitchen waste 
generation and collections practices and was limited to kitchen waste collection at the first and second 
collection points. The study was done on middle and upper class households in the Manipal area of 
the Udupi district of Karnataka. 
 Each household generated about 820 gms of waste per day. Out of that, the biggest 
constituent was organic kitchen waste followed by plastic and paper. These three are the most 
regularly generated wastes too. In kitchen waste, the biggest contributor is cooked food remains after 
consumption, followed by waste of vegetable peels and cereals followed by  spoiled food. Fish waste 
came fourth. Cooked food waste, vegetable waste and spoiled food are the three most regularly 
disposed kitchen waste items. Surprisingly, very few made efforts for separation of waste items at the 
source into either biodegradable or non-biodegradable or even those which can be recycled.  
 The second collection point, for many households. Since it is not done regularly and 
scientifically, it has led to dissatisfaction of the local area residents. Another negative impact which 
the households perceive of this is the problems due to pollution. Most of the households felt that the 
public dustbins (2nd collection point) as well as the area  around it, is  maintained poorly making the 
place highly unhygenic.A positive aspect was that a sizable number of households showed interest in 
trying out further processing of the organic waste . 
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Abstract: 

Interest in soil biodiversity characterization   and its function in soil ecosystem have come 
from the need to develop this ecosystem and manipulate soil biota to encourage a greater reliance on 
ecosystem self-regulation. Observations on the impacts of agricultural managements on populations 
and communities of soil fauna and their interactions confirm that high input, intensively managed 
systems tend to promote low diversity while lower input systems conserve diversity. Animal diversity 
contributes to soil ecology and functioning such as breakdown and cycling of nutrients in the soil. 
These animals are essential to the proper function of the soil ecosystem in different environments.  In 
arid environment, the role of soil Collembola , mites and nematodes in decomposing plant litter was 
assessed and compared in El-Rawakeeb Dry land Research Station,  (latitudes 15" - 2ᵒ and 15"- 36ᵒ N 
and longitudes 32" -0ᵒ and 32" – 10ᵒ E) as affected by application of organic manure (bovine manure) 
or pesticide ( neem leaf powder) over one year. Thirty litter bags each one contain 10 gm oven dried 
litter of Cajanus, cajan were buried into the treated and control plots. Six bags per plot along with 
their respective soil were retrieved four times the year. Mean mass loss in litter was correlated to 
population density of Collembola, mites and nematodes. Some soil properties eg. temperature, 
moisture , particle size distribution and organic matter contents were correlated to litter mass loss.   
Results showed that manuring enhanced role of decomposers in decomposing plant litter, while neem 
application mostly retarded it. 

 
Key Words: Collembola, mites, nematodes  organic manure, neem leaves powder, soil ecosystem 

 
Introduction 
 Litter decomposition is a biological process by which plant litter is broken down and nutrients 
held in its combination are released (Deyer et al, 1990). It begins usually with large soil animals such 
as earthworms, arthropods and gastropde. These organisms breakdown plant litter into smaller 
fragments, which are further decomposed by bacteria and fungi (Pidwiry, 2001). Such decomposition 
takes several months to several years to complete depending on climatic and edaphic factors. 
Additionally, litter inherent decomposability are factors that can affect decomposition (Couleausae et 
al, 1995). 
 Animal decomposers are various groups of animals that feed on waste products produced 
within a food web. They contribute to the process of litter decomposition and to the maintenance of 
soil fertility. They also impose regulatory effect on decomposition through their tropic interactions 
with microorganisms and thus can enhance the primary production, (Setala and Huhta, 1991). 
Coleman and Crossaly (1996) illustrated that decomposers animals include protozoans, earthworms, 
micro arthropods such as mites and Collembolan and macro arthropods such as insects, arachnids, 
millipedes and centipedes. Seastedt (1984), illustrated that the presence of free living mites increases 
litter mass loss and primary productivity. These observations agreed to the recent findings of Khalil et 
al (1999) who added that soil mites could be used as bio indicators for ecotoxicolgical responses and 
environmental monitoring. 
 Nematodes are the most abundant soil decomposers animals. They are found in surprising 
numbers and usually classified according to their feeding habits, (Brady, 1990). Moreover, they 
represent major reserves of nutrients that upon their death returned to the cycle and used as food for 
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other invertebrates. Nematodes affect decomposition directly as microbiovore feeding on primary 
decomposers. They can also affect decomposition as phytophages since they feed on the living 
protoplasm and plant which may facilitate their decay, (Yastes, 1979). 
 Soil decomposers animals are very important functional groups. They gain this importance 
through their contribution to different biological processes especially to organic matter decomposition 
and nutrients cycling. There is, therefore, a reason concerning the study of the potential role of 
decomposers in litter decomposition. The present study involves evaluation of the role of soil 
Collembola, mites and nematdes in litter decomposition in relation to manuring and application of 
neem leaf powder. It is also meant to clarify the impact of these animals in enhancing plant growth 
and productivity. 
Materials and Methods 
Study Site 
 Field experiments were conducted at El-Rawakeeb Research Station which lies in a El-
Rawakeeb dry land which occupies the area southwestern Omdurman Governorate. It is located 
between latitudes 15" - 2ᵒ and 15"- 36ᵒ N and longitudes 32" -0ᵒ and 32" – 10ᵒ E. It thus lies within the 
tropical semi – arid region of the Sudan and its climate is characterized by a short rainy season that 
extends from July to October with peak in August as shown in Fig. (1).  
 According to El-Hag et, al. (1994), the average rainfall was 100 – 180 mm, and the 
evaporation potential was 1800 mm thus the relative humidity is low. The summer season usually, 
extends for a long period with a maximum temperature of 43 Cᵒ during May (Fig.2). The soil 
temperature was lower than the ambient temperature throughout the year. The geological formation of 
the area is mainly basement complex overlain by superficial deposits of the Nubian sand stone.  
 The soil is generally characterized by sandy texture, poor organic nitrogen and carbon, 
moderate bicarbonate and potassium and high sodium, calcium and chloride contents, El-Hag et, al. 
(1994).  
 The natural vegetation of El-Rawakeeb area is composed mainly of Acacia sp. (e.g. Acacia 
tortilis) and different grasses (e.g. Aristida sp.). This natural vegetation is replaced in the cultivated 
sites by some cereals (e.g. sorghum bicolor) and few legumes (e.g. Cajanus cajan). The system of 
land use is mainly pastoral except in low land where traditional agriculture is practiced. Within El-
Rawakeeb Research Station, irrigated fodder, vegetables and cereal crops are grown. 

 
Fig.(1): Mean monthly rainfall in Khartoum state during the study period 
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Fig.(2): Mean monthly air and soil temperature as recorded - El –Rawakeeb dry soil during the study period 

 
Preparation and application of treatments 
Fertilizers 
 Organic manure in the form of cattle manure was used as fertilizer. Fresh manure was 
collected from Shambat Dairy Production Unit, University of Sudan. It was then subjected to sunrays 
for 6 hrs to eliminate any possible faunal content and used as organic manure.  
Pesticides 
 Leaves of neem tree (Azadirachta indica A. juss) were manually collected, air-dried and 
ground using a pestle and a mortar. Neem leaves powder was then used as pesticide. 
Preparation of litterbags 
 Litter bags were prepared following Cepeda-Pizarro et al. (1992). Fresh leaves materials were 
collected from individuals of Cajanus cajan grown in the study area. Immediately after collection, the 
leaves were dried in sunlight for a week and then at 50 °C in an oven for 24 hrs. When dry, leaves 
were fragmented into large fragments using a mortar. Ten gm leaves’ fragments were weighed and 
placed in bags made of cloth mosquito netting, of (10 X 5 cm) size. 
Experimental layout 
 Litter bag experiment was conducted at El-Rawakeeb Dryland Research Station Prior to 
experimentation the study area was divided into 45 plots each plot is of 3 X 2 m in area in a complete 
randomized block design. The 45 plots were then grouped into three groups each group is of 15 plots, 
which were then kept as permanent sampling plots. The whole plots were cultivated with Cajanus 
cajan legume which is commonly known as pigeon peas in English or lubya Sudani in Arabic 
languages. According to the method described by Hafiz (1998), 12-kg of cattle manure were weighed 
and added to the first 15 plots. These were used as manure treatment plots.  
 Neem leaves powder was added to the soil as one gm/plant hole in the second 15 plots 
according to Siddig (Pers Comm). These plots were used as neem treatment plots. The rest 15 plots 
were kept as control. 
 A total of 90 litterbags were buried to a depth of 10 cm of each sampling plots. Sampling took 
place every 120-day. The sampling periods were winter, autumn and summer. Nine bags along with 
their respective soil were randomly retrieved from the field on each sampling event. The retrieved 
bags were reweighed and their mass loss was obtained. Soil samples were analysed for their some of 
physicochemical properties. Following   methods described by the International Centre for 
Agricultural Research in Dry Areas (ICARDA). 
Extraction of animal decomposers 
 Nine soil samples were weekly taken randomly from each sampling plot. They were then 
introduced into polyethylene bags and taken to laboratory for decomposers extraction as follows: 
Extraction of nematodes 
 Nematodes were extracted from soils of the study using Baermann trays technique as 
described by Freckman and Baldwin (1986). A soil sample was spread evenly into a thin layer over a 
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sieve lined with tissue paper. The sieve containing the sample was placed in plastic tray. Sustainable 
amount of water was added to saturate the soil sample. The nematodes became active, swam out of 
the soil, and sank on the bottom of the tray. The nematodes were collected in water and preserved in 
75 % ethanol for further identification. 
Extraction of mites and Collembola 
 Mites and Collembola were extracted using Tullgren funnel apparatus as described by Griffith 
(1996). This method is based on taking a soil sample and applying a physical or a chemical stimulus 
to drive the animal into a collecting fluid. Tullgren funnel apparatus consists of a metal funnel 
measuring 25 cm in diameter. A fine mesh screen of 0.2 mm size was fitted to the neck of the funnel 
to retain the soil sample. Since dividing 1 kg soil sample into sub samples produced no difference in 
the encountered fauna, the funnel was loaded with the whole1 kg soil. The funnel was then fitted to a 
beaker containing 70 % ethanol as a preservative medium. The soil sample was subjected to the direct 
illumination of a 60-watt light bulb placed 10 cm above soil surface for 24 hrs. The contents of the 
collecting beaker were transferred into a Petri dish and then examined under a binocular microscope. 
The fauna collected were further preserved in 75% ethanol for further identification. 
Statistical analysis 
 Litter decomposition in  EL-Rawakeeb treated soil were analyzed as affected by the 
application of cattle manure and Neem leaves powder using the  Statistical package for social sciences 
(SPSS), (1997) under Windows.  
Results and Discussion 
Soil Properties 
 Effects of manuring and application of neem leaf powder were evaluated through the study 
period. Results shown in table (1) explained that manuring increased water content and decreased 
temperature value. It also decreased soil contents of silt and sand but increased clay content as 
compared to the control. Manuring decreased pH and increased organic C and N contents. These 
results could be ascribed to the fibrous content of cattle manure which may add to its cementing effect 
of manure to soil particles. These effects may improve soil texture and increase its ability to retain 
water content by improving its water holding capacity. Also, manuring may alter cations and anions 
contents and improve its organic matter content. These findings were in conformity with Hafiz (1994) 
who studied the impacts of cattle manure application on soil properties. He concluded that cattle 
manure has a significant positive effect on soil bulk density texture and water content: 
 Application of neem leaf powder to El-Rawakeeb soil induced varying impacts on its 
physicochemical properties as given in table (1). Physically, neem application increased water and 
clay contents but decreased temperature, sand and silt contents. Chemically, it increased soil organic 
contents and C and N while induced insignificant change on soil pH. These results might be due to the 
amendment effects and neem beside its biocidal effects Radwanski and Wickens (1981) evaluated the 
impacts of neem products on soil properties. They concluded that neem products added significant 
amounts of organic matter, improved soil texture and increased its cations contents.  
Table (1): Physicochemical properties of El-Rawakeeb soil as affected by application of cattle manure or neem 

leaf powder 
Soil properties Treatments 

Cattle manure Neem leaf Powder Control 
Water content 0.251a 0.158b 0.107c 
Temperature 30.40a 31.04a 34.68b 
Sand 68.30a 70.20a 72.70b 
Silt 17.60a 18.30a 21.20b 
Clay 14.10a 11.50b 6.10c 
pH 7.17a 7.05b 7.06b 

Organic N 0.10a 0.08a 0.02b 
Organic C 1.54a 1.45a 0.013b 
Means with same letter do not significantly differ, otherwise they do according to Duncan's multiple range test. 

Litter decomposition in treated soil 
Litter decomposition was measured as mean litter molasses over four sampling periods in 

response to manuring or neem application. Results shown in table (2) indicated that mean litter mass 
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loss varied between treatments. Manuring increased litter mass loss during the first, second and fourth 
sampling periods but induced insignificant change in litter mass loss for the third sampling period as 
compared to the control. Increase in mean litter mass loss could be due to the possible effects of 
manuring on soil properties which in turn may enhance litter breakdown. Tester (1990) observed that 
manuring improved soil properties and altered litter decomposition consequently. 
 Application of neem leaf powder to El-Rawakeeb soil induced significant decreases in mean 
litter mass loss during the first, second and fourth sampling periods as given in table (2). These  
results  could  ascribe  to  neem  toxicity  which  may  reduce  soil  biological activity and reducing 
litter decomposition accordingly. Similar results were given by Parker et al (1984).  

Maunring or neem application induced insignificant change in litter decomposition during the 
third sampling period as compared to the control (table 2). These results might be due to the effect of 
the rainy season which may mask the effects of treatments. Also, the rainy season flavoured 
decomposers to flourish and enhance the rate of litter mass loss. Christensen (1985) studied litter 
decomposition under field conditions. He observed that the percentage of litter mass loss was 
significantly higher during the rainy season than the other seasons of the experimentation year. 
Moreover, Reddy et al (1989) added that seasonal fluctuation of decomposers greatly affected litter 
decomposition. 

Table (2): Litter decomposition in treated soil as recorded for four sampling periods. 
Sampling 
periods 

SS MS df F-Values 
F-calculated F-tabulated 

Period I 3.28 1.64 2 4.16* 3.17 
Period II 21.59 10.79 2 3.59* 3.17 
Period III 8.01 4.00 2 0.92Ns 3.17 
Period IV 200.94 100.47 2 228.11** 3.17 

* Significantly difference at P = 0.05 ** Significantly difference P = 0.01 Ns = insignificant difference. 
 

Impact of decomposers animals on litter decomposition 
 Impact of Collembola, mites or nematodes on litter decomposition was assessed in El-
Rawakeeb soil  treated  with  cattle manure  or neem leaf powder. Results shown in   table (3) 
indicated that the three faunal groups were significantly positively correlated to mean litter mass loss 
upon manuring. These results could be ascribed to the substantial effect of manuring on decomposers 
animals which may in turn intensify their decomposing activity. Wenner and Dindal (1990) evaluated 
the impact of manuring on the functional role decomposers fauna. They found that manuring 
significantly increased population densities of fauna and intensified their ecological role in soil 
processes. Chiagnon et al (2000) noticed that decomposers animals responded to manuring interms of 
population density and functional role. 
 Table (3) showed that only Collembola correlated positively to litter mass loss upon neem 
application than the other two groups (mites or nematodes). This might be due to the ability of 
Collembol to resist neem toxicity by increasing its population density.  
 Moriarty (1978) explained that Collembola showed adaptive response to biocides application 
by increasing individual chances of survival and reproduction rate. 
 The insignificant correlation to litter of mites or nematodes to litter mean mass loss upon 
neem application could be attributed to neem toxicity which may retard ecological role of these 
animals. Wright and Coleman (1988) revealed that neem application reduced mites population density 
and reduced their biological activities as decomposers. Similarly, Brady (1990) observed negative 
effects of neem products on nematodes under normal conditions (control soil), mean population 
density of each of Collembola, mites and nematodes exhibited significantly positive correlation to 
litter mass loss as shown in table (3). This could be due to the direct effect of these animals as 
decomposers. Lussenhop (1980) indicated soil arthropods affected litter mass loss significantly due to 
their small sizes and great abundance in soil ecosystem. Paker et al (1986) observed positive 
correlation between arthropods or nematodes and litter mass loss under normal (untreated) soil. 
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Table (3): Correlation between decomposers animals and litter mean loss in El-Rawakeeb soil treated with 
cattle manure or neem leaf powder. 

Taxon Treatments 
Cattle manure Neem leaf powder Control 

Collembola 0.904** 0.831* 0.821 
Mites 0.884** 0.693 0.810* 

Nemastodes 0.814** 0.502 0.809* 
* Significant at P = 0.05 ** Significant at P = 0.01 
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Abstract: 
 The geomorphological agents at work in the coastal zone are winds, the astronomically-
generated tides, the wind-generated waves, and various forms of current flow.  These generate 
specific geomorphic processes and interact to produce an energy input which shapes and modifies the 
coast.  Through feedback mechanisms, the developing morphology influences geomorphological 
processes, thereby becoming a factor influencing subsequent coastal evolution.  Man, through his 
activities, is also a variable in this geomorphological equation.   
Within the last three decades, accelerated coastal erosion, sea incursion and flooding have surfaced 
and reached alarming dimensions in some other parts of the  niger Delta, notably along the 
transgressive mud coast in Ondo state. This paper examines the state of the environment in the 
Western Niger Delta area of Ondo State.  It identifies the environmental problems in the area and also 
at the environmental and socio-economic impacts of these problems. Possible and practicable 
recommendations were proffered in an attempt to reduce or check the trend and scenario of these 
problems in the area. 

 
Key Words: Environment, Niger delta, Ondo State 
 
Introduction 
 Studies on coastal landforms, processes and change are becoming more and more relevant as 
human intervention (at scales ranging from sandmining on a single beach to global warming) 
increases (Viles, 1990).  It is very apparent that coastal zone is of great importance to every maritime 
nation of the world.  Data derived from United Nations Population Division (1993) revealed that 
many of the leading megacities in the world are located on the coast.  Consequently, the coastal zone 
of most countries of the world represents areas of many activities; for example communication, food 
production, settlement, recreation, mining, harbor making and so on.  In addition to human activities 
or moderation on the coast, the coast itself, is a zone of intense energy input naturally, this energy 
transported by waves arrives at the coast and is available for work.  Therefore, the coast represents a 
zone of complex and dynamic process naturally which shape and re-shape the configuration of the 
zone continuously.  Geomorphologically, the zone can best be referred to as the most restless part of 
the continent. 
 Obvious advantages of the coastal zone to maritime nations make it expendient that 
deliberate, systematic studies of the areas be carried out for the purpose of proper coastal management 
and planning.  Failure to study and manage each coastline properly with regard to on0going natural 
and human activities in this area poses a great hazard and threat of lives and investment in the future.  
The entire coastal zone of Nigeria and elsewhere represent a challenging environment for applied 
geomorphological research where a continuum of relationship is observable. 
Coastal Erosion 
 Coastal geomorphologists are becoming increasingly concerned with applied studies for a 
variety of reasons, including economic considerations (Viles, 1991).  Dees and Davis (2001) 
described erosion as the means of wearing away of a shore of a body of water covered by sand, gravel 
or larger rock fragments by an instance or product of erosive action.  The problem of coastal erosion 
and coastal stabilization is attracting greater attention from recent studies.  Coastal erosion is not 
confined to Nigeria or West Africa coastline alone.  It is a global phenomenon creating problems in 
virtually all the continents, such as United States of America, South America, France, Japan, Australia 
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and Africa.  The coastal characteristics vary a lot from one coast to another on a regional basis, even 
along the same country like Nigeria, but the fundamental processes of wave’s tides, and current 
actions at the coast remain the same everywhere. 
 Studies by Davies (1986) have shown that in the United States of America, the coastline is 
eroding at an average of more than one metre  per year on the Pacific West coast and exceeding thirty 
metres per year in parts of Louisiana’s coast on the Atlantic side.  The magnitude of coastal erosion 
and coastal recession varies from place to place over time.  Erosional rates along the Spain is said to 
vary from thirteen metres to more than thirty metres per year according to measurement.  In Japan, 
problem of coastal erosion is so acute along the coastline that presently Japan has witnessed perhaps 
the world’s most concentrated to arrest coastline erosion (Ibe, 1990; Nordstorm, 1994). 
 In Miami Beach, for example, despite the provision of a great number of steel groynes and 
vertical seawall, for millions of dollars, erosion still continues.  The same story is at Florida beach, 
after the dredging of the inlet, the jetties that were built in 1918-1925 had blocked the southward 
littoral drift almost completely.  The consequence was heavy erosion on the southern side of the inlet.  
Over many years now, attempts were made to combat erosion by construction of a great number of 
groynes, but this has not been very successful (Steers, 1971). 
 Coastal erosion is of course not limited to lowlying coast like in a stretch of depositional coast 
such as forms a larger part of Nigerian coastline.  It also affects rocky coasts with cliffs and wavecut 
platforms (Faniran, 1986).  For example, in the studies by Valentine (1971), along the Romans 
coastline of the Northsea between Flamborough head and Kilmsea, the low hills of Holderness reach 
the coast and form cliffs.  As reported by Valentine (1971), along 61.5 kilometre of the Holderness 
coast, 307 points were selected at which to measure the retreat of the land between 1852 and 1952.  on 
average, the cliffs receded by 120 metres in that period, approximately 720 hectares of land were lost 
and hence about 100 million cubic metres of materials were carried away.  It was noticed that erosion 
was most severe at the south-east than north.  Also, the most general cause of erosion was attributed 
to the energy of the sea.  For future coastal protection, it was suggested that severest points of 
erosions should be considered first. 
 The Nigerian coast is richly endowed with a variety of natural resources, especially forests 
and mangroves, fisheries, touristic resources and mineral resources such as crude oil and gas which 
account for over 90% of Nigeria’s foreign exchange earnings.  Geomorphologically, the Nigerian 
coastline can be divided into four main physiographic zones: the Barrier-Lagoon complex, the 
Transgressive Mud beach or Mahin Mud coast, the Niger Delta and the Strand Coast.  These different 
sections of the Nigerian coastline are associated with differing erosive activities; a result of 
combination of natural and anthropogenic factors.   
 The Niger delta geomorphic region in its entirety that is including the flanks is extensive, 
composite and multifaceted.  The erosion rates in this section of the Nigerian coastline varies, ranging 
from between 18-24 m annually at Ugborodo/Escravos station, 20-22m annually at Forcados station, 
16-19m annually at Brass station, 15-20m annually at Kulama station and 20-24m annually at Bonny 
station and 10-14m annually at Opobo (Ibe, 1988).  The strand coast is about 85km long lying 
between Imo River and the Nigerian border with Cameroon in the east.  The Strand coast is fronted by 
flat beaches which change into a beach ridge plain behind with a few small swamp systems. An 
average of between 10-13m erosion rates were recorded at Ibeno-Eket station (Ibe, 1988). 
 The perception of the deleterious effects of human activities on the coastal environment 
system in Nigeria dates back to 1910 when the construction of moles to halt the movement of sand 
into Lagos Harbour began to induce progressive accretion of Lighthouse Beach behind the west mole 
and the retrogradation of Victoria Beach east of the mole (Webb,1960; Uzoroh, 1971).  Similar 
changes have also taken place at Ogborodo (Escravos estuary) as a result of the construction of moles 
which interfere with the natural movement of sand along the coast and have altered, therefore, the age 
long pattern of erosion and deposition in the area.  These man- induced accelerated processes are still 
very active in these coastal areas. 
 Within the last three decades, accelerated coastal erosion, sea incursion and flooding have 
surfaced and reached alarming dimensions in some other parts of the Niger Delta, notably along the 
transgressive mud coast in Ondo State; Patani, Bomadi, Burutu and Ogulaha along Forcados River in 
Delta State; Oron, James Town and Mkpong Utong along Cross River; Utaiwa along Jaja creek; and 
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Brass and Ibeno-Eket in Akwa Ibom State (CREMS, 2000).  In fact, Asangwe (1993) identified more 
than fifty erosional sites along the national coastline. 
 Coastal erosion is a normal geomorphological process worldwide.  However, the acceleration 
of coastal erosion is largely attributed to direct and indirect interference by man with the normal 
hydrodynamics along the coast.  With the exception of Victoria Beach, Awoye area and Ogborodo 
(Escravos), the causes of accelerated erosion along the Nigerian coast are still unknown (CREMS, 
2000).  The alarming ecological and socio-economic impacts of these processes, however, have 
prompted individual environmental scientists, research institutions and governmental agencies to 
proffer and implement “lasting” solutions to these problems.  Invariably, these solutions are not 
products of detailed long-term studies of the hydrodynamics of coastal processes, accelerated erosion 
and flooding in the affected areas.  Also importantly, environmental issues were not taken into 
consideration in the decision and implementation of the coastal protection works.  Consequently, 
many have failed woefully to solve the problems.  In fact, in most cases, they have further 
undermined the stability of the coastal environment.  All these underscore the need for research and 
database for coastline protection, coastal zone planning and management.  This is particularly 
desirable in respect of the Ondo State coast owing to its uniqueness which makes it unwise to transfer 
to the area solution which has worked in other but dissimilar areas. 
The Study Area 
 The area lies east of the West African lagoon system and on the western or Benin Flank of the 
Niger Delta Basin.  The numerous lagoons in the coastal area have all disappeared due to silting and 
spread of aquatic weeds; the only survivor is the Mahin Lagoon.  All the creeks and rivers in the area 
drain into Benin River.  It is only here that the sandy beach materials of the Nigerian coastal plain are 
replaced by mud and lacustrine deposits.  The general stratigraphy of Ondo State coast, therefore, 
differs from that of the Niger Delta by having about 60m mud overlying the Benin sands.  The 
location of its eastern part in an unstable fault zone on the Benin Flank of the Niger Delta has 
important implications for geomorphological processes in this environmentally sensitive region.  
Unlike in other coastal states where wide wave beaten barrier beaches are backed inland by a 
sequence of equally extensive raised beaches and lagoons or mangrove swamps, the coastal plain in 
Ondo State is not only narrow (less than 700 metres wide) but it is backed by 30km-60km wide 
freshwater marshes and freshwater swamps with an intricate network of interconnected creeks swamp 
and lacustrine marshes.  The narrow coastal plain constitutes, therefore, a fragile buffer zone between 
the tranquil waters of the swamps and the menacing waves of the Atlantic Ocean.  Extensive 
breaching of this narrow coastal plain will result in massive incursion of the sea into the inland 
swamps with serious implications for national security and economy. 
 Soil and vegetation follow closely the geomorphological pattern.  The main types of 
vegetation are: 

i. Mangrove forest and coastal  
      ii.           Vegetation. 

iii.  Freshwater swamp forest. 
iv. Savanna and stunted rain forests of the sand ridges and mainland margin. 

 The mangrove forest on the coastal plain has been extensively cleared by the people for use as 
fuelwood, especially around the settlements where they have been replaced by coarse salt-resistant 
grass.   Striking feature of vegetation in the area is the dessication of about 10,000 hectares of 
freshwater swamp forest in the Awoye area.  It is attributed to salinization induced by salt water 
intrusion. 
 The soils are hydromorphic.  The older sand ridge complexes develop brown and orange sand 
soils while the more recent one near the coast bear light grey sand soils.  Where there are depressions 
on the ridge complexes, the soils can be described as poorly drained light grey sands.  The swamps 
flats are characterized by swampy ‘organic’ soils which in the major part consist of decomposed and 
partly decomposed matter, while areas affected by tides bear saline soils. 
Coastline Recession 
 Coastline recession in the Western Niger Delta area of Ondo State is principally by wave 
attack on the unconsolidated sediments of the clay ridge since the coast is not under the influence of 
longshore currents and the nearshore littoral Guinea current is very weak.  In the absence of the 
protection offered by mangroves, the energy of waves and tides is concentrated on the bare surface of 
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the clay ridge exposed to the direct impacts of waves.  As the waves overrun the plain during high 
tide, a network of rills develops on the plain by the backwash of the waves.  These rills are 
progressively deepened and widened by subsequent uprush and backwash currents to form deep U-
shaped gullies with vertical heads.  The bigger gullies have terraced walls, the terrace being on the 
same level as the sub-tidal platform.  These gullies become avenues for penetration of waves into the 
coastal plain as the gully heads advance at a very rapid rte into the plain.  The measured rates of gully 
head retreat vary from 5.7m to 15.8m per annum (Ebisemiju, 1987).  Most of the gully heads are now 
less than 50m from the town.  Some gullies develop tributaries.  Opposing tributaries of adjoining 
gullies cut deeply into their common interfluves and eventually meet.  In this way, a block of the plain 
is detached from the ‘mainland’.  As this block is attacked from all sides by waves, its total 
destruction is very rapid and a sub-tidal platform is produced.  The platform grows as other detached 
blocks are eroded. The landward limit of effective wave action is marked by a mud scarp less than 1m 
high.  The retreat of this scarp face is through the collapse of chunks of clay which first accumulate at 
the base of the scarp until they are broken into smaller fractions and transported seaward by backwash 
or carried into the coastal plain during high tide.  Thus during low tide, the backshore area is highly 
indented by gullies and the sub-tidal platform is dissected into blocks of varying sizes.  During high 
tide, the platform is submerged.  The sea inlets dug by fishermen also serve as zones of rapid coastal 
erosion. 
 During high tides and the infrequent storm surges, the low coastal plain is overtopped by 
waves and tides.  These initiate a sheetwash process and an imperceptible but widespread removal of 
surface sediments and their transportation into the inland creeks and swamps.  In this way, the coastal 
plain is progressively lowered.  Surface lowering by sheetwash also takes place during rainstorms. 
 The accumulation of ocean water in depressions on the coastal plain aids both coastline 
recession and ground surface lowering.  These flood pools have the effect of making the water content 
of the soils higher and thereby weakening the physio-chemical interparticle bonds, reducing the 
coherence of the unconsolidated soil, and rendering the flood pool area more vulnerable to sheetwash 
erosion by the energy uprush and backwash currents of the waves and tides.  The depressions are 
thereby deepened and widened until adjacent ones coalesce and become incorporated into the growing 
sub-tidal platform and plays a major role, therefore, in its expansion and subsequent destruction of the 
coastal plain. 
Probable Causes Of Coastline Recession 
 The Niger Delta has been growing seaward by the accumulation of sediments brought down 
by the River Niger itself.  At the same time, erosion phenomenon has been very aggressive and 
persistent in some parts of the Delta.  The Niger Delta has also been experiencing regional subsidence 
arising from isostatic response to loading of the Delta and its margins with sediments from the 
Niger/Benue drainage system (Allen, 1964, 1965; Allen and Wells, 1962; Burke, 1972; Mascle, et al, 
1976).  Ebisemiju (1985, 1987) postulated that this regional subsidence process had probably been 
accelerated by the withdrawal of oil and gas from the Agbada Formations which underlie the 
unconsolidated deposits of silt and clay materials in the area. 
 It is also significant that the local people link the incidence of accelerated coastal erosion in 
the area with the commencement in the 1970s of crude oil and gas exploration in the area.  A 
particularly striking feature of the mud coast of the desiccation off the swamp forest.  The central and 
lateral bounds of the stressed forest area closely match those of the zone of accelerated coastline 
recession.  The area appears to be expanding outward, especially westward, from a central point some 
5km inland from the coast.  
 Seismic investigations by oil prospecting companies also could have induced local 
subsidence.  Seismic investigations have involved the detonation of explosive charges at or below the 
ocean floor in the nearshore zone.  Local people, especially at Aiyetoro, claimed in a memorandum to 
the NNPC in 1981 that seismic investigations conducted in the area generated shock waves which 
caused extensive damages to the King’s concrete palace and other structures in the town; this claim 
was refuted by the Corporation.  It is well known that, however, that the force of such explosion could 
cause liquefaction of surficial sediments and consolidation of the subsurface sediments, resulting in a 
potential increase in sediment erodibility and water depth.  The potential disturbance of the nearshore 
bottom induced by such activities is consistent with the conditions necessary to promote coastal 
erosion.  Increased water depth within the nearshore zone would enable larger waves to penetrate 
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further inland than otherwise experienced.  This would result in coastal erosion and inundation of 
inland forests by sea water. 
 The association of space and time of accelerated marine erosion and dessication of forests 
would imply that the transgression of the sea which induced these major ecological disasters were 
indeed triggered by a single geomorphic process, viz, localised accelerated of land subsidence.  The 
high concentration of oil wells within the affected area further supports this theory since it defines a 
possible mechanism for the consolidation of subsurface host and overburden materials causing land 
subsidence.  Seismic shaking of the southern parts of Nigeria in 1985 indicate that the continental 
shelf here may not be so stable after all.  It is, however, not unlikely that the seismicity was triggered 
by subsidence associated with hydrocarbon extraction in Awoye area, as has been reported from other 
parts of the world (Yerkes and Castle, 1976). 
 Overtropping of the coastal plain by waves and tidal floods, also could have been further 
accelerated by rise in sea level in response to global warming.  It has been predicted that temperature 
will rise by between 20C and 30C and sea level will rise by 0.5m to 1m by the year 2100.  the resulting 
deepening of the continental shelf will result in increase in effective wave height and other changes in 
wave and tidal dynamics.  These will further increase the rates of coastal erosion, flooding and salt 
water intrusion along low-lying coasts like the mud coast of Ondo State. 
The Environmental And Socio-Economic Impacts Of Coastal Erosion 
 The coastline in Awoye has receded by about 3.31km between 1974 and 1996 at annual rates 
which varied from 31m to 19m.  by 1981, coastline recession in Awoye area had caused the 
incorporation of 487 hectares of the coastline plain into the Atlantic Ocean within a period of eighteen 
years: 1973 to 1991 (Ebisemiju, 2001).  By 1996, the cumulative losses had risen astronomically to 
3415 hectares.  During this period, the coastal plain was reduced in width by about 62% and breached 
in four places at Jirinwo, Odofado, Awoye and Ago Nati.  This has resulted in the loss of scarce land 
for settlement and animal husbandry on the narrow coastal plain.  At Aiyetoro, the coastline has 
receded by about 0.57km between 1974 and 1999 resulting in the incorporation of about 300 hectares 
of the coastal plain into the Atlantic Ocean.  The present rate of coastline recession is 35m a year.  At 
this rate, the coastal plain which is only about 50m wide here will be breached.  Other areas 
experiencing very rapid rates of coastline recession are Ori-Oke Iwamimo to Ogogoro and Abereke. 
 The coastal processes have also adversely affected the fishing economy of the people.  
Fishing in both the freshwater creeks, lagoons and swamps and in the nearshore zone of the Atlantic 
Ocean has always been the main source of revenue for the local people.  The turbidity of ocean waters 
in the nearshore zone is high.  The waters of the nearshore zone, therefore, constitute an unfavourable 
ecological environment for marine fishes which have consequently deserted the zone forcing 
fishermen to travel far into the sea.  Unfortunately, they are unable to finance the additional 
investments which deep sea fishing entails. 
 The major direct impacts of the erosion menance, obvious even to the least discerning 
observer, is the large scale destruction of buildings, canals and mangrove forest especially in Awoye 
area.  Evidence abounds both around the present coastline, within the inter-tidal platform and in the 
nearshore zone to indicate previous settlement sites; there are in the form of ironwood stakes of 
abandoned houses. 
 Accelerated coastline recession and tidal floods have forced people to abandon their houses 
and move inland to relatively safe locations.  On the average, settlements are moved from one 
location to other every four years.  Today, the original site of Awoye is in the Atlantic Ocean at a 
distance of 3km from the present shoreline.  This semi-nomadic movement of the people does not 
allow erection of permanent structures but those that can be easily dismantled whenever they are 
being threatened by tidal floods and coastal erosion.  This periodic relocation of settlements inland, 
therefore, is a significant economic social and cultural disruption to the people.  The massive 
breaching of the coastal plain in Aiyetoro area will undoubtedly produce a catastrophic event that will 
wipe out all the settlements in this heartbeat of Ilaje coast, with the impacts felt throughout the 
freshwater swamps to the north. 
 The deleterious effects of accelerated coastal erosion and sedimentation on the environment, 
economy and social life of the communities in the Awoye/Imoluma area are pervasive and most of the 
people have resigned themselves to a situation beyond their control.  Indeed, the continuing threat to 
life and property by coastal erosion and tidal floods, the cost of rebuilding houses every two to four 
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years, the hazards and high costs of deep sea fishing, the loss of the rich nearshore and freshwater 
fishing grounds and the lack of alternative gainful employment opportunities have forced the young 
and middle-aged men and women to emigrate to other riverine states in Nigeria and also to 
neighbouring West Africa countries, especially the Cameroon Republic, Gabon, Congo and Ghana 
where they engage primarily in fishing and remit part of their earnings for the upkeep of the older 
folks who remain behind. 
Erosion Control Measures 
 Two categories of coastal erosion are distinguishable: long-term (chronic) and short-term 
(storm-induced) coastal erosion.  Generally, chronic erosion is more difficult to address than storm-
induced erosion (PACE, 2003).  Generally, because of the dynamic nature of coastal areas, various 
methods for protecting the coastline from the consequences of coastal erosion problems exist; some 
structural and others non-structural. The structural measures have been described as ‘hard’ measures, 
which has to do with the constructions of various engineering devices, which are physical and 
concrete, meant to protect or reduce subsequent occurrences of a given hazard events.  Some of the 
hard coastline defense works that have been used in managing coastal erosion and retreat include 
groins, jetties, breakwaters, sea-walls, wave-return walls and tetrapods ( Charlier, et al., 1989a, 
Charlier, et al., 1989b).  The non-structural responses include the use of satellite forecasting or 
telecommunications for issuing warnings ( Anderson, 1994). 
 Sand replenishment, revetment and other structures such as groins and jetties which are 
structural measure and  designed to retard littoral drift of materials are not relevant to the resolution of 
the coastal erosion crisis in the area since littoral drift is virtually non-existent along the entire length 
of the mud coast.  Rather, the searchlight should be focused on those structures which prevent 
incoming waves from breaking close to the coastline, and at the same time dampen their ferocity.  The 
control works capable of achieving these are sea walls (dykes) and breakwaters.    
 A widely canvassed engineering solution to coastal erosion in the area is the construction of a 
dyke to follow the edge of the high waterline, and high enough to prevent over-topping by tidals 
waves, with the seaward toe protected with some form of armour layer, and the construction of 
revetment on this side to reduce the action of waves and currents on the dyke. 
Suggestions For Effective Management Of Coastal Erosion Along The Nigerian Coast 
 Coastal erosion, as a natural occurrence and process may not entirely be stopped, but can be 
properly managed in such a manner as to maximize the gains associated with its occupation and 
physical development while reducing the risk in such human occupation.  Two categories of coastal 
erosion have been distinguished- long-term (chronic) and short-term (storm-induced) coastal erosion.  
Generally, chronic erosion is more difficult to address than storm-induced erosion (Dees, etal., 2001).  
A combination of methods has been recognized in the management of coastal erosion in the world.  
Charlier et al. ( 1989a, 1989b) has divided the methods into ‘hard’ and ‘soft’ methods.  However, 
despite the use of the hard and soft or a combination of the hard and soft methods of coastal erosion 
management, it has been found that three quarter’s of the world’s beaches are in retreat, some at a rate 
of a year.  Thus, in this paper, Integrated Coastal Zone Management (ICZM) is been recommended 
for the Nigerian coastal area. 
 ICZM is defined as a dynamic process in which a coordinated strategy is developed and 
implemented for the allocation of environmental, socio-cultural and institutional resources to achieve 
the conservation and sustainable use of the coastal area (Nwilo, 2004).  ICZM has been described as a 
process for decision-making: it should be continuous, iterative and should recognize the contributions 
of stakeholders and the natural dynamism, both physical and ecological, of the coastal environment 
(Smith, et al., 2004).  A primary goal of ICZM is to overcome the compartmentalized approach to 
managing coastal resources by harmonizing the decisions of diverse jurisdictions and levels of 
government.  For instance, EU has recently recommended the promotion of participatory planning in 
coastal management and encouragement to develop systems that allow the monitoring and 
dissemination of coastal zone information ( Jude, et al., 2004).  In particular, ICZM aims to bridge the 
traditional divide between management of the land and the water.  ICZM, therefore, is also about 
building institutions that facilitate this integration and is also founded on the principles of sustainable 
development, recognizing that the coastline is the fount of resources of great value to human 
communities and that these resources should be managed in ways that conserve their value for future 
generations ( Jude, et al., 2004). 
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 However, some of the challenges facing the successful implementation of an ICZM in Nigeria 
for the management of the Nigerian coastal erosion can be broadly grouped into political, socio-
economic and manpower factors.  These challenges must be properly addressed as part of the 
concerted efforts aimed at avoiding adverse effects of coastal erosion phenomenon. 
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Abstract: 
 The problem of using the new environmentally friendly insulating liquids like synthetic and 
natural esters for power transformers was presented in this article. The positive and negative 
properties of the esters were described on the basis of a comparison with the most popular insulating 
liquid like mineral oil. The results of the own experiences and experimental studies were taken into 
account as well as the results of works presented in the world literature. Conclusions from the analysis 
indicate that the wide knowledge about ester properties is necessary to correct design process and to 
proper exploitation of the power transformers filled in esters. 
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Introduction 

Power transformers are the one of the most important components of electrical power system 
serving the transmission and distribution of electricity in the high voltage three-phase electrical power 
grids and from these grids to the low voltage grids. From this reason, the transformers are the 
ubiquitous in the human environment. Generally, the transformers are not the devices that generate 
particularly troublesome environmental problems. However, taking into account the contemporary 
transformation of public awareness, forcing the pro-ecological look on the each technical device, 
especially on it, that appears in large number of units in the human environment, it should be searched 
also for power transformers some new solutions, which improve their ecological properties (Kycior K. 
2007, Mosinski F. 2009). A significant majority of the total number of transformers, produced in all 
ranges of voltage and power, are the oil power transformers. The so-called dry transformers (with 
resin insulation) are the margin of exploited units. Therefore, in the assessment of environmental risks 
connected with the transformer in service, the mineral oil is the most important element to be taken 
into consideration. Of course, the aspects such as the risk of electric shock, noise and vibration as well 
as energy and power losses are also important, but taking into account the effects for the environment 
from these types of interactions, these, connected with mineral oil, seem to be the most dangerous 
(Kucharska A. 2007, Mosinski F. 2009). 

Mineral oil is a mixture of different kinds of hydrocarbon compounds (naphtenic CnH2n, such as 
cyclohexane C6H12, paraffin CnH2n+2, such as hexane C6H14, and aromatic CnHn, such as benzene 
C6H6). The proportions of the contents of the individual components depend on the composition of the 
starting petroleum and, for example, most prized naphthenic transformer oils can be obtained only 
with the certain types of petroleum. Therefore, in the case of spillage of oil to the environment, the oil 
is not a neutral for it. Additionally its amount (exemplary in the oil power transformer having the 
nominal voltage 110 kV the mass of oil is about 7-8 thousand kilograms, while in the transformer 400 
kV such mass is nearly 80 thousand kilograms) intensifies the hazard. Commonly used mineral 
transformer oil has an ecological threat index twice higher than water, but it concerns the fresh oil 
without any polychlorobiphenyls admixtures (PCBs). The aged oils (those derived from the long-
operated transformers) may, however, contain significant quantities of polycyclic aromatic 
compounds (benzene, toluene, xylene), which have a carcinogenic properties. Ecological threat index 
can then be increased up to the three times in comparison with fresh oil. Generally, in the case of 
transformer failure, the mineral oil leaked to the soil may be the source of its contamination 
(degradation of oil-soaked layer), and in consequence also the contamination of water bodies and flora 
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and fauna, which is in the area of contaminated space. Due to the relatively high solubility in water, 
the hydrocarbon compounds can migrate with infiltrating rainwater by the aeration zone to the first 
aquifer. For example, 1 kg of the waste oil that has leaked from the transformer to the water reservoir 
makes it unfits to drink in the volume of 5 million liters (Kucharska A. 2007, Mosinski F. 2009). 
Numerically, the measure of a potential contamination of the given fluid is determined by the level of 
its biodegradability. For mineral oil, this factor is very low, and in accordance to the OECD 301 
standard, is only 10%. It means that after 28 days from the entering the oil to the environment, only 
such small part of this fluid surrenders to self degradation. Thus, the failures concerning the oil 
leakage are undoubtly harmful to the environment (air, water, soil), and the costs of removing their 
effects are usually very large. Prevent them or limitation their effects, although expensive, has an 
importance meaning for the environment. It is believed that this role is fulfilled by the special place 
with the pans for leaking oil, by the systems of oil and water separation, and by the monitoring of the 
transformer and its equipment (Mosinski F. 2009, Rozga P., Skowron A., 2012). The example of the 
oil pan installation is shown in Fig. 1. 

 
Fig. 1. Example of the oil pan installation. 

 
The volume of designed and built oil pans should be sufficient to bring all of the oil contained in 

the transformer. In the cases where the transformers are equipped additionally with the water sprinkler 
systems, the volume of the pan is increased by an additional 10-20%. 

Mentioned on the beginning of this chapter the problem of PCBs is now generally margin. 
Currently used transformer oils meet the criteria for the PCB content, which, in accordance to the 
specified requirements, should be less than 50 ppm (Kaminska A. 2007). 

Another problem of environmental nature is the combustibility of mineral oil due to its relatively 
low flash point. Combustion products of mineral oil being the result of its ignition occurred because 
of transformer failure (e.g. short circuit), are considered to be dangerous and cause air pollution. 1000 
kg of burnt, under unfavorable conditions, mineral oil emits circa 10 kg of harmful substances to the 
atmosphere. Additionally, the side product accompanying the mineral oil combustion is the dense and 
very black smoke (Fig. 2). 

 
Fig. 2. Example of transformer failure with fire 

 
Therefore, one of the pro-ecological solution, which is connected directly with the use of mineral 

oil in power transformers, is to replace it by a new environmentally friendly insulating liquids 
produced on the basis of natural and synthetic esters, which importantly decrease the negative 
influence of the transformer on the environment (Oommen T. V., Clairborne C. C., Mullen J. T. 1997, 
Borsi H., Gockenbach E. 2005, Martins M. A. G. 2010). Such alternative is necessary, especially in 
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the areas having highly restricted regulations concerning the environmental protection and fire 
prevention. The pro-ecological liquids, from the environmental protection point of view, are 
characterized by the high level of biodegradability reaching even 95%, and from the fire prevention 
point of view, have the significantly higher than mineral oil flash point (above 300 OC to circa 140 OC 
characterizing the mineral oil). 

It is however important, that in spite of the good ecological properties of esters, they can bring 
many problems, especially in the phase of design and manufacture of transformers, what resulted 
from the short time of existing the esters on the transformer market, and incomplete knowledge in this 
field. Therefore, the properties of new, environmentally friendly electro-insulating liquids will be 
presented in comparison to the analogical properties of mineral oil. The comparison will be based on 
the fundamental experimental studies (also author’s).The similarities (mainly in the field of electrical 
strength) and the differences (in the behavior of liquids in the heating process, in the field of lightning 
strength, in the field of chemical parameters) will be presented and critically discussed. 
The problem of using biodegradable liquids in power transformers 

Environmentally friendly insulating fluids, which are an alternative to mineral oils, are the 
synthetic esters and natural esters, for which the base are vegetable oils produced from canola, 
soybean, corn etc. In Fig. 3, the molecular structures of two commercial dielectric liquids - natural 
and synthetic ester are shown.  

 
Fig. 3. The chemical structures of synthetic ester (a) and natural ester (b); R, R’, R’’ – organic groups. 

 
Both liquids have been more than ten years in the test phase, and prototype units filled by these 

fluids are with nominal voltages up to 238 kV and above 100 MVA in capacity. Natural ester is an 
ester based on soybean oil. The major molecular component of this ester is mixed triglyceride built 
from the glycerol molecule and three molecules of long chain fatty acids linked together by ester 
bonds. In a one triglyceride molecule may be a variety saturated and unsaturated fatty acids consisting 
even from the 22 carbon atoms in the chain. The synthetic ester is an organic synthetic chemical 
compound - pentaerythritol ester, which consists of four ester groups -COOR which are at the end of 
the cross structure of the compound, and in which the organic groups R may be either the same or 
different. 

In the Table 1, the basic physico-chemical and dielectric parameters for both esters and mineral 
oil are summarized (FR3 Data Sheet 2008, Midel 7131 Data Sheet 2010). These parameters concern 
the fresh fluids as received by the manufacturers, without the use of any treatment. 

Table 1. Basic parameters of synthetic ester, natural ester and mineral oil. 

 Units Synthetic  
ester 

Natural  
ester 

Mineral  
oil 

Physico-chemical properties 
Density at 20OC kg / dm3 0,97 0,92 0,88 
Specific Heat at 20OC J / kg K 1880 1848 1860 
Thermal Conductivity at 20OC W / m K 0.144 0.177 0.126 
Kinematic Viscosity at 20OC mm2 / s 70 85 22 
Kinematic Viscosity at 100OC mm2 / s 5.25 8.4 2.6 
Pour Point OC -60 -21 -50 
Fire Point OC 316 360 170 
Flash Point OC 260 316 150 
Fire Hazard Classification  
to IEC 61100 / IEC 61039 - K3 K2 0 

Biodegradability % 89 97 10 
Dielectric properties 
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Breakdown Voltage kV > 75 > 75 70 
Dielectric Dissipation Factor  
Tg δ at 90OC - < 0.008 < 0.003 < 0.002 

Permittivity at 20OC - 3.2 3.1 2.2 
 
As was mentioned above, among the main physico-chemical properties of the esters, particular 

meaning, from the side of ecological aspect, has two of them: biodegradability and flash point. For 
both of esters, their biodegradability is significantly higher than mineral oil, what confirms the better 
ecological properties of these liquids. Taking into account that after 28 days both of esters decay in 
above 60%, according to the OECD 301 standard, they can be admitted as a biodegradable. Thus, 
using esters in the places having restricted environmental regulations is not a problem. It is important 
to notice, that in the case of esters it is not necessary to use the oil pans, what finally reduces the costs 
of installation of the transformers. 
      The second of the mentioned parameters – flash point – also specifies the esters as the 
environmentally friendly liquids. Performed for the all three insulating fluids the test of “open burner” 
indicates on the flash temperatures identical as determined by the manufacturers in the data sheets. 
For the mineral oil the temperature, after delivered the open fire from the acetyl burner, rose violently 
and after 4 minutes the ignition of mineral oil took place in the temperature of about 130 OC. Then the 
oil burned without the open fire and during the combustion process emitted the dense black smoke. 
Whereas in the case of ester fluids the temperature rose slower and after the 70 minutes the process 
was stopped because the ignition did not occur and the temperature reached nearly 300 OC. The better 
properties of esters are also visible looking at the intensity of the smoke emitted by the burned liquids. 
In the case of mineral oil smoke is black and very dense while for the both esters smoke is emitted in 
the smaller amounts and its dense is also much lower. In percentages, the volume of waste gases 
emitted by the burned esters in relation to the gases emitted by burned mineral oil is only about 15%. 

From the insulating properties point of view the most important parameter is breakdown voltage. 
This voltage, according to the IEC 60156 standard, is determined by the introduction of the liquid 
sample to the special apparatus with profiled metal electrodes creating the uniform electrical field 
distribution and then subject to the rising electrical field resulting from the AC voltage increasing. 
The average value of six breakdowns occurring in the specified conditions is taken as an AC 
breakdown voltage. Of course, the value of breakdown voltage depends on the quality of tested liquid 
(water and impurities content), so in order to compare the values of breakdown voltages of different 
dielectric liquids, they should have the similar quality (Li J., Grzybowski S., Sun Y., Chen X., 2007, 
Dang Viet-Nung, Beroual A., Perrier C. 2011). In the Fig. 4, the results of the measurements of AC 
breakdown voltage are presented. These results confirm identical properties connected with the 
electrical strength of synthetic ester, natural ester and mineral oil. 

 
Fig. 4. AC breakdown voltage for different types of insulating liquids measured according to  the IEC 60156 

standard. 
 

Looking at the influence of moisture content on the electrical strength, the esters behave more 
favorable. It is because the esters are characterized by the constant value of breakdown voltage apart 
from the moisture content up to 600 ppm (Martins 2010, Dang Viet-Nung, Beroual A., Perrier C. 
2011). For the mineral oil, its strength goes down even at the small increasing of moisture (at 20 ppm 
the breakdown voltage is only 40 kV while for good conditioned oil this value is in the range of 65-75 
kV). 
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Similarly other parameter characterizing the dielectric properties of the liquids, that is the 
electrical permittivity, also indicates on the possibility of better using the esters in the insulating 
systems of power transformers. The insulating systems of the transformer windings are usually a 
combination of electro-insulating fluid and solid insulating materials like paper or transformerboard. 
These systems are series, series-parallel or parallel. In the series systems, which are the most often 
systems in the transformers, the distribution of the stresses is inversely proportional to the electrical 
permittivity of the materials created it. The system has a higher strength if the more uniform stress 
distribution is. The higher value of electrical permittivity of the esters (3.1-3.2) than the mineral oil 
(2.2) thus influences profitable on the stress distribution in the system: electro-insulating fluid – 
cellulose (electrical permittivity of cellulose is 4). 

Although there are many positive properties of the biodegradable esters concerning the electrical 
strength at AC voltage, their lightning strength, that is the strength for a short voltage pulses having 
steep front (1.2 µs) and long back (50 µs), is not as good as in the case of mineral oil. The studies on 
the mechanism of initiation and propagation of electrical discharges developing under above 
mentioned lightning pulses indicated that only at inception voltage or at the 50% breakdown voltage, 
the discharges developing in the same way independently on the type of dielectric liquids. When the 
voltage increases, thus, when the voltage multiplicity in relation to the 50% breakdown voltage rises, 
the discharges, both in the natural and synthetic esters stands more energetic and at the lower than in 
the case of mineral oil overvoltages, the developing of discharges in esters is determined by liquid 
phase ionization. More energetic discharges are more dangerous for the solid insulation of the 
transformer (paper and transformerboard) causing its damage in the form of local carbonization. 
Therefore, when the one of the esters is used as an insulating medium, it is indicated, for the sake of 
lightning strength, using the wider insulating gaps in the transformer. It is particularly important in the 
case of big transformer units having the rated voltages equal or higher than 110 kV (Tran Duy C., 
Lesaint O., Denat A., Bonifaci N. 2009, Liu Q., Wang Z. D. 2011). 

One of the negative properties of the esters, but without any direct influence on the possibility of 
using esters in power transformers, is the susceptibility on the action of concentrated heat flux (Rozga 
P., Skowron A. 2012). This property was observed during the process of preparing of the esters for the 
filling the transformer, and then confirmed by the laboratory measurements. The experimental studies 
indicated that the influence of the heating elements, used in the heating process of the esters, 
determined by the unitary surface load expressed in W/cm2, causes the growth of the dielectric 
dissipation factor tgδ of the esters. This growth, at the value of unitary surface load identically as used 
during the heating process of the mineral oil (2 W/cm2), is such meaningful, that tgδ of the esters 
exceeds the boundary values determined in the standards although the fluids were not exploited. The 
exemplary curve presenting the dependence of the tgδ versus unitary surface load for synthetic ester, 
performed during experimental works, was shown in Fig. 4. 

 
Fig. 5. Dependence of dielectric dissipation factor versus unitary surface load for a synthetic ester. 

 
The described phenomena do not concern mineral oil. Its treatment does not change the dielectric 

properties of mineral oil. The differences in the different behavior of esters and mineral oil result from 
the different physico-chemical properties, which directly influence on the phenomena occurring 
during the heating. In the case of mineral oil, the laminar flow of the oil, because of its relative low 
density and first of all low viscosity, is relatively fast. Thanks to it, the oil reminds in the direct 
contact with the surface of the heater only by the short time. In the case of esters, which are 
characterized by the much higher density and viscosity, contact with the surface of the heater is much 
longer. It causes that the layers of the liquids “stick” to the surface of the heater and their overheating 
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taking effect of disintegration and decomposition of molecular bonds. Finally, in the liquid volume 
the polar particles appear and growth of above mentioned dielectric dissipation factor takes place. 
Taking into account the large experience in the filed of mineral oil treatment and lack of precisely 
defined parameters of the heating process of the esters, the presented problem is quite significant from 
the production phase point of view. For the esters the production process becomes lengthen because 
similar heating conditions as for mineral oil is not possible to keep. 

The higher density and first of all the higher kinematic viscosity of the esters is also important at 
the consideration of their influence on the transformer cooling conditions. Generally, the working 
transformer generates the energy losses. These losses are in the windings, in the magnetic core and in 
the metal elements of the construction. The losses transform in the heat, what causes the heating of the 
individual parts of transformer. The requirement for the good work of transformer is the effective heat 
abstraction outside it. The mechanism of the heat abstraction looks as following: the heat arising in 
the individual internal parts of transformer gets out of its (heat conduction); from where with the 
usage of the cooling medium (electro-insulating fluid) is directly or indirectly carried away to the 
surroundings. The higher kinematic viscosity of the insulating fluids is, the better the cooling function 
is fulfilled. Additionally, the kinematic viscosity, both for esters and for mineral oil, depends on the 
temperature, what was presented in Fig. 5. However, the mineral oil has a viscosity much lower and 
because of it, it seems to notice that mineral oil fulfils better the cooling functions in the power 
transformer than biodegradable esters. 

 
Fig. 5. Dependence of kinematic viscosity versus temperature for selected dielectric fluids. 

 
From the other hand, the higher density of esters causes that these liquids do not circulate as 

freely and with the proper flow velocity in the narrow cooling channels of the windings and magnetic 
core as mineral oil. Flowing ester cannot reach all fragments of the insulating systems of transformer 
windings. Thus, the construction of insulating system of power transformer filled by ester should take 
into account its physico-chemical properties in order to provide the correct circulation of the cooling 
fluid both in the natural and forced circulation. Hence the systems forcing the liquid circulation in the 
transformer filled by ester should be characterized by higher power, and the oil channels should be 
wider than in the case of transformer with mineral oil (Hulshorst W.T.J., Groeman J.F. 2002, Pukel G. 
J. 2009, Martins M. A. G. 2010). 
Conclusion 

Biodegradable synthetic and natural esters are the good alternative for mineral oil, especially in 
the situations when the power transformer has to be installed in the places for which the restricted 
environmental regulations are specified. Next to the many positive aspects like the higher 
biodegradability, high flash point and good properties concerning the AC electrical strength, esters 
have also negative features, which should be taken into account in the design phase and during the 
exploitation of the transformer with esters. The parameters of the designed transformer must be based 
on the knowledge about these negative features. Designer should know that the esters are susceptible 
to the action of a concentrated heat flux, have the worse cooling properties than mineral oil, and lower 
lightning strength. The final product – power transformer filled by ester – will be in effect the more 
expensive device, but taking into consideration the pro-ecological tendencies reigned on the 
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transformer market and still increasing demand for new environmentally friendly products, in the 
feature the cost will be certainly lower. 
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Abstract: 
 The aim of this study was to assess the treatment efficiency conformity of Wastewater 
Treatment Plants to the Estonian and European Union requirements in the area of Estonian nitrate 
vulnerable zone as well as evaluate the existing national wastewater monitoring programme and the 
efficiency of the self-monitoring programme. Monitoring the results and total pollution load of 
effluent discharged to the receiving water body from 2007 to 2008 are used to assess the treatment 
level of WWTPs and the need to establish higher treatment requirements. Estonian national standards, 
due to the fact that Estonian water bodies are small and vulnerable to pollution, are stricter than the 
Urban Wastewater Treatment Directive (UWWTD) requirements. If the requirements given in 
UWWTD are not sufficient to achieve a good status for water bodies, it is proven that wastewater 
discharge adversely affects the receiving water body and this discharge is one of the important point-
pollution sources for water bodies, additional stricter wastewater treatment requirements are needed. 
WWTPs with a more than a 2,000 population equivalent (p.e.) should be regulated vigorously to 
guarantee their compliance with the requirements, because WWTPs with more than 2,000 p.e. count 
for 80% of the total pollution load. A pollution load from WWTPs of less than 2,000 p.e. on the 
receiving water bodies is marginal; however, the extent of the impact of each individual WWTP 
depends on, among other things, the characteristics of the wastewater, the turbulence of the receiving 
water body and the area’s sensitivity as well as other pressure sources. 

 
Key Words: Wastewater treatment, pollution load, effluent, receiving water body  
 
Introduction 
 In Estonia, Järvamaa is one of the three counties that is designated a nitrate vulnerable zone 
according to European Nitrates Directive (European Community (EC), 1991/1). According to 
Regulation no. 17 of the Estonian Government, 2003, there is one nitrate vulnerable zone consisting 
of two subareas – Pandivere and Adavere-Põltsamaa. In Estonia, the rivers of almost all catchment 
areas (excl. the islands) spring from the slopes of the Pandivere Upland karst area (Environmental 
Report 7, 1993). In a nitrate vulnerable zone, all water bodies are highly affected by the non-point 
sources from agriculture and are also easily influenced by point sources from wastewater treatment 
plants (WWTPs) (Valdmaa et al., 2008). It is important to control the nutrient load, particularly 
phosphorus pollution, even that of small settlements within agricultural and rural catchments (Jarvie 
et al., 2006; Iital et al., 2010). Therefore, WWTPs have to comply with the discharge requirements 
established by both the Urban Wastewater Treatment Directive (UWWTD) and the Estonian national 
standards (ENS). The European Union integrated water policy main document, which establishes a 
framework for EU actions in the field of water policy – Water Framework Directive (WFD), sets a 
goal to protect all waters against pollution and to achieve good status for all waters, promoting 
sustainable water and wastewater management (European Community (EC), 2000; Ministry of 
Environment, 2011). One of the most important surface water pressures is point-source pollution 
(IMPRESS, 2002). Furthermore, the Baltic Sea countries adopted an action plan to achieve the good 
ecological status of the Baltic Sea by 2021 (Helcom, 2007). One of the main issues covered by the 
Baltic Sea Action Plan is the further reduction of nutrient inputs in order to limit the eutrophication of 
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water bodies. Estonian water bodies are sensitive to nutrients and have a high eutrophication risk. To 
limit the eutrophication process, it is important to decrease total phosphorous (TP) and total nitrogen 
(TN) loads. Several studies have researched the impact of WWTPs on receiving water bodies (Kontas 
et al., 2004; Millier et al., 2011; Dickenson et al., 2011). For instance, Kontas et al. (2004) studied the 
concentrations of inorganic nutrients, phytoplankton chlorophyll-α, and N/P ratios before and after the 
treatment plant. Dickenson et al. (2011) has reported on the presence of trace organic chemicals in 
municipal wastewater effluents. This paper uses a set of common trace organic chemicals as 
indicators to assess the degree of impact and attenuation of trace organic chemicals in receiving 
streams. Also, other Baltic countries are considering the problem of phosphorus and nitrogen removal 
from wastewater and, therefore, several studies have investigated the different methods of removing 
nutrients from wastewater. One such study, Vaboliené et al. (2007), evaluated the effect of biological 
nitrogen removal from wastewater on biological phosphorus removal, and Dauknys et al. (2009) 
analysed the influence of substrate on the biological removal of phosphorus. These studies use the 
results of only a few WWTPs and these analyses do not assess the cumulative impact of effluent from 
all regional WWTPs on receiving water bodies. This study attempts to check the compliance to the 
established WWTPs requirements for different sized WWTPs in Järva County and assesses the 
cumulative impact on receiving water bodies. Drawing from study results and taking into account the 
pollution load and impact on receiving water bodies, it is possible to assess the compatibility of the 
validated wastewater requirements in Estonia. The monitoring data of WWTPs in Järva County were 
compared with the requirements set by both UWWTD and ENS. ENS is based on the regulation of the 
Estonian Government (Government of Estonia, 2001) and water permit requirements (Ministry of the 
Environment, 2009/2). A further task was to estimate and compare existing national wastewater 
monitoring and the self-monitoring results and efficiency of WWTPs as well as make proposals to 
improve monitoring programmes and recommendations to change legislation. These programmes 
should help to evaluate the wastewater impact on the recipient and the operating efficiency of 
WWTPs. 
Methodology for Compliance Check 

The monitoring results were based on control sampling conducted by environmental authorities 
from 2007 to 2008. The total pollution load is calculated using monitoring results and the National 
Environmental Register (Ministry of the Environment, 2009/1) to get real flow rate of WWTP 
effluent. 154 samples from Järvamaa WWTP effluents were taken and analysed for biochemical 
oxygen demand (BOD7), suspended solids (SS), TN, TP and chemical oxygen demand (COD) 
concentrations by the Environmental Research Centre of Estonia. The UWWTD only set limit values 
for WWTPs with a pollution load more than 2,000 p.e. because it aims to establish minimum 
treatment requirements (European Community (EC), 1991/2). The effluent limit values for WWTPs 
with a pollution load less than 2,000 p.e. were not regulated by these requirements. Separate criteria 
are used to assess the compliance of these WWTPs with the requirements. The common limit values 
given in the permits for the special use of water (Ministry of the Environment, 2009/2) for 
establishing the criteria for WWTPs with a pollution load less than 2,000 p.e. were used. Both 
UWWTD requirements and ENS are listed in Table 1 and 2, respectively.  

Table 1. Criteria for the assessment of compliance with the UWWTD requirements 

Pollution indicator Limit values, mg/l 

<2,000 
p.e.* 

2,000-9,999 p.e. 10,000-99,999 
p.e. 

≥100,000 p.e. 

BOD7 25 25 25 25 

COD 125 125 125 125 

SS 35 35 35 35 

TP - - 2 1 

TN - - 15 10 
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* The Urban Wastewater Treatment Directive does not establish common criteria and only requires an 
appropriate treatment level. These criteria are developed by taking into account the aim of the directives and 

requirements given in the permits for the special use of water. 
 

Table 2. Criteria for the assessment of compliance with the ENS 

Pollution indicator Limit values, mg/l 

<500 p.e.* 500-1,999 
p.e.* 

2,000-
9,999 p.e. 

10,000-99,999 
p.e. 

≥100,000 p.e. 

BOD7 25 25 15 15 15 

COD 125 125 125 125 125 

SS 25 25 25 15 15 

TP - 2 1.5 1 1 

TN - - - 15 10 
* Estonia do not establish common standards. These criteria are developed by taking into account the aim of the 

directives and requirements given in the permits for the special use of water. 
 

When comparing Table 2 with Table 1, two major differences can be found: 1) ENS regulates 
BOD7, COD and SS for WWTPs with a pollution load from 0 p.e. to 500 p.e. and, additionally, TP 
from 500 to 1,999 p.e. 2) For WWTPs with a pollution load greater than 2,000, the ENS for BOD7, 
SS, and TP, are 40%, 57%, and 100% higher than the UWWTD requirements, respectively.  

The compliance check of WWTPs to the UWWTD requirements is only made for those WWTPs 
that fall within the scope of the directive. Because the UWWTD does not establish uniform 
requirements to be achieved for agglomerations with a pollution load of less than 2,000 p.e, requiring 
only an appropriate treatment level, the limit values for this study are set to achieve the good status of 
water bodies required by the WFD. The requirements for WWTPs with a pollution load less than 
2,000 p.e. must be proportionate to the requirements for WWTPs with a pollution load more than 
2,000 p.e.. Also, the requirements must comply with environmental protection objectives. The limit 
values for WWTPs with a pollution load less than 2,000 p.e. are given for BOD7, COD and SS. A TN 
and TP removal requirement is given only for the WWTPs with a pollution load of more than 10,000 
p.e. that discharge the effluent to the pollution sensitive water body according to the UWWTD. Since 
the whole territory of Estonia is designated as a pollution sensitive area, the criteria also demand TP 
and TN removal for WWTPs with a pollution load more than 10,000 p.e., as set by the UWWTD in 
Table 1. 

To comply with the requirements, a minimum number of effluent samples are required each year, 
depending on the size of the WWTP. The compliance check for WWTPs with more than 2,000 p.e. is 
based on the principle that 3 monitoring results of 4 samples must be in conformity with the criteria 
set down in Table 1 or Table 2. During this study, national monitoring consists of 4 samples per year 
for all WWTPs with more than 2,000 p.e. and at least 2 samples per year for WWTPs with a pollution 
load of 500 – 2,000 p.e. All the samples on the basis of this analysis have been analysed in accredited 
laboratories and all water samplers have the certification of water sampling. The WWTPs of less than 
2,000 p.e. are in conformity with the requirements, if all quality indicators (the criteria set down in 
Table 1 or Table 2) are met in more than 50% of all monitoring results. If the number of samples that 
confirm and the number of samples that does not confirm with the criteria set out in Table 1 or Table 
2 is equal, the compliance check is based on the average monitoring results made by the water user. 
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Monitoring Results 
 Based on the 2008 monitoring results, the average effluent concentrations in mean (x̅) and 
median (Me) of WWTPs in Järva County are shown in Figure 1. The mean concentration is 
influenced by a single extreme value of some WWTPs. The median characterises the average values 
of pollution indicators more adequately because the median value represents the centre of the data 
distribution. 

 

Figure 1. Average concentrations of effluent of urban WWTPs in Järva County in 2008. 
 

Figure 1 reflects all of the 46 urban WWTPs, apart from Väätsa landfill. The limit values vary 
according to the size of the WWTP. The effluent average results are affected by the results of these 
WWTPs, which are excluded from the UWWTD. The average results of the WWTPs that are not 
within the scope of the directive are worse by 20% when compared to the WWTPs results given in 
Figure 1. If Figure 1 did not also reflect the results of the urban WWTPs, which do not belong within 
the scope of the UWWTD, the maximum difference would be the median of organic matter. The 
median of organic matter for urban WWTPs covered by the directive is 14 mg/l, which is 12.5% 
lower than shown in Figure 1. The median for other indicators would be lower for urban WWTPs 
covered by the directive between 3.5-6.7 %, compared to that given in Figure 1. There were 21 urban 
WWTPs that do not belong to the directive, which constitutes 42 % of all WWTPs covered in this 
study. Separately analysed monitoring results for the urban WWTPs that belong within the scope of 
the directive and the WWTPs outside the scope of the directive are given in Table 3. 

Table 3. Average concentrations of the effluent of WWTPs in Järva County 
 SS, mg/l BOD7, mgO2/l TN, mgN/l TP, mgP/l COD, mgO2/l 

x̅ Me x̅ Me x̅ Me x̅ Me x̅ Me 
Urban WWTPs 
belong to the scope 
of the UWWTD 17.7 14.0 24.7 14.0 15.3 8.4 3.7 3.4 85.1 70.0 
Urban WWTPs  
outside the scope of 
the UWWTD 22.6 18.0 54.7 22.0 28.7 9.9 4.8 4.2 163.3 80.0 
Results difference 
(%) 

21.5 22.2 54.8 36.4 46.7 15.2 23.3 19.0 47.9 12.5 

Figure 1 shows that effluent concentration is in compliance with the UWWTD requirements, 
except TP results, because the UWWTD does not provide TN and TP removal requirement for 
WWTPs with a pollution load less than 10,000 p.e. Figure 1 and Table 3 represent only two (Paide 

x̅ Me x̅ Me x̅ Me x̅ Me x̅ Me
SS BOD7 TN TP COD

Concentration, mg/l 19,0 14,5 32,6 16,0 18,8 8,7 4,0 3,6 105,6 75,0
Limit value, mg/l 25 25 15 15 15 15 1,5 1,5 125 125
Standard deviation (σ) 14,9 14,9 48,4 48,4 35,0 35,0 3,3 3,3 134,7 134,7
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and Järva-Jaani) WWTPs effluent results with a pollution load more than 10,000 p.e., because the 
remaining 44 treatment plants have pollution loads less than 10,000 p.e. According to the mean of the 
results, some WWTPs have problems in removing organic matter. Since the average concentration of 
organic matter is relatively small (16 mg/l), the removal of organic matter causes difficulties for a few 
WWTPs in Järva County. Comparing the average concentrations of the effluent of WWTPs that 
belong within the scope of the UWWTD and are added to the WWTPs results that do not serve the 
agglomeration, the average of the results differs up to 55%.  
WWTPs Compliance Check to UWWTD and ENS Requirements 

WWTPs compliance check is based on the monitoring results. In 2007, 53 samples were taken 
from 29 different WWTPs to check compliance with the UWWTD requirements. The compliance 
check results show that 11 urban WWTPs (37.9 % from all plants) were in conformity with the 
UWWTD requirements. Only 4 plants (Türi, Paide, Koeru and Järva-Jaani) of these 29 treatment 
plants were with pollution loads more than 2,000 p.e. One of the WWTPs (Koeru) with a pollution 
load more than 2,000 p.e was in conformity with the UWWTD requirements. The compliance check 
to ENS was based on the 71 sampling results, which were taken from the 45 different treatment 
plants. Some of these plants are not within the scope of UWWTD. 12 WWTPs (26.7%) were in 
compliance with the ENS requirements. 

In 2008, 59 samples were taken from 28 different WWTPs to assess the compliance of Järva 
County WWTPs with the UWWTD requirements. 18 treatment plants (already 64.3%) were in 
compliance. Of the WWTPs with pollution loads more than 2,000 p.e., only Paide WWTP met the 
requirements. The compliance check to ENS was based on the 83 samples that were taken from 47 
different WWTPs. 23 WWTPs (48.9%) were in compliance with the requirements.  

Taking into account that many WWTPs in Järva County are not in compliance with the 
established requirements, the results of concentrations of TP, TN, and BOD7 were also evaluated. 
Figures 2-4 show the concentrations variability, as well as 10- and 90-percentiles of the 
concentrations of BOD7, TP, and TN. 

 
Figure 2. WWTP effluent variability of BOD7, together with 10- and 90-percentiles in 2008 

 
Figure 3. WWTP effluent variability of TP, together with 10- and 90-percentiles in 2008 
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Figure 4. WWTP effluent variability of TN, together with 10- and 90-percentiles in 2008 

 
As Figures 2-4 show, very high concentration variability exists in all WWTPs categories. We 

can conclude that even bigger WWTPs (more than 2,000 p.e.) have problems with the removal 
efficiency of all pollutants.  

The results are based on the monitoring results made by Estonian Research Centre in accredited 
laboratories. The monitoring results obtained by WWTPs operators – the self-monitoring required 
according to the permits for the special use of water (Ministry of the Environment, 2009/2) – were not 
used in pollution load calculations, as Figure 5 indicates a significant difference in the self-monitoring 
and national monitoring results. The average monitoring results in 2008 made by WWTPs operators 
are even better; 65.2% of WWTPs are in compliance with the ENS requirements and 79.3% of 
WWTPs are in compliance with the UWWTD requirements using WWTPs operators self-monitoring 
results. Since annual average results instead of individual sample results were used, the difference 
between the methodologies of assessment of the compliance of WWTPs with the requirements is 
shown in Figure 5.  

 
Figure 5. Percentage of compliance of WWTPs according to different methodologies, 2008 

 
Problematic wastewater pollution indicators that do not conform to the established limit values 

According to ENS, the marked part of pollution load must not discharge to the environment as 
shown in Figure 6. If all the WWTPs meet the requirements, the quantity of organic matter impact on 
water bodies would be reduce by at least 5.4 tons per year and TP 1.9 tons per year. The origin of the 
above normative pollution load is presented in Figure 6. An above normative pollution load 
discharged by WWTPs is shown with a pollution load more than 2,000 p.e. and less than 2,000 p.e., 
respectively. 
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Figure 6. Total pollution load discharged to the receiving water bodies (left) and the origin of the above 

normative pollution load  (right) in Järva County, 2008. 
 

Figure 6 shows WWTPs with a pollution load of 2,000 p.e or more overloading the receiving 
water bodies with an above normative TP pollution load over 4 times more than WWTPs with a 
pollution load less than 2,000 p.e. It should also be pointed out that only 4 WWTPs have a pollution 
load more than 2,000 p.e. in Järva County and 42 WWTPs (without Väätsa landfill) have a pollution 
load less than 2,000 p.e.  

The excessive input of organic matter distribution between WWTPs with a pollution load more 
than 2,000 p.e. and less than 2,000 p.e. is worse than for an excessive TP load. An above normative 
organic matter pollution load comes entirely from WWTPs with a pollution load more than 2,000 p.e. 
The actual total quantity of organic matter from WWTPs with less than 2,000 p.e. is 0.59 tons lower 
per year than the amount permitted by the established standards. The discharge from WWTPs with a 
pollution load more than 2,000 p.e. has to be reduced to protect the sensitive water bodies in Estonia. 
There is a need to introduce third level high-grade treatment in WWTPs, which will improve 
treatment efficiency and result in an immediate impact (Pachel, 2010; Bryhn, 2009; Humborg et. al, 
2007). 
Distribution and origin of WWTPs effluent pollution load discharged to the receiving water 
body 

The distribution of pollution load is presented in terms of BOD7, TP, and TN, which affect the 
receiving water body. Figure 7 shows that biodegradable organic matter derives 82% from WWTPs 
with a pollution load more than 2,000 p.e and only 18% of the total pollution load comes from less 
than 2,000 p.e. WWTPs. TP and TN derive 76% from the WWTPs with a pollution load more than 
2,000 p.e. 

   
Figure 7. Distribution of BOD7 (left), TP (centre) and TN pollution load in Järva County in 2008 
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Figure 7 suggests that to reduce the pollution load, which is discharged to the receiving water 
bodies, the discharge from WWTPs with more than 2,000 p.e. has to be reduced because WWTPs 
with a pollution load less than 2,000 p.e. contribute only ca 20% of the total biodegradable load 
discharged into the water bodies.  
Discussion 

The study analyses the impact of different sized WWTPs on the environment. Also, the study 
is unique as it was first time the cumulative impact of different sized WWTPs on the environment was 
analysed, using state-controlled monitoring results as well as self-monitoring results for comparison. 
The study reflects all 46 urban WWTPs results in Järva County and the results show that 42 WWTPs 
form only 18% of the entire BOD7 pollution load and only 4 WWTPs with a pollution load of 2,000 
p.e. or more form 82% of the entire BOD7 pollution load. Similarly TP and TN pollution load 
distribution between WWTPs with a pollution load of less than 2,000 p.e. and more than 2,000 p.e. 
was 24% and 76%, respectively. The major sections of the WWTPs were constructed between the 
1970s and the 1990s and have been in operation without any significant renovation; therefore, they 
are depreciated and outdated. Nutrient removal in these WWTPs is problematic. Eutrophication was 
not recognised as an important issue some decades ago. The main problem is relatively high 
phosphorus concentration in WWTP effluents. The high content of phosphorus causes problems in the 
recipient waterbodies, resulting in algae blooms and excessive plant growth. Figure 8 indicates 
phosphorus cumulative distribution; each point on the figure characterises a single WWTPs average 
result in 2007 based on 1-4 monitoring samples.  

 
Figure 8. Percentile values of TP of different sized WWTPs in 2007 

 
The 50-percentile value of TP for all types of WWTPs is 7.1 mgP/l; the outlet concentrations of 

only 5 WWTPs are below 2.0 mgP/l. To improve the ecological status of small rivers, it is necessary 
to improve TP values for WWTP effluents. Furthermore, existing national monitoring programmes, 
the data collection system, and data analyses need improvement in order to adequately assess 
treatment efficiency and the impact on the status of water bodies, especially in minimal runoff periods 
when water flow is low.  

Järva County rivers have a small catchment area and, therefore, are relatively poor in water. This 
situation causes problems in using rivers as recipients for wastewater discharge because of insufficient 
dilution. Several studies point out that the majority of P tends to be retained within river systems 
during low-flow periods i.e. at times of greatest eutrophication risk (Jarvie et al., 2006, Pachel, 2010, 
Millier and Hooda, 2011, Reddy et al, 1999, Jarvie et al., 2006/2, Bukaveckas et al., 2005, Nemery 
and Garnier, 2007). According to the national wastewater monitoring programme, the measurements 
of water discharge in WWTP outlets and mixed river profile are not included at all. This is essential 
for calculating the actual wastewater load and its impact in low-flow rate periods. Therefore, 
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legislation ought to be improved so that the monitoring frequency could depend on the size of the 
WWTP, together with the condition of the WWTP and the status of the receiving water body.  

Also during this study, the above normative pollution load to obtain comprehensive information 
regarding the status of WWTPs was analysed. This was done to get basic knowledge on whether the 
established wastewater treatment standards are in conformity with the required investments and usage 
cost of WWTPs while taking into account that the impact of WWTPs on the environment must be 
minimal. As the study results show, it is essential to bring into focus WWTPs with a pollution load of 
2,000 p.e. and more, while these plants have the biggest impact on the environment. On the other 
hand, these WWTPs are not in conformity with the established wastewater treatment standards, which 
cause water bodies to be overloaded with TP and biodegradable organic matter pollution. 
Unfortunately, it is not possible to compare the study results with earlier results due to a lack of these 
kinds of studies. Furthermore, as the state-controlled WWTPs effluent monitoring results show, the 
monitoring results differ between national and self-monitoring results by as much as 25%; therefore, it 
is not suitable to mix these data. As a result, self-monitoring results do not reflect the actual WWTP 
situation due to the low reliability of the monitoring results. During this study, we found that it is 
crucial to change the WWTP effluent monitoring requirements and data collecting system. Otherwise, 
we do not have enough reliable information about the effluent impact of WWTPs on the environment.  

Also, the study shows that it is not necessary to have strict treatment standards at present, as too 
many WWTPs are not in compliance with today’s established standards and, therefore, cause water 
bodies to be overloaded with TP and biodegradable organic matter pollution as a result. In Järva 
County, bigger WWTPs are also unexpectedly not in compliance with the established standards.  

There are now several activities being implemented to reduce the significant input of organic 
pollutants and nutrients into water courses in Estonia. In recent years, important efforts to reduce the 
phosphorus load have been put into the upgrading of existing WWTPs as well as the construction of 
new high-grade plants with phosphorus removal and also the renewal of existing sewers and the 
construction of new ones in order to connect more settlements to public WWTPs. Considering the fact 
that most of the Estonian WWTPs are in a renovation phase at the moment, it would be necessary to 
analyse the WWTP effluent contaminants and nutrient ratio following the renovation of these 
WWTPs. 
Conclusions 

In Estonia, much effort has been devoted to reducing the anthropogenic loads of TN and TP to 
water bodies, in terms of upgrading the existing WWTPs and building new high-grade plants with 
nitrogen and phosphorus removal. Nevertheless, the effluent impact of WWTPs on the water bodies is 
considerable. The UWWTD does not impose any specific effluent limit values for WWTPs with a 
pollution load less than 2,000 p.e., and therefore the criteria for a compliance check have been 
developed in this study. However, when assessing the compliance of WWTPs with the ENS, it must 
acknowledge that the national requirements are much stricter than the WWTPs can actually 
accomplish. Only half of the WWTPs are able to comply with the national requirements. Due to the 
total pollutant load and origin of above normative pollution load, it is imperative to address the 
priority of WWTPs with a pollution load of more than 2,000 p.e., since these plants represent more 
than 80% of the total WWTPs pollution load and these treatment plants also have the biggest impact 
on the above normative pollution load because of the non-conformity treatment level.  

The study indicates that due to non-compliance, WWTPs will cause rivers to overload with 
nutrients. The reasons for non-compliance have been due to a lack of purification capacity and 
operational and maintenance problems. The effluent inlets of WWTPs have the biggest adverse effect 
in terms of TP content in receiving water bodies. Also, the study shows that to minimise the adverse 
effects of effluent from WWTPs, it is not necessary to establish stricter treatment requirements, 
because it was apparent that the treatment levels of many WWTPs were not in compliance with the 
validated requirements. At the same time, it is essential to make crucial changes in legislation to 
improve the national monitoring programmes and data collection system. As the study results show, 
the self-monitoring system of the operators and the national monitoring results are not reliable enough 
to assess the actual state of affairs of WWTPs and the WWTP effluent impact on the receiving water 
bodies. On the other hand, national monitoring frequency and scope are not representative enough to 
make comprehensive conclusions. Therefore, we suggest changing the existing monitoring system so 
that all monitoring goes under state-control as well as establishing more frequent national monitoring. 
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This will abolish the existing double-system, improve data reliability and give more adequate 
information about the status of water bodies. 

In summary, the study shows that: 
1) the biggest impact on water bodies are WWTPs that have a pollution load more than 2000 
p.e.; 
2) WWTPs less than 2000 p.e. have the highest impact in terms of TP and WWTPs with a 
pollution load of 2000 p.e. and more having the highest impact in terms of BOD7 and TP. Therefore, 
WWTPs TP removal efficiency and established TP limit values need urgent re-evaluation;  
3) WWTPs self-monitoring results differ from the national monitoring results; therefore, the 
monitoring system needs essential changes. 

Furthermore, the authors found that it is essential to undertake more complex studies in Estonia 
in order to analyse the cumulative impact on environmental processes.  

In summary, WWTPs with more than 2,000 p.e. should be regulated vigorously to guarantee 
their compliance with the requirements, because WWTPs with more than 2,000 p.e. count for 80% of 
the total pollution load in Järva County. The number of WWTPs with less than a 2,000 p.e. impact on 
the receiving water bodies is marginal. Measures also have to be adopted for WWTPs with less than 
2,000 p.e. to comply with the ENS, since the extent of the impact of each individual WWTP depends 
on, among other things, the characteristics of the wastewater and water turbulence. Also, since a very 
small WWTP may affect the status of a water body depending on the characteristics of the wastewater 
and receiving water body, particularly careful handling should be applied to the up-streams of 
watercourses. Considering the fact that most of the Estonian WWTPs are in a renovation phase at the 
moment, it would be necessary to analyse the WWTPs effluent contaminants and nutrient ratio 
following the renovation of these WWTPs and also re-evaluate their conformity in 2014–2015. After 
that, it will be possible to analyse contiguous data that were discovered during this study conducted 
before the WWTPs renovation phase with data collected from 2014–2015 after the renovation of the 
WWTPs. 
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Abstract: 
 In Turkey, it is observed that there is an overgrowth of population, resolutions on land usage 
have deteriorating effects on natural ecological balance and consequently environmental problems 
reached threatening levels for all life forms. It is important to remove the impacts of urbanization, 
which consume irreplaceable natural resources, through planning methods and techniques. 
Examination of the current land usage of Bursa Nilüfer Creek Başköy – Kestel Section and its 
subbasins reveal that location organization was radically changed due to industrialization, and 
functional areas such as settlements and industrial areas, located on first class agricultural lands and 
on rock formation with geologically high permeability, create pollutions on the natural resources 
forming the basin, over acceptable parameters of international standards, as a result of governmental 
decisions. 
In this context, resolutions, implementations and their reflections of land usage, population, residence 
facts and unplanned developments regulated according to development plans prepared in historical 
perspective and existing development plans in Bursa, the research area, have been discussed within a 
20-year process; findings were evaluated and the type and dimension of ecological risks were 
assessed against international parameters. 

 
Key Words:  Basin, Ecological Planning, Ecological Risk, Land Use 
 
Introduction 

In order to conduct pollution and risk analysis of Bursa Nilüfer Stream Başköy – Kestel Section 
and sub-basins, decisions, practices brought by master plans drawn up in the historical perspective  of 
Bursa and current zoning plans, and their reflection on the land use have to be examined. 
Space Formation of the city of Bursa in historical process 

Analyzing what kind of a development line Bursa city had in the historical process is 
important in terms of understanding formations in the city space of the 21st century Bursa. In the 
historical process, changes in the city of Bursa will be addressed in two different eras: Urban 
transformation in Bursa up until 1980s,  and urban transformation in Bursa from 1980 to present day. 
Urban Transformation in Bursa up until 1980s 

When looking at Bursa in the era up until 1980s, it is observed that, the city had a prominent place 
in the Republic of Turkey in economical and social terms, as was the case during the Ottoman Empire 
era. Importance attached to the city during Republic era can be understood from the plans made for 
the city (Tekeli, 1999). 

The first planning study for the city of Bursa was conducted by Karl Löcher in 1924. Such plan , 
influenced by ‘garden – city movement’ of the era, had an understanding that ignored the existing 
land uses, and did not play a role in the  shaping of urban space of  Bursa.  

Henri Prost who conducted planning studies of Bursa between 1938 – 1944  adopted an 
understanding similar to axial planning understanding applied by Baron Haussmann in  Paris. 
Foundations of current transportation separation in Bursa were laid in line with the plan by Prost. 
According to such understanding, it was planned to adapt the city to motor vehicle traffic, and  the 
plan played an active role in determination of the 1st and 2nd stage road routes. Especially widening of 
Altıparmak Avenue and connection of Çekirge city center led an immense traffic jam and air pollution 
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risk attributable to transportation came into being along the road route. As a result of precipitation of 
such air pollution over the agricultural fields along the road routes, it is observed that risks of soil 
pollution and, thereby, water pollution came into being and pollution phenomenon are detected along 
these road routes as a result of the pollution analyses conducted today.   

In 1960, under supervision of Luigi Piccinato, Bursa Master Plan with a scale of 1/5.000 was (Fig. 
1) drawn up.  Piccinato suggested that the city be developed along Ankara – Bursa – Mudanya road, 
that is, in a linear format on a east – west axis. In order to support such development, he planned to 
develop small scale industry along Ankara road which is the eastern edge of the city and suggested an 
Organized Industrial Zone be established along Mudanya road (Dostoglu and Vural, 2004). In line 
with suggestion by Piccinato, Turkey’s first Organized Industrial Zone was opened in 1966 within 
Bursa. 

 
Fig. 1 Bursa Master Plan with a scale of 1/5.000  dated 1960 (Piccinato Plan) 

 
Owing to influence created by establishment of Organize Industrial Zone, immense pressure 

caused by migration flowing into the city neutralized the population and density projections of 
Piccinato plan. Population target of Piccinato Plan was 250.000 in 1980, yet population of city had 
already reached 350.000 in 1975 (Arslanoğlu, 2004). 

This affected physical structure of the city. New factories have been established in Mudanya 
Avenue and city has developed in the western direction. Large scale industrial establishments have 
heralded the western direction of city’s development. New housing settlements have been formed in 
the region in connection with Renault, Sönmez Filament and Nergis plants being located along 
Mudanya Avenue. Besides, Tofaş located along Yalova Highway, Karsan located along Izmir 
highway, and Yeşim located along Ankara highway have been built along main roads outside the city 
space. In parallel to diversification and increase of city’s ındustry in the  1970s, shanty settlements 
started to appear in Bursa Plain to the north and the east.  Back in that era, ‘Plain Conservation 
Protocol’ dated 1977 was drawn up, which determined those portions of Bursa Plain that will be 
conserved, yet this protocol could not stop shanty settlements and industrial establishments from 
spreading all over the plain (Kaplanoglu and Cengiz, 2005). 

In Bursa, Master Plan Bureau prepared many master plans and revision plans after 1960 (Table 
1). Master Plan dated 1976 was a plan that tried to decentralize the city (Fig. 2). Almost all of the plan 
suggestions remained outside the border of municipality This plan also addressed Demirtaş, Kestel, 
Gürsu, Görükle, Çalı, Kayapa, Hasanağa and Akçalar Municipalities which are within vicinity of 
Bursa. Macro form and development directions pertaining to Bursa city were determined by the plan 
dated 1976 (Albatan, 1999). 
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Table 1. Master plans and revision plans prepared in Bursa after 1960  

 
 

 
Fig. 2 Master Plan dated 1976 

 
Urban Transformation in Bursa from 1980 to the present day 
      Previously prepared plans were no longer applicable and plans had to be renewed because of the 
settlement areas required due to increasing city population and shanty settlements as from 1980. 1984 
Master Plan prepared as a result aimed to stop the city from extending in plain area to the north of the 
city. According to such plan, new plain conservation areas have been established and plain 
conservation protocols have been drawn up. Also, plan studies were intended to cover İnegöl, Mustafa 
Kemalpaşa, Karacabey, Mudanya, Gemlik, Yenişehir counties and a ‘Bursa Metropolitan Area’ was 
defined. A Bursa City Whole concept was created which included Görükle, Kayapa, Hasanağa, Çalı 
and Akçalar, to the west, Gürsu and Kestel , and Demirtaş municipalities to the south which entered 
into a process of integration with the city center. Within framework of this plan, Fethiye, Beşevler, 
İhsaniye Ataevler to the west and Kaplıkaya to the east were zoned for housing settlements aimed at 
low or medium income families (Akkılıç, 2002). Since these settlement areas have been planned 
without proper infrastructure and over the fertile agricultural fields, agricultural fields have been lost, 
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risks such as pollution of underground waters due to infiltration according to parent rock 
characteristics and discharging of domestic pollutions into Stream Nilüfer through surface flow have 
appeared. According to planning decisions made in 1984, risk of water pollution that has appeared has 
been confirmed by the evaluation of current pollution analyses.  
      As from 1976, master plans and plan revisions have been made almost every 5 years and urban 
extension has been tried to be kept under control by opening new areas. In 1990, Bursa Metropolitan 
Municipality revised Master Plan (1/25.000 and 1/5000) and an additional housing area that is 1970 
hectare large was suggested in the west of the city. Owing to such area, in addition to population of 
1976 plan, an area that would house additional 240.000 people was opened and housing areas that 
would be enough for a population of 1.2 million were suggested in the whole city. Having made 
another Master Plan Revision in 1995, an additional housing area of 1500 hectare and immense 
housing areas to house a population as large as 420.000 have been suggested. Likewise, agricultural 
and forest areas have been lost in these areas as well. This revision has paved the way for inaccurate 
land use over those areas with liquefaction problem in geological terms. Under the Zoning Law dated 
1985 (Law on Zoning numbered 3194), neighboring municipalities were authorized to prepare and 
approve their own zoning plans. Thus, apart from Bursa Master Plans, zoning plans were prepared by 
municipalities such as Demirtaş, Görükle, Kayapa, Kestel and new areas have been opened (Tosun, 
2007). These plans drawn up under the Law on Zoning within the borders of municipality in a way 
that does not conform to borders of  catchment basin indicate that planning was done from a 
fragmental point of view. Nonconformities between those plans drawn up and current land use 
demonstrate that plans were totally null and void or remained in force for a very short period of time. 
Therefore, it has been deemed necessary to prepare Environmental Plan where strategies and planning 
decisions are made at the macro scale.  
       In 1997, in collaboration with Provincial Directorate of Public Works and  Settlement, “Province 
of Bursa 2020 Environmental Strategy Plan” with a scale of 1/100.000 was prepared and approved by 
the ministry in 1998. Target of Bursa 2020 Environmental Strategy Plan with a scale of 1/100.000 is 
creating an environment that is sustainable and inhabitable until 2020, establishing industrial 
development targets, planning principles of Bursa within framework of development plan of Turkey 
and in line with retaining historical identity of Bursa, and ensuring that City extends and develops in a 
healthy way   in line with these principles (Bursa Metropolitan Municipality, 1998). Corer planning 
principle of Bursa 2020 Environmental Strategy Plan with a scale of 1/100.000 in line with the 
planning target is not making Bursa merely an industrial or agricultural city as a result of conservation 
and development principles to surmount one another. Bursa Metropolitan Master Plan Bureau, in 
accordance with 2020 Bursa Environmental Strategy Plan with a scale of 1/100.000 as approved in 
1998, generated and approved Central Region Master Plan with a scale of 1/25.000. In 2004, 
boundaries of Bursa metropolitan area were expanded by 30 kilometers in radius. New boundaries of 
Bursa metropolitan area include 3 central counties (Osmangazi, Yıldırım, Nilüfer), 4 counties 
(Mudanya, Gemlik, Gürsu and Kestel) and 17 first phase municipalities (Akçalar, Hasanağa, Kayapa, 
Çalı, Göknükbelen, Kirazlı, Barakfaki, Görükle, Emek, Demirtaş, Ovaakça, Güzelyalı, Kurşunlu and 
Umurbey). Neighboring area of Bursa Metropolitan Municipality is 300.000 hectare large and its 
population has increased to 1.528.720 (Bursa Metropolitan Municipality, 1997). 
Current Zoning Plans 

The last time when boundaries of Bursa Metropolitan Municipality were established was  when it 
was done so under law numbered 5216 and boundaries reached their most extensive form. Boundaries 
of the area defined under the law as a circle with a radius of 30 km covers an area of around 300 
square kilometers. In the  area covering the larger province of Bursa, “Bursa 2020 Environmental Plan 
with a scale of 1/100 000” approved by Ministry of Public Works and Settlement applies. Some 
definitions have been put forward by taking into account development tendencies within framework 
of Environmental Plan . One of these definitions is “Bursa Metropolitan Area.” Within scope of Bursa 
Metropolitan Area, seven sub-planning areas have been defined. These include (Fig. 3) Central Area 
Plan, Western Area Plan, Mudanya Area Plan, North Area Plan, Gemlik Area Plan, East Area Plan, 
Alaçam (Uludağ) Area Plan. 
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Fig. 3 Bursa Metropolitan Area planning areas 

 
While establishing planning areas of Master Plan with a scale of 1/25.000, only managerial 

borders and development tendencies have been taken into consideration. Basin based planning where 
physical structure, natural resource components and ecological relations are relied upon has not been 
guiding / decisive in respect of the planning studies conducted in Bursa.  

Decisions and practices brought by the existing zoning plans to the study area have to be 
evaluated together with positive and negative aspects thereof . Therefore, planning areas that are 
included in the study area have to be assessed. The planning areas include: Central Area Plan, 
Western Area Plan, Eastern Area Plan and a portion of Alaçam (Uludağ) Area Plan.  

Bursa Metropolitan Municipality boundaries cover the planning areas defined in the upper scale 
plan. These planning areas correspond to a portion equal to 170 square kilometers of boundaries of 
Bursa Metropolitan Municipality that is as large as 300 square kilometers. Planning areas are city 
spaces established by certain transportation axes and areas which comprise the macro form of these 
city spaces. Areas beyond such 170 square kilometer large area are predominantly vast forest areas 
and areas used for agriculture. 
Central Area Plan 

Boundaries of Metropolitan Municipality and Gürsu, Kestel and Demirtaş Municipalities are 
defined as land  registration boundaries of the villages Adaköy, Hasanköy, Cambazlar, Ağaköy, 
Kumlukalan, Doğanköy, and Yolçatı and planning area covering Çayırköy Plain.  

Target of Central Area Master Plan with a scale of 1/25.000 is, by adopting Bursa 2020 
Environmental Plan with a scale of 1/100.000 as target, within the seven planning areas established 
inside the boundaries of Metropolitan Municipality and neighboring areas, is ‘creating sustainable, 
inhabitable environment and retaining agricultural, touristic, historical identity, assuring conservation 
– utilization balance and realizing healthy urban development and extension targets in line with the 
industrial development targets within scope of development policies of Turkey (Fidan and others, 
2005). 
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It is seen that main criteria guiding the planning in the plan report are composed of the following 
titles; 

• Population structure – projections  
• Existing land use criteria and existing formation  
• Existing zoning plans (conservation plans, registered plans, plan amendments  etc.) 
• Structure of property  
• Opinions and letters of official authorities  
• General structure, morphology and geological structure of the land  
• Climate and the other data  

As can be derived from the criteria which guide the planning, existing land use criteria, social-
economical  data and development tendencies guide the planning as the main criteria, only the 
morphology, geology and climate status is assessed within natural structure characteristics and they 
are evaluated as secondary criteria which offer data input for the planning. In the planning 
understanding with basin approach, all natural structure components have to be weighted according to 
degree of inter-relation and guide the planning. It can be understood from this phenomenon and 
existing planning understanding in Bursa, risks faced by the natural resources in the study area will 
continue to grow.  

Population of Bursa city center had an overall regular increases between 1935 and 1960. The fact 
that high rises in the population took place after 1960 can be attributed to migration received by the 
city due to industrial investments. Over the years, when looking into population movements in Bursa, 
it is observed that population of Bursa city center doubles every ten years as of 1960s (DİE, 1993; 
DİE, 2002). Changes seen in population structure after 1960 predominantly reflect changes in 
economic structure of Bursa.  

By having a look at industrial development of the recent years in Bursa,  it is observed that 
employment capacity of agriculture has stabilized, there is a great increase in manufacturing industry, 
yet employment capacity of the services industry grow a lot faster than the other industries. Despite 
rapid development and growth in industry, employment does not grow at the same pace due to 
advanced technology or the other factors. In terms of growth rate, industry with the fastest growth rate 
is wood, forest and furniture industry with 26,8%. The second fastest growth rate is enjoyed by 
electrics and electronics industry with 20,2%, and transportation and forwarding is at the third place 
with 17,7%.  

Given growth rates of industries, it is obvious that there is a causality relation between wood, 
forestry products and furniture industry, the fastest growing industry, and losses in the forests of the 
study area. Likewise, if relation between transportation and forwarding industry, the third fastest 
growing industry, and pollution measurements conducted along the road routes of the study area is 
evaluated; it is observed that air, soil and water pollutions tend to increase in line with the 
transportation. 
Conclusion 

When zoning plans shaping the land use within study area and drawn up for planning areas within 
“Bursa Metropolitan Area” are evaluated, they do not seem to overlap the current land use. Also, land 
use tendencies that give rise to risks which are subject of thesis can be seen in the plans and plan 
notes.  

Looking into distribution of land use shown on zoning plans according to sub-basins (Table 2);   
the highest value for areas to be forested seems to be present in Ayvalı Branch with 4,03 square 
kilometers. Accordingly, region park decision has been made for sub-basin of Ayvalı Branch which 
has a 1,39 square kilometer large area. Likewise, Ayvalı Branch Sub-Basin is the largest sub-basin 
with a park area that is 2,76 square kilometers large areas that are defined as areas to be protected as 
agricultural field with a 33,95 square kilometer large area according to plan decisions. 
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Table 2. Area distribution of land uses of Bursa Metropolitan Area Zoning Plans according to sub-basins of 
Stream Nilüfer catchment Basin 

 
 
Besides, Ayvalı Branch Sub-Basin has been planned in a manner that it will cover the largest area 

in the study area with a total surface area of 10,19 square kilometers for industrial activities according 
to zoning plans in terms of distribution of storage areas, urban work areas, non-urban work areas, 
small scale industrial sites, organized industrial sites and industrial areas. Likewise, Ayvalı Branch 
Sub-Basin has been planned in a manner that it will cover the largest area in the study area with a total 
area of 25.10 square kilometers in terms of very scattered, scattered, medium and high density 
housing development areas, very scattered, scattered, medium and high density residential housing 
areas as well as development and residential rural settlement areas. When plan decisions related to 
study area are evaluated in terms of natural structure features, it is seen that Ayvalı Branch Sub-Basin 
is composed of alluvia, lime stone, metamorphic rocks, travertine and hillside debris in terms of 
lithologic formation. In Ayvalı Branch Sub-Basin which is dominated by these rocks with large 
clearance, soil and underground water pollution risk is high in terms of lithologic structure. In terms 
of soil groups, the soil groups with the highest value in Ayvalı Branch Sub-Basin are brown forest 
soils and vertisol. These soils have a clay structure, and soil and underground water pollution risk is 
low. Besides, pollution discharge is likely to reach Ayvalı Creek through surface flow. From 
perspective of decisions made in the zoning plans for these sub-basins, although area to be forested, 
regional park and park plan decisions seem to be correct from lithology perspective, caution should be 
used for industrial activities and residential areas which may give rise to underground water pollution 

LAND USE (km2) Ayvalı Cilimboz Demirtaş Gökdere Hacivat  Hasanağa Nilüfer Üçpınar Y.Karaağaç 
Other 
Basins

TOTAL 
(km2)

Military Airport 1,383 1,383
Afforestation Area 4,031 0,011 0,642 0,533 0,455 1,274 1,431 0,060 0,139 5,123 13,699
Forest 30,328 0,565 11,361 0,226 1,836 7,374 8,988 0,143 1,915 45,567 108,303
Purification 0,448 0,080 0,306 0,834
Military Area 0,181 0,038 0,214 0,115 0,548
Regional Park 1,390 0,144 0,114 2,594 4,242
Framework 0,214 0,214
University 4,998 6,333 11,331
Health 0,025 0,025
Social 1,788 0,185 0,410 0,723 0,267 0,372 0,016 2,429 6,190
Sports 1,039 0,190 0,020 0,043 0,218 0,547 2,057
Technical Infrastructure 0,270 0,101 0,026 0,036 0,297 1,433 2,163
Stream 0,046 0,262 0,002 0,001 0,577 0,888
Fair 0,210 0,210
Storage 0,146 0,219 0,080 0,445
Urban Study Areas 1,563 0,031 1,814 0,170 2,094 5,672
Rural Study Areas 0,038 1,473 0,281 1,093 2,403 5,288
Small Industrial Sites 1,648 1,105 0,158 0,971 0,271 0,527 1,345 6,025
Organized Industrial Zone 4,306 0,032 0,036 0,281 0,737 9,392 14,784
Industry 2,518 1,781 0,280 0,065 1,662 6,306
2. and 3 Degree of Commerce 1,480 0,207 0,439 0,281 0,255 2,662
Wholesale Trade Areas 0,194 0,194
Trade 1,410 0,434 0,027 1,064 0,505 0,795 4,011 8,246
Central Business Areas 0,716 1,793 0,039 2,548
Very Rare Density Residential Development Areas 3,892 0,400 0,063 0,766 0,993 0,664 0,044 2,739 9,561
Rare Density Residential Development Areas 0,145 0,272 1,157 8,651 10,225
Medium Density Residential Development Areas 8,290 0,067 0,004 0,870 0,409 6,874 0,576 7,961 25,051
Development of High Density Residential Areas 0,152 0,628 0,047 0,273 0,153 0,628 1,881
Very Rare Density Residential Housing Areas 1,195 0,783 0,332 1,742 0,810 1,189 5,873 11,924
Rare Density Residential Housing Areas 3,276 3,276
Residential Medium Density Residential Areas 5,190 2,760 1,559 4,840 6,214 1,173 1,935 14,815 38,486
Residential High Density Residential Areas 4,012 0,621 0,345 2,176 1,459 1,679 3,375 13,667
Development Rural Settlement Areas 0,521 0,075 0,093 0,583 0,031 0,184 3,643 5,130
Residential Rural Settlement Areas 1,701 0,002 0,213 0,370 0,183 0,102 3,958 6,529
Cemetery 0,731 0,039 0,890 1,660
Specific Project Areas 0,099 1,207 1,306
Park 2,769 0,804 0,139 0,956 0,942 2,294 1,066 0,826 7,250 17,046
Recreation 0,119 0,375 0,253 0,398 0,065 3,050 4,260
Specialty Crop Areas 0,799 1,279 1,076 2,855 6,009
Other Agricultural Areas 14,968 6,283 3,000 3,095 0,001 6,517 54,806 88,670
Quality of Agricultural Areas 33,947 6,578 0,960 6,487 7,530 0,011 0,001 4,374 105,654 165,542
Liquidation 0,963 0,963
Technopark 0,043 0,540 0,583
Terminal 0,208 0,208
Daily Tourism 0,007 0,173 0,467 0,647
Tourism 0,082 0,220 0,255 0,557
Path Protection Strip 0,322 0,259 0,030 0,334 2,377 3,322

Sub-basins
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and soil pollution risk. Since sub-basin is composed of clay soil groups in terms of soil groups, 
precautions which would prevent pollutions carried by surface water from reaching the surface water 
have to be taken.  

Based on consideration of land uses derived from satellite footage, 5 land uses have been 
evaluated in details (residential, agriculture, forest, industry and trade) and modifications taking place 
in the years 1989-1999-2009 have been evaluated. Based on the land uses laid down in the zoning 
plans, these 5 land uses have to be evaluated according to use and compared to current land use. At 
this point, area distribution of residential, forest, agricultural, industrial and commercial land uses is 
as follows: 

When comparing the land uses of zoning plans to current land use, since all of the forest and 
agriculture areas inside the study area have not been planned, it is not possible to make a comparison 
for forest and agricultural fields in case of zoning plan – current land use comparison due to lack of 
data. Besides, comparisons made for housing, industry and trade (Table 3) demonstrate that zoning 
plans support the increasing trend in the current land uses.  

According to current land use, while there is a housing area of 118,08 square kilometers, zoning 
plan stipulates a housing area of 125,73 square kilometers. As a result, zoning planners support a 
housing area of 13,65 square kilometers and increase of current housing areas by 12,18%. Looking 
from perspective of sub – basins, at some sub-basins (Cilimboz, Gökdere, Hacivat, Üçpınar, Y. 
Karaağaç branches) housing areas are in excess of values stipulated in the zoning plans . Production 
of houses is encouraged at the other sub-basins by the zoning plans.  

According to current land use, while there is an industrial area of 22,54 square kilometers in study 
area, zoning plan stipulates an industrial area of 37,53 square kilometers. As a result, zoning planners 
support an industrial area of 14,99 square kilometers and increase of current industrial areas by 
66,50%. When looking from perspective of sub-basins, while it is observed that industrial activities 
intensify at Ayvalı branch, zoning planners believe that industrial investments have to be made along 
Hasanağa Branch and Demirtaş Branch.   

Table 3. Area distribution of housing, agriculture, forest, industry and commercial land uses of Bursa 
Metropolitan Area Zoning Plans according to sub-basins of Stream Nilüfer catchment Basin 

 
 
According to current land use, while there is a commercial area of 3,59 square kilometers in study 

area, zoning plan stipulates a commercial area of 13,66 square kilometers. As a result, zoning planners 
support a commercial area of 10,07 square kilometers and increase of current commercial areas by 
280,50%.  

LAND USE (km2) Ayvalı Cilimboz Demirtaş Gökdere Hacivat  Hasanağa Nilüfer Üçpınar Y.Karaağaç 
Other 
Basins

TOTAL 
(km2)

Very Rare Density Residential Development Areas 3,89 0,40 0,06 0,77 0,99 0,66 0,04 2,74
Rare Density Residential Development Areas 0,15 0,27 1,16 8,65
Medium Density Residential Development Areas 8,29 0,07 0,00 0,87 0,41 6,87 0,58 7,96
Development of High Density Residential Areas 0,15 0,63 0,05 0,27 0,15 0,63
Very Rare Density Residential Housing Areas 1,20 0,78 0,33 1,74 0,81 1,19 5,87
Rare Density Residential Housing Areas 3,28
Residential Medium Density Residential Areas 5,19 2,76 1,56 4,84 6,21 1,17 1,93 14,81
Residential High Density Residential Areas 4,01 0,62 0,34 2,18 1,46 1,68 3,38
Development Rural Settlement Areas 0,52 0,07 0,09 0,58 0,03 0,18 3,64
Residential Rural Settlement Areas 1,70 0,00 0,21 0,37 0,18 0,10 3,96

Special Crop Areas 0,80 1,28 1,08 2,85

Other Agricultural Areas 14,97 6,28 3,00 3,10 0,00 6,52 54,81

Quality of Agricultural Areas 33,95 6,58 0,96 6,49 7,53 0,01 0,00 4,37 105,65

Afforestation Area 4,03 0,01 0,64 0,53 0,46 1,27 1,43 0,06 0,14 5,12

Forest 30,33 0,57 11,36 0,23 1,84 7,37 8,99 0,14 1,91 45,57

Storage 0,15 0,22 0,08
Urban Areas 1,56 0,03 1,81 0,17 2,09
Urban Study Areas 0,04 1,47 0,28 1,09 2,40
Small Industrial Sites 1,65 0,11 0,16 0,97 0,28 0,53 1,35
Organized Industrial Zone 4,31 0,03 0,04 0,28 0,74 9,39
Industry 2,52 1,78 0,28 0,07 1,66
2. and 3 Degree of Commerce 1,48 0,21 0,44 0,28 0,26
Wholesale Trade Areas 0,19
Trade 1,41 0,43 0,03 1,06 0,51 0,79 4,01
Central Business Areas 0,72 1,79 0,04
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When comparing Bursa Metropolitan Alanı zoning plans and current land use in terms of sub-
basins (Table 4); for Ayvalı Branch Sub-Basin, an increase at housing areas by 7,51 square kilometers  
(42,69%),  at industrial areas by 2,07 square kilometers (25,52%) and at commercial areas by 2,89 
square kilometers. In Cilimboz Branch Sub-Branch, it is observed that housing areas of the current 
land use have exceeded housing areas shown on the zoning plans by 2,24 square kilometers (34,62%) 
and an increase by 0,58 square kilometers is planned for commercial areas. At Demirtaş Branch Sub-
Basin, for housing areas, an increase by 1,63 square kilometers (81,91%), for industrial areas an 
increase by 0,01 square kilometers  and for commercial areas an increase by 0,03 square kilometers  is 
foreseen. 

Table 4. Comparison of Bursa Metropolitan Area Zoning Plans and current land use 

 
(based on Bursa Metropolitan Area zoning plans and Ikonos 2009 satellite footage ) 

 
In Gökdere Branch Sub-Branch, it is observed that housing areas of the current land use have 

exceeded housing areas shown on the zoning plans by 4,73 square kilometers (32,69%) and an 
increase by 1,88 square kilometers is planned for commercial areas. In Hacivat Branch Sub-Branch, it 
is observed that housing areas of the current land use have exceeded housing areas shown on the 
zoning plans by 4,08 square kilometers (28,49%) and an increase by 0,03 square kilometers is planned 
for commercial areas. At Hasanağa Branch Sub-Basin, for housing areas, an increase by 7,40 square 
kilometers, for industrial areas an increase by 3,77 square kilometers  and for commercial areas an 
increase by 0,44 square kilometers  is foreseen. At Nilüfer Branch Sub-Basin, for housing areas, an 
increase by 0,10 square kilometers (1,37%), for industrial areas an increase by 1,12 square kilometers  
and for commercial areas an increase by 0,65 square kilometers  is foreseen. At Üçpınar Branch Sub-
Basin, it is observed that housing areas in the current land use have exceeded housing areas shown on 
the zoning plans by 0,09 square kilometers.  

In Y. Karaağaç  Branch Sub-Branch,  it is observed that housing areas of the current land use have 
exceeded housing areas shown on the zoning plans by 0,44 (57,14%) square kilometers and an 
increase by 1,11 square kilometers is planned for industrial areas (Küçükali, 2012). 

When the relationship between these change and planning decisions and the current pollution due 
to land-use change in the 20-year period are evaluated; we see that there are discrepancies between 
the zoning plans made for the planning areas in “Bursa Metropolitan Area” shaped for land use in the 
field of research, and the current land use in the areas of, observed. This fact reveals the importance of 
pollutions caused by changes in land use led by legal planning decisions, as well as the pollutions 
caused by unplanned and illegal uses of land. Ecological risks arise on land-use development plans, 
especially for the Research area, due to land use plans and plan notes that support the increase in 
residential and industrial land uses. Especially due to these processes that cause loss of agricultural 
lands and forest areas, natural thresholds are exceeded and natural resources are disposed. 
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Abstract: 

The study presented is research based on the impact of the pay stub in the management of the 
Water Commission (CAASIM), an institution that works in some municipalities that belong to the 
state of Hidalgo in Mexico. Largely, the findings show significant changes such as reduced operating 
costs, increase in the amount of revenue, decrease in the volume of water consumed per household, 
reduced staff dedicated to bill collecting and the use of a convenience store as a principle payment 
point.  
The findings in this research, considering data over several years, completely refute the belief that 
people in Latin America are seeking to evade the payment of their obligations to the government, but 
that there is a need for more efficient administrative mechanisms in order to provide adequate service 
for citizens. 

 
Key Words: E-government, payment slip, efficient municipal management, Mexico 
 
Introduction 

The analysis of the impact of technology can be measured through different aspects, however one 
should be careful to create a framework so that the findings obtained are consistently expressed. 

This paper seeks to frame the answer to the research question: What impact has the 
implementation of the pay stub payment system had for CAASIM service?  In a deductive manner, 
improving public administration electronically arises from how the expansion of e-government 
initially serves and as an ulterior goal. We also refer to the factors affecting the adoption of 
technologies, depending on the level of economic development of the country.  We show some 
recommendations made in previous studies on models that can effectively promote the adoption of 
information and communications technologies in developing countries, as in the case of Mexico. 

The idea of e-government has been preceded by the structure of electronic commerce and for this, 
without a doubt, the main motivator is to reduce transaction costs and increase the speed with which 
these are made possible by the digitization of information. The literature supports the implementation 
of technology through the Transaction Cost Theory by Ronald Coase2.  This study seeks to confirm 
said theory with information from CAASIM. We’ve added to this document some cases and effects of 
e-government in the Caribbean and finally, we describe the technology used in the CAASIM payment 
system as well as their processes and those persons involved. 

CAASIM uses barcode technology, which can be scanned and read directly into a computer.  Thus 
the data is instantaneously interpreted, virtually and without errors, by a bar code reader.  A payment 
system has been developed which involves a pay stub and is a standard that can be used in retail 
stores, banks and privately-owned billing establishments. 

The companies that provide utilities (electricity, gas, water) and other providers (insurance, 

                                                           
2 Ronald H. Coase es ganador del Premio Nobel de Economía en 1991 por su aportación del significado de los costos de 
transacción en 1961. 
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government agencies) have sought to improve customer service through an automated payment 
system. This requires that the information that all parties involved in the payment process must have 
be such that it can be captured electronically. One of the most effective methods to do so, from the 
standpoint of cost, is the method implemented by CAASIM: the barcode.  

The flow of information accompanying the physical payment requirement is communicated 
between business partners in various ways.  EDI (Electronic Data Interchange) is the optimal way to 
convey that information. 

This case is considered to be an example of how information and communication technologies, in 
a simple way, can help improve the quality of people’s lives. This is also an example of how a 
municipal e-government begins to change the way the government administration or its agencies 
deliver some services to citizens. It is also determined in the investigation, how other government 
agencies tend to offer similar options for the government's own services in a growing stage of e-
government at the local or municipal level. Finally, thanks to these findings, we can conclude that 
people in Latin America (specifically in Mexico) are not necessarily looking to evade their 
responsibilities to the government, but there is an urgent need to improve services so that the payment 
of utilities is more accessible to society in general.  
Literature Review 

Because the application of IT by CAASIM can be catalogued as e-government, we must look 
further into the literature on the subject. E-government, is an agent of change, Prins (2001) defines e-
government as the delivery of online government services, reducing government bureaucracy, 
increasing access to democracy and reinforcing agencies’ accountability towards citizens’ needs. For 
the European Union, e-government is "the use of information and communication technologies in 
public administration, combined with organizational change and new skills to improve public services 
and democratic processes, strengthening support to public policies." (European Information Society, 
2004)  The implementation of e-government has different applications either to automate and 
integrate different information spaces in order to simplify and maximize the benefits of technology, or 
to modernize public services and provide services to citizens. (Navarra and Cornford, 2003)  Aside 
from specific objectives, the transfer of public administration processes from a manual format to an 
electronically automated format in real time engages, in some countries, a radical redesign of 
processes at local and national levels.  

According to the company Accenture (2004), e-government allows for high performance as it 
provides better results at lower costs and maximum value for each resource used. 

In the case of a municipality, certain resistance has been identified in the adoption of e-
government in various countries; these factors recognize some limitations, such as lack of awareness 
(Reffat, 2003), lack of confidence (Navarra and Cornford, 2003), lack of strategy and infrastructure. 
(Reffat, 2003) 

Chen, et. al. (2007) generated recommendations after a comparison of the state of e-government 
among developed and developing countries. According to the authors, financial problems are 
prevalent in developing countries and can be resolved by a strict tax structure. To improve 
infrastructure, outsourcing is an option that needs to be carefully considered due to lack of internal, 
technical team. Technicians are a major issue in the implementation of e-government in developing 
countries. 

Another item to consider is collaboration, where the removal of borders between different 
government agencies is the biggest problem in e-government. Government departments should first 
define their structure, then the transactions need to be simplified and the decision-making process 
must be known. Simplifying transactions, citizens are more likely to access the site. Before any 
underdeveloped nation can intend to change its public administration structures to a technological 
infrastructure, they must first determine to what degree the population has access to internet.  

Until now, the implementation of e-commerce confirms Coase's theory, which states that the more 
people and entities transacting (applied to this case, electronically), the less the individual cost will be, 
and the transactions will be faster and more frequent.  Coase believed that the circumstances of some 
transactions could make the government a more efficient participant than those private firms affected 
by market forces. The primary goal of e-government is "the gradual transformation of government 
business at many levels." An important example of the results of e-government in developing 
countries is the case of the Caribbean, where he stressed that the e-government project can be a 
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tangible driver in the reduction of the digital divide in the region. 
A reduced digital divide can result in a wider range of services available via e-government 

because a higher proportion of the public would have access. 
Some more developed nations in the region, such as Brazil and Mexico, have reported success in 

infrastructure development projects in e-government.  In the case study presented, we analyze the 
impact generated when a public service organization includes technology in the payment made by 
customers. In order to understand this, we must consider the definition of the payment system 
implemented by CAASIM. 

An electronic payment is defined (Raja & Velmurgan 2008) as a paid service that uses 
information and communications technology including an integrated circuit card, cryptography and 
telecommunications networks. The activities needed to design the infrastructure for payment systems 
become more complex, since competition and innovation constantly promote the search for better 
combinations of efficiency, reliability, security and system stability, in order to provide payment 
services to a number greater of individual users and institutions. (Raja & Velmurgan 2008) 

On a pay stub you can find the following information, which can be read by barcode (Rosario, 
2008): customer information, supplier information, a detailed invoice of the services provided, a 
reference number, the amount payable and payment terms (deadline or place of payment). 

Furthermore, it is important to mention the key steps for using coded pay stubs: 
Table 1: Adapated from Rosario, 2008 

Step 1: The billing entity and payment receiving agency must enter into an agreement to work within the 
appropriate, legal framework regarding the payment receiving system, considering the agency. 
Step 2: The payment receiving agency informs and empowers all receiving points regarding the processing of 
pay stubs. 
Step 3: The billing entity emits coded payment stubs for their customers. 
Step 4: These customers (invoicees) take the coupon to the agency receiving payments. They scan the pay stub, 
payment is made and a receipt is issued. 
NOTE: the working agreement between the billing entity and payment receiving agency should consider what 
would be an appropriate action if the deadline has passed. 
Step 5: The payment receiving agency files all pay stubs received. The information is collected, organized, and 
then transmitted to the party issuing the relevant invoice or through the banking system, after an agreed upon 
period of time. The funds are then transferred to the bank account assigned. 
Step 6: The billing entity updates its database. 

 
This table (Rosario, 2008) clearly shows the flow of information and transactions involving the 

use of the pay stub for services. The technological infrastructure and administrative processes should 
adjust effectively, in view of the benefits that customers require and that the competition demands.  
Methodology 
In this study we have agreed to use the case method (Yin, 1994) to address the situation, because the 
strategy of approaching the phenomenon is very important in analyzing the different characteristics. 
According to scientific methodology, research is descriptive, suggesting a depth characterized by 
collecting data that allow the researcher to identify what is being observed, as a first approximation to 
the phenomenon.  This is because there is no other similar study to the case of Mexico. For Hernandez 
(2010), descriptive studies are used to analyze how a phenomenon and its components manifest.  The 
purpose of the research is to describe situations and events. He seeks to specify important properties 
of individuals, groups, communities or any other phenomenon that is under analysis. Various aspects 
are measured or evaluated, as well as dimensions or components of the phenomenon to be researched. 
For its interrogative purpose a nonexperimental investigative line must remain for the study, since 
none of the variables are manipulated by the research team (Hernandez, 2010). The approach from 
which the study will be addressed is quantitative, therefore deductive (Kerlinger, 1988), because it 
uses the collection, analysis and interpretation of data to answer the research question. 

It should also be considered that a clear quantitative approach does not limit the case 
study technique (Eisenhardt, 1989), but strengthens it by extracting specific information 
(questionnaires, document analysis, observation) which can be reviewed and assessed in the 
analysis unit chosen.  In this case, because the information is not public, it was necessary to 
carry out personal visits in order to obtain the information presented here. 
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It is important to mention that the case study method does not compromise its value because it 
exhibits a specific study, rather because of the depth with which said case is researched. (Pettigrew, 
1997)  The case study method associates the broad collection of evidence, which supports science to 
develop theories (Eisenhardt, 1989) bringing together the knowledge in areas in which there is no 
clear consensus. The researcher assumes that there is an external, complex reality, knowable only 
through observation and triangulation of information (and that observation is fallible).  In addition, 
realism supposes the possibility of assessing the reliability and validity of the knowledge, something 
that is not so evident in constructivism and critical theory (Craig, 1990). The choice of unit analysis 
corresponds to the characteristics found in e-government at the municipal level, where the importance 
of the study lies. An example of the implementation of the pay stub, for the collection of a public 
service and their respective revenue in concentrated areas and accessible measurement.   
Mexican Water Works: CAASIM (Comisión de Agua y Alcantarillado de Sistemas 
Intermunicipales) 

CAASIM is a public agency of the State Public Administration (Hidalgo, Mexico) called the 
“Commission of Water and Inter-municipal Sewer Systems.” The Commission’s Mission Statement is 
"To provide well-being to society through quality water services, with efficiency and optimization of 
agency resources through advanced technology, implementing a water culture in accordance with 
global needs." (CAASIM, 2011)  

The legal nature of the decentralized municipal management in the state of Hidalgo comes 
from the publication of the National Water Act (1992), which grants jurisdiction to the municipalities 
to operate and run for public urban use. In the state of Hidalgo, the commission was established by 
Government Decree published in the Official Journal of the State on March 19, 1992, but changes on 
May 17, 2010, established the objectives to be fulfilled by said institution.  Among these is the 
obligation of "Providing public services: water supply, drainage, sewer treatment, disposal and reuse 
of wastewater in the population where solicited." 

 Also attributions are granted to allow for optimum performance, these include: 
I. Plan, schedule, budget, study, proyect, build, rehabilitate, expand, operate, 

manage, conserve and improve systems for drinking or treated water, sewage, 
water treatment, disposal and reuse of wastewater: in terms of the law; 

II. Charge for the service under the terms of the State Water and Sewage Law, its 
Regulations and other applicable norms, contributions as rights, exploitation and 
their accessories, or other to be perceived through providing public services; 

III. Apply dues and fees that correspond to each of the activities or actions to be made 
for the provision of public services. 

Similarly, the official document illustrates the organic statute which details the administrative 
structure and includes General Management, Technical Secretariat, Directorate of Legal Affairs and 
Communications Technology Directorate, Directorate of Administration and Finance, Supply 
Management, Commercial Management, User Support, Comptroller Division, Directorate of 
Construction and Hydraulic Operations Directorate. The situation which precedes access to drinking 
water in urban and rural areas of the state of Hidalgo suggests shortcomings in distribution and fluid 
loss, but not in the supply of the resource (Amaya, 2010). Similarly, the water problem in this area has 
been characterized as a state of exhaustion and over-exploitation of aquifers exacerbated by financial 
problems and limited administrative capacity, as is stated by Amaya (2010), in his study of inter-
municipal water management models in Mexico. 

To approach the fulfillment of their duties, CAASIM has deployed the instrument that is the 
subject of this study, a pay stub with barcode technology, implemented as a means of payment that is 
accepted in various retailers, unrelated to the Water Commission.  It is worthwhile to mention that 
certain convenience stores have an agreement with the Water Commission and there are at least 73 
locations within the state of Hidalgo for the collection of these payments. 

The collection of data in the Water Commission went on for two months with documents 
provided by the institution and the review of external sources that allowed comparison and 
objectivity. The formats used include the measurement year and the spaces where you put the 
information residing in the information systems of the Commission. 
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Findings 
In the section below, the compendiums of information are displayed, after the data collection 

originating in CAASIM where we obtained the following comparative, in which the period from 2000 
to 2009 is the most complete. 

Initially statistics are established on the number of households with access to drinking water and 
sewerage services in each year observed (INEGI, 2009). The trend in the growth of the number of 
connections per year is shown in the graph below, suggesting a parallel impact on the productivity of 
CAASIM: 

Graph 1: Developed by the authors 
 
 

 
 
 
 
 
 
 
 
 
 

 
     Similarly, the concentration of information to determine the volume of water consumption 
annually suggests a steady decline, as shown in the following table and graph:        

Graph 2: Developed by the authors 

           
 
 
 
 
 

We overwhelmingly assert a substantial increase in the amount raised by the Water 
Commission during the periods observed: 

 
 
 
 
 

Graph 3: Developed by the authors 
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In the final review of each of the documents obtained and summarized in the tables and charts 
here presented, we can see that despite the increase in the number of connections, some interesting 
indicators clearly manifest, which are as follows: 

• The annual water consumption decreases: The consumer has more access to information 
use and makes monthly payment. It can be noticed that this impacts water consumption. 

• The amount collected increases: Because the options of places to pay have increased, the 
amount collected has as well.  
• There is a decrease of 62.9% in costs associated with the collection payment.  
• It has been proven that the collection staff decreased from 35 to 13 individuals: The 

change in the payment system allowed for eliminating costs associated with the place and the 
people who did this work 
The primary place of payment is the convenience store. It has been determined that the use 

of the pay stub along with the convenience store chain has been a success, and the consumer has 
established it as the preferred means of payment. 
This is evident in the following tables: 

 
  
                    
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Analysis and Discussion 
After observing the results of the investigation, we can confirm that the view from the Transaction 

Cost Theory is found in the case of CAASIM, not only by reducing operating costs, which Coase 
emphasizes in his theory, applied also to government transactions-(Fenwick, John & Stimac, 2009) 
and personal transactions, but because the consumer has been able to adapt to this innovation, for 
several reasons, among which the most important is the fact that the convenience store is a known and 
accepted as a safe, trustworthy context for the customer. 

The customers’ benefits are represented by the amount of payments made by users now have a 
greater number of points of payment and the convenience this generates. For invoicing, payment is 
made in a timely manner, resulting in increased income for CAASIM. The results together promote 
the service of the Water Commission, as a service with added value. Another impact discovered in the 
study is the presence of movements in the relationship consumption-payment, since the greater the 
use, the more the household must pay, which allows to consider the user's awareness of use when he 
periodically registers the payments and receives specific information about his consumption on the 
pay stub. 

It is clear, from another perspective, that the implementation of the pay stub suggests an economic 
recovery for the Water Commission, which has been among other things, presumably used in the 
development of municipal infrastructure in the regions for which it is responsible, so that the number 
of households with access is greater.  Within the multidimensional assessment of the information 
gathered, there is a stronger sense of poverty rates in those who manifest shortcomings and limitations 
of access to basic services in local populations, with respect to the supply of drinking water. 
(CONEVAL, 2010)  From the perspective of the impact of the use of information technology some 

Table 1        
Developed 
by autors 

Associated 
Collection 

Costs 
Year Amount 
2006 $6,650,000.00 
2007 $2,470,000.00 

Savings 62.90% 

Table 2              
Developed 
by authors 

Associated  
Collection 
Personnel 

Year Personnel 
2006 35 
2007 13 

Personnel 
reduction 22 

Table  3                                 
Developed by authors 

Mean of payments, Commissions and 
Number of locations 

Means of Payments Commission Value Locations 
Bancomer $5.00 8 
Banorte $5.00 3 

Banco del Bajío $5.00 1 
OXXO $2.00 40 

CAASIM office N/A 6 
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authors (Srivastava, & Teo, 2007) have mentioned that it is possible to analyze how e-government can 
help nations achieve their social and economic goals. Specifically, they explain the significant 
relationships between the degree of development of e-government and administrative efficiency and 
location of resources, which affects the social equity and business competitiveness of a country. 
Equally, this paper shows that those benefits which locally promote a decrease in the gap among the 
social groups most deprived of public services. 

Upon completion of this research and reflecting upon the initial question that asked what would 
the impact of the implementation of the payment system through pay stubs be for CAASIM, it is 
feasible to argue that at the municipal level has been a successful transformation payment system to 
choose outlets such as convenience stores that have a highly valued and privileged presence (i.e., in 
large quantities and with good location), in addition to charging a fee which is not significant for the 
consumer.  We have also identified that the citizen chooses the means of payment that are most 
attractive (easy access, minimal extra charges) and this supports the fulfillment of the obligation to 
pay monthly, an issue which previously, without information systems and electronic collection, for 
CAASIM, was unthinkable. The decrease in costs for the Water Commission has been instrumental in 
strengthening and expanding this system in the municipalities of the state of Hidalgo, as the benefits 
are flattering. The justifications for the dissemination of the issue revised here are based on several 
studies that address some doubts about the importance of e-government.  For example, Lee, et. al. 
(2008) suggest two primary aspects to understand the benefits of e-government. In the first the 
transformation of government operations results in benefits for citizens, companies and the 
government itself. This means that the needs of citizens can be better recognized and can help 
companies become service providers of both individuals and the government. This will also influence 
the reduction of operating costs by increasing government efficiency in internal operations. The 
second aspect is the positive transformation of the relationship between government-subordinates 
through improved interactivity, making this interaction smoother, faster and more responsive. (Lee, et 
al 2008) 

It is important to recognize that there is no documentation on the effects of pay stub as a system in 
the public sector in Mexico, and this paper proposes a line of research to put into practice, so that 
other members of government administration find the application of technology accessible in the 
context of Mexico. It is worthwhile to remind the reader of the methodological importance 
implemented, because when you fail to distinguish several sources of evidence and the boundaries 
between the observable facts and context are not clearly stated, the case study becomes important 
once again. (Yin, 1994) 

This method also allows researchers to use a "controlled opportunism" to respond flexibly to new 
discoveries while collecting new data. (Eisenhardt, 1989) The methodological approach specifically 
within the discipline of information technology, analyzing e-government, has expressed greater 
inclination by observation methods and review of documents, allowing researchers to verify and 
validate the empirical findings by triangulation. (Sarikas, 2007)   

Data analyzes were performed comparing the different discoveries including identifying issues, 
which are categorized and sorted into various lines. (Sarikas, 2007) Verification and validation of the 
findings, by triangulating data from primary sources with official documents published and used as 
secondary sources, were taken up to ensure to avoid any bias that might arise. (Choudri, 2005).  For 
Dhillon, et. al. (2008), the case studies offer the potential to generate alternative explanations of 
diverse perspectives, making way for the researcher to detect contradictions or misunderstandings. 
They are also appropriate for review where the goal is to study current events, and where it is 
necessary to control behavior or behavioral variables, according to Yin (2003). 

CAASIM is an example of how the government approaches the citizen and provides more 
efficient service, changing the business model for the benefit of all involved. With absolute certainty 
and precision in its analysis, Fenwick, et al (2009) recognized at the conclusion of the study on the 
economic necessity of e-government that the race for wealth (among countries) will be won by the 
governments with the best design which will allow millions of transactions, combining efficiency 
with trust (minimizing transaction costs with information security). 

An important part of the findings is the irrefutable proof that the user has not sought to evade 
payment, but rather the opposite. An increase in payment frequency has been achieved and also 
encourages the user to be more responsible in water consumption. 
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Conclusion 
The integration of advanced technology tools, with some fundamental processes in the 

management of government institutions, denote the ability of corporate leaders to adapt to the benefit 
of citizens, instruments like the barcode, which engaged in a pay stub promotes the respective 
collection of a public service. 

The recognition of various factors, including the degree of acceptance of a new means of payment 
for services, the expansion of the number of payment points for the water and sewer system in the 
municipalities of the state of Hidalgo, the certainty of citizens regarding the reliability of this 
innovation, the relevance in billing information per household, the accuracy in the amount of water 
used and the appropriate fee, among others, refer to the virtue that local authorities who are in charge 
of drinking water in many areas Hidalgo have held. 

The contribution herein obtained is relevant through the analysis and evaluation of the facts 
described, not only for the areas who directly benefit, nor for citizens experiencing the changes, but 
for the country at large, because this line of research, that is: the technology applied to the quality of 
life of the population, a critical input in the review that is done to the payment of municipal 
management of water and sewerage services in organisms such as CAASIM. Enthusiastically the 
Water Commission has engaged in a process of change that, beyond the technological aspect, moves 
into the cultural range, even where environmental consciousness and narrowing of the government-
citizen relationship is affected, where improvement in fulfilling the obligations of these institutions 
has been expressed in order to increase efficiency, giving people a new way of perceiving the public 
function. It is also a contribution which should encourage the researcher's approach to exercise similar 
cases for further understanding of this phenomenon (the service payment pay stub), which is 
increasing in commercial nature, but still is in consolidation in terms of federal, state or municipal 
public administration. 

Finally, the assessment of the consummation of certain economic principles that have value in 
today's world satisfies researchers, allowing them to accept the successful implementation of 
theoretical and practical models in real benefit of individuals, with immediate and plausible 
translation for various socio-economic sectors, demonstrating with greater knowledge the long road 
yet to be traveled to achieve a more just society for all its members, with precise awareness of the 
scope and limitations of administrative processes. The will to continue to evolve towards e-
government with high response and without excess, much of the people do not conceive to be part of 
their reality, but it has been shown, at least in this case, that when citizens receive good service, they 
are willing to pay for it. 
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Abstract: 

Irrigation with wastewater is a widespread observable fact in developing countries, especially 
those exhibiting arid climate conditions. Utilization of large volumes of domestic wastewater effluent 
is part of an overall integrated water resources management. The objective of this study was to 
investigate the effect of irrigation by six different treated domestic wastewater qualities on the yield of 
Cabbage and Lettuce crops under surface and Sub-surface drip irrigation systems. Field experiments 
were carried out during 2011 and 2012 seasons at the Agriculture Research station of King Abdulaziz 
University located at Hada Alsham area north east of Jeddah city. The six water qualities were 
prepared by diluting treated wastewater with local groundwater of the region. The dilution 
percentages were 0%, 20%, 40%, 60%, 80%, and 100% treated wastewater. Crop water requirement 
were calculated based of Penman Monteith equation for dry land condition and supplied daily to the 
crops. The obtained results showed significant impact of wastewater quality and irrigation system and 
their interactions on vegetative yield and yield components of both crops. Irrigation with 60% and 
80% wastewater under sub-surface irrigation system produced the highest yield and yield components 
in both seasons. Irrigation Water Use Efficiency (IWUE) of cabbage crop increased under the use of 
subsurface drip irrigation while IWUE of lettuce crop increased under surface drip irrigation system. 
Among dilution percentages, the 60% gave the highest IWUE in both crops. In conclusion, this study 
implies an advantage of using treated wastewater in growing vegetable crops. This in turn saves 
considerable quantities of local groundwater resource.  

 
Key Words:  Wastewater, Irrigation system, Vegetabel crops, Yield, WUE, Water conservation 
 
Introduction 
 Shortage of fresh water in arid and semi-arid regions like in Saudi Arabia increased the 
demand for using wastewater in agriculture sector.  Using treated wastewater in agriculture is gaining 
tremendous popularity because of the wide range of benefits that accompany it. These benefits include 
conservation of fresh water, high level of organic matter and recycling of nutrients, thereby reducing 
the need to invest in chemical fertilizers (Al-Sha'lan, 2001). In Saudi Arabia, there are more that 30 
desalination water treatment plants producing around 3 million m3/day. Part of it is reused for 
agricultural purposes as an alternative resource for irrigation water. In an economical study of the use 
of recycled sewage water in irrigation of field crops, Al-Abdulqader and Al-Jaloud (2003) stated that 
it saved up to 45% in fertilizers cost for wheat crop and 94% for alfalfa crop compared to irrigation 
with well water due to the fact that sewage water contains the essential elements needed by such 
crops. They also indicated that the usage of treated sewage water in irrigating of wheat and alfalfa 
crops increased their yield by 11 and 23%, respectively, and consequently increasing the profit by 14 
and 28%, respectively as compared to irrigation with well water. 
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 In Dakar, Senegal, more than 60% of the vegetables especially lettuce and onion are grown in 
urban areas using a mixture of groundwater and untreated wastewater.  About   20 million hectares in 
developing countries are irrigated with raw sewage or partially treated wastewater (Dreschel et al., 
2002).   Using wastewater in crop production sometimes decrease the quantity and quality of the yield 
however, it is possible to achieve high yields of crops without deterioration of their quality by using 
treated wastewater for the irrigation of crops under controlled conditions. This is evident was from 
large number of the previous researches as in   (Najafi et al., 2003, Jimenez, 2005, Munir and Ayadi 
2005, Esmailiyan et al., 2008 and Zavadil, 2009).  
 In spite of the benefits of using wastewater in crop production, the production is faced by 
some risks from heavy metal accumulation and microbial pollution. The main risk associated with 
wastewater irrigation is infection with intestinal helminthes (Mara and CainCross 1989). Depending 
on the source of the wastewater it might contain chemical pollutants and heavy metals that can 
accumulate in the soil and crops thereby posing a threat to human health. These risks can be greatly 
reduced by treating the wastewater before using it or by applying some precautions while using it. 
Such precaution include: partially treated, diluted with fresh water and using subsurface drip 
irrigation.  The contamination of crops irrigated with municipal wastewater was not detected if the 
wastewater had been treated in stabilization ponds or disinfected, and if subsurface drip irrigation had 
been used (Vaz da Costa et al. 1996; Najafi et al. 2003; Panoras et al. 2003; Al-Lahham et al. 2003; 
Aiello et al. 2007). Excessive contents of heavy metals in crops irrigated with wastewater have not 
been reported (Zavadil 2009). Sometimes increasing the level of microbiological contamination than 
that reported by the WHO guidelines can be used for irrigation (Blumenthal et al., 2000 WHO, 2006). 
Many literatures indicate that the use of treated wastewater is partially safe for irrigation of some 
crops. The objective of this study was to investigate the effect of irrigation by six different qualities of 
treated domestic wastewater on the yield of Cabbage and Lettuce crops under surface and Sub-surface 
drip irrigation systems. This study and its results is part of a comprehensive project aims to investigate 
water resources conservation and the impact of irrigation by treated wastewater on the pollution and 
yield of some vegetable crops as well as soil contamination. 
Materials and Methods 
Experimental design 
 Cabbage and Lettuce cultivation experiments were carried out at the Agricultural Research 
Station of King Abdulaziz University (KAU), located at Hada AlSham village; 110 km north east of 
Jeddah city, Saudi Arabia. The soil at the experimental site is classified as sandy loam. The two 
vegetable crops were cultivated in strip plot design (Split block) with 4 replications; each of 2x3 m in 
size. The main plot treatments consist of two irrigation systems, surface and subsurface, while the sub 
plot treatments designed and arranged in strips containing six wastewater qualities. 
Irrigation water source 
 Bani Malik wastewater treatment plant which is located in Jeddah city was the main source of 
irrigation water. Water was conveyed to the field site by trucks and stored into two large size 
reservoirs, each for an irrigation system. Reservoirs were also connected to six different storage tanks 
corresponding to six different wastewater qualities.  The dilution process occurs within the storage 
tanks based on the desirable ratio of wastewater to local groundwater. The six wastewater qualities 
are: 0%, 20%, 40%, 60%, 80%, and 100%. The percentages indicate the wastewater portion. For 
example, 20% means one fifth as volume of wastewater mixed with four-fifths of local groundwater. 
Accordingly, the 0% and 100% corresponds to local groundwater and undiluted wastewater 
respectively. 
Irrigation systems 
 Each water quality treatment of its corresponding irrigation system consists of storage tank 
with a capacity of 5000 L, disk filter, pump, controller, drip lines and solenoid to control flow time 
and irrigation interval. In sub-surface drip irrigation systems the field was leveled and the dripper 
lines were installed at 10 cm deep on 40 cm between two adjacent dripper lines. The distance between 
drippers was 45 cm with a discharge of 0.9 G/h (RAIN BIRD LD- 06- 12-1000 Landscape drip 0.9 
G/h @18").  The downstream end of each dripper line was connected to a manifold for convenient 
flushing. Inlet pressure on each tape was about 1.5 bars. The system uses 125 micron disk filter to 
prevent blockage.  The lay-out of the surface drip irrigation was exactly the same as in subsurface drip 
except for the positions of dripper lines, where they installed on soil surface. 
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Irrigation water requirements and supply   
 The required irrigation water was calculated based on crop water requirement 
(Evapotranspiration) and total available soil moisture. Evapotranspiration for each plant was 
calculated from reference evapotranspiration and crop coefficient as follows:  

ETc = Kc x ETo 
Where:  
 Etc : crop evapotranspiration (mm/day). 
 ETo: Reference evapotranspiration (mm/day). 
 Kc: Crop Coefficient. 
 Reference evapotranspiration were calculated using Penman-Monteith equation as described 
by Allen et al., (1998). Also, crop coefficient values listed by Allen et al., 
(1998) for vegetable crops were used.   
Data collection 
 Before harvesting, 10 random guarded plants per plot were labeled and three different traits 
were measured for each label. In Lettuce crop (Paris Island CV.), Plant height (cm), fresh foliage 
weight (g)/plant, and fresh foliage yield (t)/ha, while in Cabbage crop (Brunswick CV.), head diameter 
(cm), fresh head weight (g) /plant and fresh head yield (t)/ha were collected and measured for two 
seasons 2011-2012. 
Statistical Analysis   
 The collected data of each crop in each experiment was statistically analyzed using the 
analysis of variance procedures and mean separation under the criteria of Least 
 Significant Difference (LSD) test. The analysis was carried out based to the used 
experimental design, and after applying the assumptions of the statistical analysis according to El-
Nakhlawy (2010). 
Results and Discussion 
Cabbage  crop 
 Means of the studied traits of cabbage crop with their statistically comparisons using L.S.D. 
are presented in Table 1. Results indicated that sub-surface irrigation system significantly dominated 
over the surface irrigation in all studied traits in the first season (2011) while no significant 
differences were observed in the second season (2012). However, head yield/ha were the highest 
under the sub-surface irrigation in both seasons with values of 18.167 and 17.667 t/ha in 2011 and 
2012 seasons, respectively. As for wastewater treatments effects, the obtained measurements revealed 
that the 0.0 % wastewater irrigation which is the local groundwater (LGW) had the highest mean 
values in all agronomic traits in the first season while no significant differences were detected in the 
second season. Apparently, yield and yield components are maximums when LGW is used for 
irrigation. This result is very clear in the first season, however, there are no distinct differences found 
among wastewater qualities in the second season.  

Table 1. Means of the studied agronomic traits and irrigation water use efficiency of Cabbage crop under the 
effects of irrigation systems and wastewater qualities during 2011 and 2012 seasons. 

Treatme
nt 

Agronomic traits IWUE 
(kg/mm/ha) Plant Height 

(cm) 
Head diameter 

(cm) 
Head 

weight/Plant (g) 
Head yield/ha 

 (t) 
2011 2012 2011 2012 2011 2012 2011 2012 2011 2012 

Irrigation system 

Surface 11.29 
b* 15.16  9.43 b 11.2

8 
154.15 

b 229.44 15.679 b 16.178 25.7 b 76.8 a 

Sub- 
surface 13.88 a 14.84 15.0 a 11.2

3 
180.04 

a 236.08 18.167 a 17.667 30.1 a 76.9 a 

Waste water percentage in Irrigation water (%) 

0.0 16.63 a 15.12  20.15 
a 

11.1
8 

225.61 
a 232.22 20.650 a 26.286 37.7 a 81.7 

ab 

20 11.65 c 14.54 11.3 b 11.9
4  

176.11 
b 232.3 18.075 b 25.481 25.1 cd 69.1 e 

40 12.66 b 14.66  10.85 
b 

11.0
8 

170.06 
b 230.92 17.188 b 27.954 26.9 bc 74.6 

cd         
60 13.43 b 14.89 11.06 11.1 173.29 231.94 15.825 c 26.661 28.9 b 84.1 a       
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b 0 b 

80 10.70 d 15.06 9.98 b 11.5
0 

136.62 
c 233.94 15.137 cd 26.367 23.4 d 70.4 

de 

100 10.44 d 15.18 9.13 b 11.4
1 

125.79 
d 235.38 13.662 d 26.286 25.4 cd 77.6 

bc 
*, Means followed by the same letter(s) are not significantly different according to LSD test at p ≤ 05. 

 
 Irrigation water use efficiency (IWUE) under the current study is defined as crop yield per 
unit of applied water. The last column of Table 1 shows the obtained values of IWUE for both seasons 
under surface and subsurface irrigation systems as well as wastewater qualities. The value of IWUE 
increased under sub-surface drip irrigation in the first growing season compared to surface irrigation. 
Conversely, no change was obtained in the second growing season. As of wastewater quality effect, 
LGW resulted in the highest IWUE value in the first season followed by 60%, and 40% wastewater 
qualities respectively. The least IWUE was obtained under the application of 80% wastewater quality. 
On the other hand, the second season results demonstrated slight change in the order of wastewater 
quality influence. The highest IWUE (84.1 kg/mm/ha) was obtained under the 60% wastewater 
quality while the lowest (69.1 kg/mm/ha) was under 20%.  
 Table 2 shows the interaction between irrigation system and wastewater quality of cabbage 
traits. Clear discrepancies were found in the results between the two seasons. Significant differences 
were depicted in the first season on plant height, head weight/plant, and head weight/ha, while no 
significant effects were noticed between trait means in the second season. An interesting negative 
regression between head yield/ha and applied water qualities was observed in both surface and sub-
surface irrigation systems, especially in the first season. The highest head yield (22.525 t/ha) was 
produced under LGW and the lowest (11.13 t/ha) was under the application of 100% wastewater. On 
the other hand, no significant differences were shown in the values of yield under sub-surface 
irrigation system in all applied water qualities in the 2nd season. 
 Means of head weight/plant results were almost similar in trend to that of head yield/ha. The 
negative regression between wastewater and head weight/plant also applies here not only in the first 
season as in the case of head yield/ha but also in the 2nd season. Though, the second season showed no 
significant differences. Similarly, the two other yield components, head diameter and plant height 
followed the same trend but less affected. On the other hand, the highest IWUE was obtained under 
LGW in both irrigation systems in the first season. In the second season, however, the highest IWUE 
were obtained with the use of 60% (90.62 kg/mm/ha) and LGW (85.50 kg/mm/ha) water qualities 
under sub-surface and surface irrigation system respectively.   
Lettuce crop 
 Comparison of agronomic traits of lettuce crop under surface and sub-surface drip irrigation 
systems are shown in Table 3. Results confirmed that vegetative yield/ha and weight/plant were 
significantly higher in surface irrigation than that of sub-surface irrigation system. Vegetative yield/ha 
were 46.83 and 48.98 t/ha under the surface irrigation and 40.59 and 42.76 t/ha under the sub-surface 
irrigation in 2011 and 2012 seasons, respectively.  
Table 2. Means of agronomic traits and irrigation water use efficiency of Cabbage crop under the effects of the 

interaction between irrigation systems and wastewater qualities during 2011 and 2012 seasons. 
  

Irrigati
on 

System 

Waste  
water 
(%) 

Agronomic traits 
IWUE 

(kg/mm/ha) Plant Height 
(cm) 

Head 
diameter 

(cm) 

Head 
weight/Plant 

(g) 

Head yield/ha 
(t) 

2011 2012 2011 2012 2011 2012 2011 2012 2011 2012 

Surface 
 

0.0 15.58 15.57 11.00 11.13 222.53 232.57 22.525 26.761 37.55 85.50   
20 11.00 14.79 10.13 10.99 165.35 229.95 18.200 24.650 25.43 58.75   
40 11.58 14.57 9.86 11.03 156.90 225.13 15.200 28.912 26.51 71.87  
60 12.05 14.99 9.80 11.05 154.25 226.87 14.275 26.431 27.28 78.27  
80 9.33 15.32 11.21 11.83 107.83 230.52 12.750 25.756 18.05 80.35 

100 8.22 15.70 6.64 11.64 101.76 231.60 11.125 25.900 19.30 79.72 
Sub-

surface 
0.0 17.43 14.67 11.03 11.24 224.70 231.87 18.775 25.811 37.88 77.85  
20 12.25 14.30 11.02 11.49 186.88 234.65 19.950 26.311 24.73 79.45  
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40 13.57 14.76 10.14 11.14 183.23 236.71 19.175 26.996 27.35 77.40 
60 14.88 14.80 10.16 11.16 172.23 237.01 17.375 26.892 30.42 90.62 
80 12.18 14.08 10.19 11.17 165.40 237.36 17.525 26.979 28.75 60.50 

100 12.60 14.66 11.21 11.19 149.83 238.89 16.200 26.800 31.53 75.40 
LSD(0.05) 1.27 NS 1.64 NS 22.31 NS 5.169 NS 3.85 6.31 

 
The effect of wastewater quality application on yield/ha and weight/plant was almost the 

same in both seasons. Obtained values of these two yield components can be classified in two 
categories. The first category which is the irrigation with LGW, 60%, and 100% wastewater qualities 
produced higher yield/ha and weight/plant than the second category which is 20%, 40, and 80%. The 
lowest values of yield/ha and weight/plant were obtained under the cultivation of the crop under 20% 
wastewater treatment in both seasons. 
 Surface drip irrigation significantly increased IWUE during the first growing season 
compared to sub-surface drip irrigation. However, in the second season the case was reverse, where 
IWUE was higher under subsurface irrigation (Table 3). The high values of IWUE recorded during 
the first growing season were under the irrigation with 60%, 100% and LGW qualities, where they 
were almost similar; followed by 40% and 80%. The least IWUE was obtained under 20% treatment. 
It can be concluded that the trend of IWUE is similar to that of yield/ha and weight/plant. In the 
second growing season the highest IWUE was obtained by 100% and 60% with no significant 
differences between them; followed by LGW, 80%, and 40%. The least IWUE was obtained under the 
20% wastewater quality. 

Table 3. Means of the studied agronomic traits and irrigation water use efficiency of Lettuce crop under the 
effects of irrigation systems and wastewater qualities during 2011 and 2012 seasons. 

  
Treatment 

Agronomic traits IWUE  
(kg/mm/ha) Plant Height 

 (cm) 
Vegetative 

Weight//Plant (g) 
Vegetative yield/ha 

(t) 
2011 2012 2011 2012 2011 2012 2011 2012 

Irrigation system 
Surface 24.13 27.13  520.25 a 564.33  a  46.83 a 48.98  a 202.3 a 188.0 a 

Sub- 
surface 23.92  25.92  461.46 b 529.29 b 40.59 b 42.76  b 178. 9 b 196.5 a 

Waste water percentage in Irrigation water (%) 

0.0 23.88 b 24.85 a 582.63 a 645.88 a 52.49 a 52.98  a   226.7 a 204.1 
ab 

20 20.38 c 22.21 b 338.50 c 351.75 e 31.70 b 30.4    d  131.5 c 128.6 c       
40 24.25 b 24.76 a 450.88 b 506.50 d 40.23 b 48. 3 c 173.8 b 181.5 b 
60 25.38 ab 26.46 a 599.38 a 592.13 bc 53.94 a 50.73  b 233.0 a 215.0 a 
80 24.13 b 24.08 b 428.85 b 570.38 c 33.80 b 48.21  c  146.0 bc 204.3ab 

100 23.88 b 26.32 a 598.13 a 614.25 ab 53.85 a 51.84 ab 232.6 a 219.7 a 
*,Means followed by the same letter(s) are not significantly different according to LSD test at p≤0.05. 

 
 Table 4 shows results of the interaction between irrigation systems and wastewater qualities. 
A significance interaction was obtained in the first season only. The 60% wastewater quality and 
LGW produced the highest vegetative yield/ha under surface irrigation system with values of 57.95 
and 56.63 respectively. On the other hand the 80% and 100% wastewater quality responded 
identically with a value of 57.2 under sub-surface irrigation. 
 Highest weight values of vegetative weight/plant were 644.23, 628.25, 586.77, and 561.01 
under the surface irrigation corresponding to 60%, 0.0%, 40%, and 100% wastewater respectively. 
The order of water quality however is different in the sub-surface irrigation system. The highest 
values of weight/plant were obtained with 100% and 80% wastewater quality corresponding to values 
of 635.25 and 554.50 respectively (Table 4). 
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Table 4. Means of agronomic traits and irrigation water use efficiency of Lettuce crop under the effects of the 
interaction between irrigation systems and wastewater qualities during 2011 and 2012 seasons. 

Irrigation 
System 

Waste
water 
(%) 

Agronomic traits IWUE 
 (kg/mm/ha) Plant Height 

(cm) 
Vegetative 

Weight/Plant (g) 
Vegetative Yield 

(t/ha) 
2011 2012 2011 2012 2011 2012 2011 2012 

Surface 
 

0.0 24.50 25.00 628.25 625.70 56.63 45.90 244.60 194.50 
20 21.24 24.50 398.11 346.00 38.30 29.63 154.65 125.57 
40 25.76 26.75 586.77 480.00 52.80 52.80 228.08 181.40 
60 25.48 25.50 644.23 583.25 57.95 48.42 250.32 205.20 
80 22.00 25.50 303.21 569.00 57.30 46.43 117.90 196.72 

100 25.75 26.00 561.01 571.75 50.50 52.99 218.17 224.55 

Sub-
surface 

0.0 23.23 26.00 537.12 666.00 48.34 50.60 208.78 214.40 
20 19.49 24.75 279.00 357.50 25.10 31.07 108.43 131.67 
40 22.76 25.50 315.20 533.00 49.92 42.87 119.42 181.67 
60 25.23 25.00 448.11 601.00 40.30 53.02 215.65 224.70 
80 26.25 25.00 554.50 571.75 57.20 45.00 174.08 211.87 

100 26.51 26.50 635.25 625.70 57.20 50.70 246.97 214.82 
LSD(0.05) 2.21 NS 103.25 NS 9.33 NS 40.16 NS 

 
The highest IWUE during the first growing season obtained under 60% wastewater quality 

followed by LGW under surface drip irrigation. In subsurface drip irrigation, the highest IWUE 
obtained by 100% followed by 60% and LGW. In the second growing season however there was a 
slight change in the order of the high and low values, where the highest IWUE was found with 100% 
followed by 60% and LGW under surface irrigation system. Likewise, under subsurface drip 
irrigation system, the highest IWUE was obtained under 60% followed by 100% and LGW. 
 The descending yield of Cabbage crop with ascending concentration of wastewater especially 
in the first season could be attributed to adverse impact of wastewater on the crop due to the 
accumulation of micro and toxic elements in stem and leaves of the plant. Consequently, the 
metabolic processes and total yield of cabbage tend to decrease. This response depends on the 
interaction between crop genetic makeup and the wastewater concentration in irrigation water ( G x E 
interaction) as reported by Ba-Sahi et al., (2007) and Khan et al., (2009). A study by Ahmed (2011) 
has also supported our results where he reported that the application of increasing doses of municipal 
wastewater reduces the overall yield of some vegetable crops. 
 On the other hand, the positive responses of using wastewater in irrigation of lettuce crop, 
especially under the sub-surface irrigation system, may be due to the increase in the absorption of 
macro and micro elements in the wastewater which was reflected in the increase of leaf area and yield 
components and finally the increase in yield/ha.  
 In general, the obtained results illustrated the significant interaction between the economic 
part of the crop and water quality, especially the (%) of wastewater in the irrigation water of the 
agricultural crops. The positive effects of irrigation with 40% and 60 % of wastewater might be due to 
the increase in the nutrients of the soil under wastewater irrigation. These nutrients may improved the 
physical and nutrient contents of the soil, hence significantly increased the total chlorophyll and 
carotene and established good growth and increased biomass and yield of the crop. This justification 
is supported by many independent studies (Singh and Agrawal , 2009, Khan et al., 2011 and Thapliyal 
et al., 2011 ). Moreover, Zavadil (2009) reported that the primary-treated wastewater increased the 
yield of all vegetables crops, the increase having been statistically significant in most cases.  
 As indicated by the results of IWUE especially in cabbage crop, sub-surface drip irrigation 
generally increase IWUE compared to surface drip irrigation. Since the amount of irrigation water 
supply was the same for both irrigation systems, hence increasing IWUE is an indicator for higher 
crop production.  The increase in IWUE under sub-surface drip irrigation might be due to the minimal 
losses under subsurface drip compared to surface drip.  In addition, no surface evaporation in sub-
surface drip occurs, compared to drip irrigation (Phene et al. 1992, Ismail and Almarshadi, 2011). Soil 
moisture content under subsurface drip irrigation was more uniform as compared with surface drip. 
Soil water data of sub-surface irrigation suggest little or no potential for deep percolation losses. As a 
result, crop production is increased with the same amount of water supply, consequently IWUE is 
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increased. Support to this point can be found in Hutmacher et al. (1992) and Senyigit et al., (2011) 
studies. The scope of losses due to deep percolation and surface evaporation is greatly reduced by 
sub-surface drip irrigation as found by Alam et al. (2002). Sometimes surface drip irrigation increase 
yield production compared to sub-surface irrigation as found in Lettuce. The results could be due to 
the root distribution behavior of lettuce where they highly presented in surface layer. The Increase of 
IWUE in the second season compared to the first season might be due to the change in planting date, 
metrological conditions, length of the growing period and photo period.  
Conclusion 
 The response of the two growing seasons to yield and yield components was different. In the 
first season there was almost an inverse proportionality between the agronomic traits and the irrigated 
wastewater quality in Cabbage crop.  As wastewater quality increase, yield and yield components 
decrease. This proportionality does not exist in the second season where no significant differences 
were found in the values of all agronomic traits.  The response of Lettuce crop on the other hand is 
quite different from that of Cabbage. There was no clear relationship between the agronomic traits 
and the applied water qualities. However, the Local groundwater quality, 60% and 100% wastewater 
qualities produced the highest yields in both seasons. Thus, there was a similarity in the response of 
the two seasons. On the other hand, contrasting proportionality was found under the interaction 
between irrigation system and wastewater quality not only in the two growing seasons but also 
between the two crops. 
 There was found high discrepancies in the IWUE values between the two seasons and less 
discrepancy between the two irrigation systems. In addition, the IWUE response to Cabbage and 
Lettuce crops was unlike. The sub-surface irrigation system produced higher value of IWUE 
compared to surface irrigation in Cabbage crop. However, the case is reverse in Lettuce crop. There 
was also a significant increase in IWUE values in the second season of Cabbage crop. This increase 
reaches up to two to three times. IWUE is an indicator of not only of crop yield but also water 
savings. In this study, a considerable saving of water resources was attained.  Among all investigated 
wastewater treatments, 60% found the best because it saved 60% of natural clean water resources. In 
another word, 60% of treated wastewater which could have been disposed unsafely in the 
environment has been utilized in the production of vegetable crops. 
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Abstract:  

The problem  of saving water   is very  important for the need to rationalize the use of the 
water resource. We have tested a method founded on phytodepuration for waste water of cheese 
factory, for to recover and recycle  the water used in food industry, a sector characterized by high 
consumption of water . 
The phytodepuration  represents an innovative method for the disposal of wastewater. Some plants 
have a natural capacity to absorb and / or degrade toxic substances and contaminants to the 
environment, for the presence of a rhizosphere microflore, which is able to metabolize and make them 
available for their growth.  
In the laboratory we developed a little system for phytodepuration using a plastic basin  in which were 
placed some plants of Cyperus papirus immersed in a quantity of wastewater remained constant over 
time. We performed   the analysis before the  process and then a distance a few months to verify the 
variation of the parameters most important pollutants. At the end of our experience, approximately 
one year, it was possible to draw the following conclusions: the Cyperus papyrus proved effective to 
lessen  the concentration of organic substances: the value of COD was lower than the initial 
wastewater; the concentration of phosphorus, of zinc was decreased and  the concentration of  
chlorides also, which remained  constant until the end of the experience.The plants after the stage of 
adjustment is not showing signs of suffering and therefore can be considered suitable for such use. 

 
Key Words: Wastewaters, phytodepuration, cyperus papirus 
 
Introduction  
 The problem of disposing of industrial waste is a subject of constant disputes because of the 
power polluting the environment. In fact very often you can see streams, rivers and lakes are polluted 
so as to make it almost impossible to aquatic life and seriously affect the health of the surrounding 
cultivated areas. The blame for this degradation is commonly attributed to industrial discharging their 
effluents into waterways regardless of the ecological damage that can provide. It is created in such a 
way that environmental degradation is depleting the water resources, which until a few years ago 
seemed unlimited, whether because the surface waters contain higher amounts of pollutants, or 
because their pollution through the soil, has achieved in many cases even the underground water 
reserves. Whether the discharges were repaid  a little  doses in surface water bodies, they could be 
slowly degraded by aerobic microorganisms present, supported by the presence of dissolved oxygen. 
Otherwise the pollution load is always very high and the oxygen  is insufficient for the oxidation of 
organic matter for the survival of aquatic species .In this case are  involved the anaerobic 
microorganisms that establish a process of decay with the development of unpleasant odors while 
simultaneously appears the phenomenon of eutrophication. 
 The  Italian legislation on waste water was low and confused until 1976, when he was 
adopted and published  the law 319/76, known as "Legge Merli". that was subsequently supplemented 
by the "Technical Standards " and amended by Law 650/79, which provided subsidies for the 
construction of sewage treatment plants enlarging the powers of municipalities as responsible for most 
of the tasks performed until that point  by the provinces. In 1980 and 1981 were published some 
ministerial directives for  the regions to which were commited  to regulate discharges into sewers and 
intallations for sewage treatment. 
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 The law Merli and all its amendments have been replaced by the D. Lgs. 152/99, currently in 
force, which sets maximum limits for a number of parameters that characterize a water discharge such 
as color, the concentration of lead, sulphides, organic solvents and other substances. These values 
vary depending on the water body to which it is intended the treated water, in particular, are more 
stringent for discharges to surface water   in relation to the wastes  and can be modified by the regions 
according to local need. 
 The dairy industry in Campania is a highly productive in terms of  turnover and places of 
employment, but  the pollution caused by wastewater from the product  is superior to twice that of 
domestic waste. The milk during the process of dairies  production suffers a slow pasteurization 
followed by the addition of rennet, which determines the coagulation of casein .It  is observed as a 
clear separation between the solid mass, used for the subsequent production of mozzarella cheese, and 
whey, which is further treated to produce ricotta. After removal of the ricotta the whey waste still 
contains substances of very high nutritional value, and could be an additional source of income 
considering  other possible uses . The use  of the whey as food for animals, particularly pigs, is 
hampered by the limited pig farms in the Campania territory, unable to absorb the large amount of 
whey produced each day. With regard to human nutrition the whey has very good  properties  so it is 
recommended not only to athletes but also to children, women in menopause and all those people who 
need a further dose of mineral salts.However till now  not yet developed a practical and economic 
method  for its use as an integrator, and various applications are proposed for disposal of this waste to 
particularly high costs 
 An innovative method for the disposal of this particular wastewater rich in organic matter is 
the phytodepuration   
Materials and nethods 
 AOAC methods for determination of COD, organic matter, chlorides, 
 Conductivity meter Crison micron C.M 2200  (Crison instruments Srl Lainate-MI) 
 pHmeter Φ 50 at 20°C BeckmanCoulter (Cassina De' Pecchi – Milano Italia) 
 In laboratory was set up a simple system   for  the purifying  using  Cyperus Papirus , plant 
typical of Mediterranean regions, which grows naturally along rivers ,whose purifying capacity have 
been highlighted recently by several authors .The benefits that make this species interesting for the 
purpose of purification are easy availability, cultivation, breeding, excellent placement and 
environmental landscape, good adaptation to different climatic conditions 
 We analyzed three samples of wastewater coming respectively from the manufacture of 
mozzarella (I, II, III) whose characteristics are reported in Table1. The variability of the values can be 
attributed to the composition of the milk to start.,  The sample to purify   was obtained by mixing 
equal parts of  the three wastewater. 
            In a rectangular basin of 30 x70 cm well exposed to sunlight have been placed on a layer of 10 
cm of soil 20 young shrubs and 10 liters of drinking water. The water level was maintained constant 
throughout the experimental phase, while stirring the water itself was performed every day to avoid 
the formation on the surface of a layer of fatty substances. The wastewater was analyzed before being 
subjected to treatment  taking into account parameters such as COD, organic matter, chlorides, pH, 
conductivity as indices of assessment of purifying plant, as well as total phosphorus and mineral 
elements. 
             After a week were initially added 10 ml of serum every 20 days after which we taked a water 
sample to evaluate the parameters of pollution. The values of these parameters are given in the 
following graphs ( Figs1,2,3 ) 
             These initial tests have allowed to evaluate the resistance of the plant in the presence of 
wastewater. afterwards we increased the rate of serum added, 100 ml every 20 days, and taked a 
sample of which we explored the various parameters.The values are given in the following graphs 
(Figs 4,5,6 ) 
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   Samples                I              II              III 
Ph 3.90 3.98 4.01 
Conductivity  mS/cm 16.70 17.78 17.77 
Dry weight  g/L 42.68 36.6 68.0 
Organic g/L 13.52          12.2 11.2 
COD mg/L 8000     7218 6627 
Na+ mg/L 370.0   395.0 550.0 
K+  mg/L 875    600 962.5 
Cl-   mg/L 2481     2127 2481 
Total phosphorus mg/L 870   750 800 
 %Total protein mg/L 12.37     10.42 10.93 
Lactose   mg/L 4.6   4.3 4.4 

                                                 TAB 1 Analysis of wastes 
                                                                                                                                                                                                    

 

                  Fig. 1 COD variations                              Fig.2 Organic substances variations 
 

 
Fig 3 Cl variations                             Fig 4 COD variations 

 

 
Fig 5     Organic substances variations                                     Fig 6   Cl variations 
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Conclusion  
The techniques of phytodepuration can be successfully used for various applications, as 

installations for purification of waste water, or industrial wastewater depuration, o  the rehabilitation 
of contaminated sites: their use in any case requires a preliminary assessment to check the adequacy 
of the chosen system 
 For each class of contaminants is necessary to discriminate which of the phytodepuration 
techniques currently known   is best suited..  
 We can be choose between phytoextraction, based on absorption of contaminants radical; 
phytotransformation, in which contaminants are degraded by the metabolism of the plant; phyto-
stimulation or plant-assisted bioremediation based on the stimulation of biodegradation by microbial 
activity in the plant root zone;  phytostabilization, using plants to reduce the mobility and migration of 
contaminants in soil. 
 The choice of plants  to decontaminate soils and waters, based on the natural capacity of 
plants to absorb, accumulate and /or degrade, due largely to stimulation of the rhizosphere microflora, 
molecules in the environment in which they live. The results of research and field testing have 
demonstrated the applicability of such systems to a broad group of contaminants, including many 
metals, radionuclides and organic solvents such as chlorinated, pesticides, insecticides and explosives. 
 The plant species used  are usually aquatic plants or highly hydrophilic since those systems 
are used to purify water. The process occurs through the cooperative growth of macrophytes and 
micro-organisms associated with them. The plants absorb the nutrients  (mainly  inorganic sals) 
present in water to be purified through the roots ; the radical development of the plant species used 
acts as a coupling for micro-organisms, whose activity is favored by the release of atmospheric 
oxygen that, absorbed by  equipment of the plants  is transferred to the roots and released into the 
surrounding environment. In practice it has a wet ecosystem in which various components plants, 
microorganisms, soil, solar radiation, contribute to the removal of pollutants  
 On the process of plant prepared in our laboratory we can make some considerations. After  
an initial phase during which the plant selected has shown the difficulty of adaptation, as shown in the 
graphs by a descent of the initial values of the parameters considered, we could record a good 
performance with the advance of time.  
 In particular, the activities of the plant compared to the COD and organic substances is very 
high, thanks to the constant oxygenation provided by the continuous movement in the basin 
 For the chlorides, however the  activity of plant  was initially reduced, until  to reach an 
almost constant trend.  

Note that there are no such phenomena of eutrophication due to the ability by this plant  to 
absorb phosphorus, which is responsible with the nitrogen of this phenomenon. 
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Abstract: 

Declining quantity of fossil fuels force scientific community to think about alternative energy 
sources. Thus, it is critical to focus on renewable resources and development of new technologies. 
Solar energy seems to be sufficient for actual energy demand. The question is what is the most 
efficient method for its capture, storage and distribution. As diesel stands for the third part of fossil 
fuels used in transport, cultivation of microalgae and extraction of lipids out of cells is one of the 
possibilities. Biodiesel produced from microalgae-derived lipids offers notable environmental benefits 
e.g. reducing the greenhouse effect by utilization of CO2 emissions or sewage treatment. 
The review includes descriptions of species selection for biodiesel production, genetic modifications 
leading for to higher efficiency and production process improvement, biomass and metabolites 
recovery from cultures, transestrification process leading to biodiesel, waste utilization and business 
value.  
Microalgae can potentially offer substantially higher yields than other oil-producing crops and they 
can grow beside fresh water also in saline water or even sewage. Additionally microalgae do not 
compete with productive farmland thus there is no competition with food chain.  
In spite of many advantages of biodiesel production from algae, there are a lot of limitations blocking 
its real competition with petrodiesel. Production costs seem the most substantial problem. Out of all 
recognized methods of microalgae production, the culture of microalgae in photobiopanels seems the 
most favorable for biodiesel production, however the costs are discouraging. Probably small modular 
systems may be an attractive solution with positive economical rationale. 

 
Key Words: Microalgae, biodiesel, transestrification, renewable energy 
 
Introduction 

Petroleum originating fuels are currently regarded as largely environment-hostile due to their 
influence on carbon dioxide accumulation in the atmosphere which contributes towards greenhouse 
effect formation. Moreover, petroleum resources undergo progressive stock-out for their seam renew 
is very slow. Deficiency of fossil fuels may result in global famine as technological development, 
including modern agriculture advance, is predominantly petrol dependent (Hall 2009). 

Renewable fuel sources are permanently searched for, especially ones suitable for 
transportation. One of the resources are products originating from living organisms (animals, plants 
and micro-organisms). Fuels from these sources are called biofuels whereas biodiesel is a combustible 
material used in compression-ignition engines (by Diesel). 

At present, algae seem the only recognized source which, quite potentially, is able to replace 
totally fossil fuels (Fig. 1) in transportation (Chisti 2007), despite the fact that existing cultivation and 
harvesting technologies have to be improved to meet the economical requirements for fuel production. 
The term “algae” comprise both prokaryotic and eukaryotic,  mono- and multicellular organisms of 
sizes from several micrometres to over of dozen metres (Sheehan, Dunahay et al. 1998). They can 
occur in all fresh and salt, cold and warm waters of all geographical zones. Their production reached 
in 2011 up to 10000 tonnes of dry mass (Griffiths, Dicks et al. 2011). The main products recovered 
form the algae were high value compounds such: carotenoids, polyunsaturated fatty acids, cosmetics 
and nutrient supplements. 
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Fig. 1: Potential fuels from microalgae. 

 
Microalgae as biodiesel sources 

Microalgae is the term assigned to microscopic organisms which are several to a few hundred 
micrometres long. They are predominantly monocellular organisms often living in colonies. 
Microalgae can be the source of several types of biofuels: methane produced during anaerobic 
digestion of algae biomass (Spolaore, Joannis-Cassan et al. 2006), hydrogen produced 
photobiologically in anaerobic conditions (Ghirardi, Zhang et al. 2000) and biodiesel derived from 
lipids accumulated as reserve material in algae cells (Xu, Miao et al. 2006; Demirbas 2008). The most 
convenient fuel for transport is biodiesel, but it needs further processing of microalgae biomass for the 
better recovery of energy. The complete utilisation of algal biomass my involve the combination of 
technologies mentioned (Wiley, Campbell et al. 2011).  

The algae are potentially more efficient in oil production in comparison to common oil seed 
crops due to the higher productiveness per area. Higher oil yield arises from high biomass production 
rate and high lipid content (Wiley, Campbell et al. 2011).  

Many among classified species of algae have growth rate below 1 d-1. While algae do no have 
organs characteristic to the higher plants whole cell surface can be involved in photosynthesis process. 
Moreover higher oil yield arises from the fact that lipids are accumulated in whole cell, while in oil 
crops only seeds contain significant amount of oil and are collected and processed (Griffiths, Dicks et 
al. 2011). 

Algae species capable of accumulation large amount of lipids are found in many taxonomic 
groups (Fig. 2). However, chlorophytae represent the biggest group within which the species with the 
average content of 25.5% of lipids in dry biomass have been identified. Examinations of 
cyanobacteria did not reveal highly oil-bearing species. In this group lipids average contents in dry 
mass reached only 9.8% and did not show neutral lipids accumulation (Basova 2005; Hu, Sommerfeld 
et al. 2008). 
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Fig. 2: Taxonomy of some algae species potentially useful for biodiesel production. 

 
Algae is a large group of polyphyletic organisms. Most of the species potentially useful for 

biodiesel production belongs to green algae (Chlorophycophyta) and diatoms (Bacillariophyta). 
Although Cyanobacteria species accumulate lower levels of lipids (e.g. Spirulina 9%) but within this 
group there are species which are able to fix atmospheric nitrogen which could be useful for culture 
nutrition. Taxonomic classification based on (Guiry and Guiry 2010) 

Moreover the amount of lipids in chlorophytae may be raised up to 45% of dry weight by  
stress or nutrient starvation (Hu, Sommerfeld et al. 2008). The increase of lipid concentration in stress 
exposed and ageing cells refers mainly to neutral lipids and triacylglycerols in particular. The 
observed phenomenon is a result of lipids metabolism shift from membrane lipids synthesis to neutral 
lipids storage. This can cause the increase of triacylglycerols (TCG) synthesis de novo, as well as the 
conversion of present membrane lipids to TCG. As a result, triacylglycerols may constitute up to 80% 
of lipids total contents in the cell (Hu, Sommerfeld et al. 2008). It is very important to notify that high 
lipid content does not necessarily reflects the overall lipid production (Griffiths, Dicks et al. 2011). 
During the starvation period the growth rate is reduced and the total lipid production may be lower in 
comparison to well nourished culture.  

On the other hand the lipid composition has considerable influence on the technology of 
biodiesel production and product quality (Li, Du et al. 2013). Lipids derived from algae cultured 
without stress contain significant amounts of polar lipids (phospholipids and glicolipids) and limited 
content of  TCG (up to 40 % of total lipids) (Harwood and Guschina 2009; Wang and Wang 2012). 
The best material for biodiesel production are TCG while polar lipids are unfavourable since they are 
a cause of emulsification and catalyst depletion (Mendow, Monella et al. 2011). Lipids other than 
TCG may also reduce the fuel quality by increasing the content of sulphur and phosphorus (Mendow, 
Monella et al. 2011). Despite reduced growth rate and total lipid production rate, starvation of algae 
may be beneficial due to the increased content of TCG. 
Fatty acids composition in algal cells 

Algae produce both saturated and unsaturated fatty acids with different number and position 
of unsaturated bonds and various length of carboxylic chain. However, both saturated and unsaturated 
fatty acids with even number of carbon atoms prevail there (Cobelas and Lechado 1989; Makri, 
Bellou et al. 2011). 

Fatty acids in algae are more diverse in comparison to higher plants. Acids with three or more 
double bonds (up to six) are present. Another special feature of algae is high content of 
polyunsaturated fatty acids (PUFA) with very long chains (longer than C22) (Hu, Sommerfeld et al. 
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2008). Algae are the source of DHA rich oil used in vegetarian diet supplementation instead of cod 
liver oil (Masuda, Tanaka et al. 2003; Pyle, Garcia et al. 2008). 

While algae could be excellent source of PUFA in dietary supplementation, in biodiesel 
production the amounts of fatty acids with four or more double bonds should be as small as possible. 
Such acids as well as their esters are definitely more susceptible to oxidation during fuel storage 
decreasing their quality (Fukuda, Kondo et al. 2001; Chisti 2007; Hu, Sommerfeld et al. 2008). It 
seems especially important in the case of biodiesel which is to be used in vehicles. European 
standards (Standard EN 14214) allow only 1% mol contents of methylic or ethylic esters of 4 or more 
double bonds fatty acids (Knothe 2006). Many of algae derived oils are not up to this standards. 
However, they can be used in biodiesel production due to partial catalytic lipids hydrogenation – the 
technology used during margarine production but increasing the process costs (Jang, Jung et al. 2005; 
Dijkstra 2006) 
Algae species selection for biodiesel production 

The amount of lipids in algae biomass varies largely between species. For the last decades, 
thousands of algae have been analysed in respect of lipids content and culture facility both in a 
laboratory and on a industrial scale (Hu, Sommerfeld et al. 2008). The collection of 3000 species of 
high lipids productivity have been made up which, after tests, isolation and thorough characteristics 
were limited to 300 most valuable species including mainly green algae and diatoms (Sheehan, 
Dunahay et al. 1998). 

Rodolfi's team (Rodolfi, Chini Zittelli et al. 2009) examined 30 algae strains isolated from 
both fresh and salt waters. They were initially cultured in a laboratory in order to define the strains 
characteristic for relatively big efficacy in biomass production as well as high lipids content. Elicited 
results allowed to select two fresh-water species (Chlorella sp. F&M-M48 and Scenedesmus sp. DM) 
and two salt-water species (Nannochloropsis sp. F&M-M24 and Tetraselmis suecica F&M-M33). 
These microorganisms were subsequently moved to culture tubes under artificial light to examine the 
influence of limited access to nitrogen and phosphorus. The highest lipids accumulation 
simultaneously with the smallest biomass production drop was revealed for Nannochloropsis sp. 
F&M-M24. Observation of light intensity and starvation reaction in a mount rack photobioreactor was 
another stage followed by the culture movement to 110 litre photobioreactor GWP type (Green Wall 
Panel) to carry on an experiment in conditions close to large-scale culture. 

Described methodology is suitable for the screening of a large number of algae strains. For 
strains with high growth rate and lipid accumulation the economical simulation can be prepared. In 
order to do this, NER (Net Energy Ratio) is calculated. NER is the ratio between the produced energy 
(the energy embedded in lipids used in biodiesel production and potential energy from biomass 
remains) and the energy introduced to the system during the cultivation and processing of biomass. If 
the value of NER for particulate system is higher than 1 it may be economically profitable (Jorquera, 
Kiperstok et al. 2010). 
Genetic modifications 

The genetic modifications of algae are not necessary to form achieve relatively high lipids 
contents and productivity. However, they can be used for the significant increase of processes 
business value (by e.g. elimination of photoinhibition) (Rodolfi, Chini Zittelli et al. 2009). 

The use of genetically modified algae may be helpful in improving culture stability. In large 
scale, the contamination of selected strains often occurs. Competition between organisms reduces 
production efficiency. In cultures of algae resistant to herbicides the growth of undesirable 
microorganisms could be hindered with this chemical compounds (Gressel 2008). 

Algae are very sensitive to temperature shifts. Maintaining stable temperature in cultivation 
vessels (heating and cooling during sunny days) is very expensive, thus obtaining strains resistant to 
this changes would enable the reduction of costs (Shlyk-Kerner, Samish et al. 2006; Gressel 2008). 

The ability of light utilisation by algae is characterized by a light saturation constant, that is 
the intensity of light at which the specific biomass growth rate is half of its maximum. Light 
saturation constants for microalgae tend to be much lower than the maximum sunlight level that 
occurs at midday. Moreover intense light can lead to photoinhibition resulting from damage of the 
photosynthetic apparatus to the reduction of growth rate. Uneven light intensity (the highest at the 
surface) is also the problem of photobioreactors. Adequate genetic modifications can unsensitize 
photosynthetic apparatus to intense light and suppress photosaturation and photoinhibition (Chisti 
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2007). On the other hand, in low light intensities growth of modified algae will be reduced in 
comparison to wild type organisms (Polle, Kanakagiri et al. 2003; Gressel 2008). Green algae have a 
tendency to assemble large arrays of light-absorbing chlorophyll antenna molecules in their 
photosystems, which in higher light intensity absorb more photons than photosynthesis can utilize, 
resulting in dissipation of light energy by the first layers of cells. To advance light access to the cells 
located in “dark zone”,  antenna size could be reduced. Decreasing antennas size (e.g. by chlorophyll 
particles number half-restriction), light access to deeper culture layers is considerably improved. 
Besides, such a modification would definitely enlarge photosaturation constant value which would 
allow cells further growth at high light intensity (Polle, Kanakagiri et al. 2003). 

Lipids accumulation can be stimulated by redirecting metabolic pathways to lipids from 
starch. In Chlamydomonas reinhardtii when starch biosynthesis was blocked lipids bodies content 
increased 30-fold (Wang, Ullrich et al. 2009). In addition, C. reinhardtii used in this experiment was 
cell wall-less mutant (Davies and Plaskitt 1971) enabling much easier and cheaper lipids extraction. 

Lipids composition and structure can be improved by mutation within desaturases. The result 
of such a procedure is flax cultivar called Linola with modified fatty acids proportions (Łukaszewicz, 
Szopa et al. 2004). In the case of algae for biodiesel production, modification (repression) should aim 
at FAD2 desaturase equivalent. In higher plants species this enzyme is responsible for the synthesis of 
PUFA (Krasowska, Dziadkowiec et al. 2007). The elimination of this protein may result in the 
reduction of PUFA and increase of monounsaturated fatty acids with chain average length like oleic 
acid (18:1).  

The modification of metabolite synthesis gives great possibilities being intensively 
developing domain on both basic and applied researches levels. Quite theoretically, there is possibility 
to obtain fatty acids ethylic esters directly in the cell which would significantly decrease biofuel 
production costs and solve the problem of glycerol disposal being waste product on biodiesel 
production. 
Biodiesel synthesis out of triacylglycerols 

Biodiesel, being methylic or ethylic esters of fatty acids, is synthesized in the process of 
transesterification of TCG with methanol or ethanol. This reaction can also be based on other alcohols 
like propanol, butanol or amyl alcohol, however, methanol and ethanol are predominantly used due to 
lower costs (Fukuda, Kondo et al. 2001). Methanol is most often produced out of natural gas or coal 
so, in contrast to ethyl ones, methyl esters cannot be fully derived from renewable energy sources. 
Transesterification needs 3 alcohol molecules for every TCG to produce 3 molecules of methyl esters. 
To achieve 95% efficacy of esters generation, the reaction is performed in alcohol significant excess 
(Fukuda, Kondo et al. 2001). Thus, there are still many possibilities of the process optimization. 
Transesterification catalysis methods 

TCG transesterification reaction may undergo catalysis in three ways: by the use of acids, 
bases or enzymes (Sharma, Chisti et al. 2001; Meher, Vidya Sagar et al. 2006). Only recently, 
transesterification process optimization has been found to be possible with microwaves application. 
Acidic catalysis is slow but it is mostly suitable for transesterification of oils with water and high 
content of free fatty acids (Fukuda, Kondo et al. 2001).  

Basic catalysis is the highest-speed transesterification method (it arrives 4000 times faster 
than acidic catalysis with the use of the same amount of catalysts), however, it can be applied only in 
the case of water-free oils, otherwise saponification occurs and newly formed soaps decrease catalysis 
effectiveness and disturb glycerol separation from post reaction mixture. Recently basic 
transesterification method was optimised enabling single transesterification stage, lack of industrial 
wastes, the bleaching stage without absorbers and possibility of using  raw material “first-pressing” 
(Kołodziej, Vogt et al. 2008). 

Enzymatic catalysis with the use of lipases is also possible, however, its costs are very high 
(Fukuda, Kondo et al. 2001; Li, Du et al. 2013). Only biocatalysis with whole BSP (Biomass Support 
Particles) immobilised cells use provides lipases with high stability and long activity thus the whole 
process seems simple and easy to apply in industry (Ban, Kaieda et al. 2001; Ban, Hama et al. 2002). 
Biomass and metabolites recovery from algae cultures 

To collect TCG out of algae cultures, the following steps should be executed: 1) recovery of 
biomass out of the culture, 2) extraction of the compound, 3) purification of the compounds from 
crude extract (Molina Grima, Belarbi et al. 2003). There are three basic methods of biomass recovery: 
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sedimentation, filtration and centrifugation, all of them being burdened with substantial defects. Each 
of the methods can be preceded by flocculation (Uduman, Qi et al. 2010). Other techniques, like 
electrolytic methods are still being investigated and are used to a lesser extent (Show, Lee et al. 2012). 
Choosing the method, the features such as biomass density, volume and microalgae cells size (most 
often of 3-30 µm diameter) should be considered (Molina Grima, Belarbi et al. 2003). It is important 
to point out that biomass recovery may amount to 20-40% of the production total costs (Gudin and 
Therpenier 1986), so the optimization of this step might be essential for increasing the production of 
biodiesel from microalgae. 

The process of filtration brings positive effects in the case of small amounts of biomass, 
especially when microorganisms used for biofuel production are bigger than bacteria. Unfortunately, 
the species which seem potentially promising in biodiesel production (e.g. Chlorella sp. or Dunaliella 
sp.) have the sizes similar to those of bacteria's, so filters regain requires relatively high energy and 
equipment input, and the process is relatively slow (Molina Grima, Belarbi et al. 2003). Although, as 
the membrane filtration is an intensively developing and more and more widely used in industry, the 
adaptation of this technology for the larger amounts of algal biomass seems of great promise (He, 
Bagley et al. 2012). 

Flocculation reinforced sedimentation is a widely used method in sewage-works which 
potentially requires the smallest input (Shelef 1978). After such a waste treatment process, biomass 
contain large amount of water which increases dehydration costs (Mohn 1978). Exact and precise 
dehydration is especially important at base catalysis due to saponification reactions (Fukuda, Kondo 
et al. 2001). 

Centrifugation is the most effective but also most expensive method for the recovery of 
biomass from algae cultures. This process is short and recovered biomass includes small amounts of 
water (Molina Grima, Belarbi et al. 2003). For the recovery of more than 95% of cells the centrifugal 
force as high as 13 000g is needed. Therefore, harvesting of microorganisms is energy-consuming. 
The centrifugation of 1 m3 of algae culture consumes 1 – 1.3 kW/h (depending on the system used) 
whereas the filtration consumes from 2 to 3 times less energy (Sim, Goh et al. 1988). With reducing 
centrifuge acceleration, the amount of harvested biomass is quickly decreasing. At 6000g only 60% of 
cells are recovered, which is why it is of no use in the reduction of biomass recovery costs. 

Collected biomass should be immediately subjected to further processes, otherwise it can get 
spoiled within several hours. The first stage of biomass transformation is dehydration, which is 
another, high energy-consuming process (Show, Lee et al. 2012). There are several methods of 
microalgae biomass dehydration: sun rays seasoning, spray drying, sublimation drying or drying 
drums application. Each of these techniques has its own merits and drawbacks. Selection of the 
method for biomass drying should be therefore considered carefully taking into account the scale of 
operation (Show, Lee et al. 2012).  

Lipid containing cells should be broken in order to extract lipids which, in massive processes, 
is based on homogenizers application. It allows far more efficient extraction of lipids out of biomass 
(Chisti and Moo-Young 1986; Middelberg 1994). Oil extraction from disrupted cells can be 
performed with organic solvents like hexane (Chisti 2008). If the remaining biomass is considered as 
a feedstock source, organic solvents should be replaced with non-toxic ones e.g. supercritical CO2  can 
be used as an extracting agent (Pereira and Meireles 2010; Soh and Zimmerman 2011). 
Wastes recycling 

Contemporary technologies should be complete and consider disposal of all substrates and 
their products (Fig. 3). Potentially, the biomass remaining after the extraction of lipids contains large 
amounts of proteins. In order to make full use of them for animal feed purpose, they cannot contain 
insanitary residues e.g. organic solvents used in lipids extraction. Additionally, seaweeds exploited 
species should be approved safe and applicable for animal feeding and alimentary purposes to procure 
added value from the biomass remaining after the extraction of lipids. 
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Fig. 3: Global-scale concept of the waste treatment and the biofuel-energy cogeneration centre 

 
Another by-product in algae lipid processing is glycerol from transestrification. Recent 

technology of glycerol application in fodder-yeasts has been introduced by Skotan 
(http://www.skotansa.pl). The method has been invented and elaborated at Wrocław University of 
Environmental and Life Sciences with the use of Yarrowia lipolityca species (Rywińska and 
Rymowicz 2010). The surveys carried out by FDA have revealed Y. lipolityca as GRAS (generally 
recognized as safe) and confirmed applicability in e.g. animal feeding (registered by FDA 21 CFR 
170.36). These types of tests should be also carried on algae which could be used in biofuels 
production. 

Glycerol can be also used as a substrate for production of biogas. Addition of glycerol 
efficiently improved production of biogas from substrates such as: sewage sludge (Fountoulakis and 
Manios 2009) and cattle slurry (Robra, Serpa da Cruz et al. 2010). It is possible that anaerobic 
digestion of biomass obtained from algae could be improved with glycerol supplementation. Another 
interesting possibility of glycerol recycling is microbiological conversion of this by-product to more 
valuable compounds such as: citric acid, erythritol (Rywińska and Rymowicz 2010), ethanol and 
butanol (Yazdani and Gonzalez 2007).  

Association of biodiesel production from algae with anaerobic digestion process could arise 
other benefits. The utilization of process water from the production of biogas is a serious problem. 
High concentration of biogenic elements such as nitrogen and phosphorus makes this water dangerous 
for the environment. On the other hand these elements are essential for growth of microorganisms and 
could be used to improve the cultivation of algae. Also, sewage from other industrial processes and 
household wastewater can be potentially used as a source of nutrients for microalgae. 

The second method for increasing the production of algae biomass is recirculation of carbon 
dioxide produced in process of anaerobic digestion. Photosynthesis efficiency is often limited due to 
low concentration of CO2, and photooxidation process which is the effect of low rubisco specificity. 
Previously, algae strains that can tolerate up to 12% CO2 were identified (Pulz 2001). Increased 
availability of CO2 should reduce this energy-consuming process and improve biomass production. 
Business value of  algae  derived biodiesel 
 The production of biodiesel from algae is relatively expensive. The production costs of 1 kg 
of algae biomass amounts from 2.95 to 3.80$ per kg (Chisti 2007), but may be decreased in the future 
to 0.34$. Seambiotic LTD from Israel is one of enterprise which have work intensely to achieve 
comparatively low costs of dry algae production (http://www.seambiotic.com/). The costs of growing 
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and processing of algal biomass for the providing of 1 L of oil were therefore estimated between 
1.40$ and 1.81$. To get the final price of algae-derived biodiesel these costs have to be doubled (for 
processing, distribution, etc.), which makes from 2.80$ to 3.62$ per L (Chisti 2007). This numbers 
should be compared with the price of traditional biodiesel (B99-B100) as high as 1.12$ per L in 
January 2013 (1) or petroleum price of approximately 105$ per barrel (0.88$ per L) in March 2013 
(2). In the situation of economic stagnation and problems in public finances of majority of European 
countries and United States, the production biofuels derived from algae seems rather doubtful due to 
difficulties with capital raising.  

On the other hand, scale-down rather than scale-up has been observed in industry lately. In 
industrial output, a series of parallel operating microbioreactors can be applied which would prove 
extremely effective if carried from laboratory to industrial scale. It gives basis for the presumption 
that small-scale modular technologies adapted to particular conditions will prove very useful in future 
and will decrease costs of the production of biodiesel for local use. Additionally, use of different 
wastes as a source of nutrients and carbon for microorganisms can increase the profitability of algae 
biodiesel production. Also local governments show interest in the idea of surface waters treatment. 
The combination of these factors can make small investment easier for financing. 
Conclusions 

In spite of many advantages of biodiesel production from algae, there are a lot of limitations 
blocking its real competition with petroleum derived diesel. Production costs seem the most 
substantial problem. Although many companies culture algae on a large commercial scale (omega-3 
and omega-6 acids production – Eau Plus or cosmetic component – Fitoplancton Marino), microalgae 
culture for biodiesel production still remains within small-scale laboratory interests. There are many 
companies working upon R&D but no project concerning biofuels derivation from algae has started so 
far on industrial scale (Wagner 2007). 

Out of all recognized methods of microalgae production, the culture in photobioreactors 
seems the most favourable for biodiesel production, however the costs are discouraging. The 
investments cost of whole plant is one of the major limiting factors. It seems that small modular 
systems may be an attractive solution with positive economical rationale. Algae production plant 
should also be integrated with other existing installation like sewage treatment, biogas and  power 
cogeneration plant (Fig. 3). Co-localisation these production processes results in lowered operating 
and investments costs.  Also, such a waste treatment and the biofuel-energy centre generate a number 
of additional by-products that can be sold on or used for self-consumed.  

Algae derived biodiesel is environmentally friendly which in the case of petroleum shortage 
may replace petrodiesel. However, to make this product cost-effective, petroleum price should rise or 
the costs of  biodiesel derivation from algae should drop significantly. The presence of alternative 
technologies of fuels production are optimistic in the face of discussion about petroleum stock out. 
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Abstract: 
 Integrated Water Resources Management was officially established under the 1992 Dublin 
Principles. A set of standard principles was thought to be the ‘state-of-the-art’ solution to problems of 
ensuring good management, governance, distribution, and usage across the world. Therefore, this 
‘perfect’ solution has become a leading discourse in water governance and management. However, 
current water related problems leave the Principles unrealistic and too idealistic for real success. 
Without responding to the lack of transparency and accountability, IWRM will not have the capacity 
to manage uncertainty in the future as global environmental changes continue. Following a case study 
from the Mekong River Basin, this paper will discuss how IWRM does not accurately account for 
issues of uncertainty in the water system and provides a plausible solution to this problem. 

 
Key Words: River basins, uncertanity, water resources management 
 
Introduction 

Water governance and management practices have been changing drastically over the past 
few decades to accommodate the world’s growing population with a finite water supply. Partnerships, 
networks, frameworks, and dialogues, are implemented at each level of water governance, attempting 
to create optimal management strategies. The water sector is far from reaching these goals and 
“though the water sector has lagged behind in explicitly addressing water challenges in a governance 
framework, ‘fixing’ various water-related challenges…is now increasingly seen in terms of getting the 
‘right’ governance system in place.”3 Implementing Integrated Water Resource Management (IWRM) 
principles into water governance and management strategies is seen as the ‘state-of-the-art’ solution to 
water related problems. However, this method to ‘fix’ water-related challenges has been met with 
varying criticisms. 

IWRM of today is based on the Dublin Principles of 1992 and were developed at the World 
Summit in Rio. Throughout this paper I will attempt to address the perception that IWRM is too 
idealistic and does not cope nor account for uncertainty within the water system.  

Developing IWRM in 1992 was an important step towards improving water governance. 
Environmental movements of the 1960s and 1970s opened the eyes of many within the water sector to 
the future of the world’s vulnerable resource. Standard principles that could ensure good management, 
governance, distribution, and usage across the world seemed the practical solution to a complicated 
problem. Water is important and we are facing a management crisis and needs to be addressed sooner 
rather than later. 

Using a case study of the Mekong River Basin (MRB) will solidify my argument that IWRM 
does not consider the consequences or account for issues of uncertainty. Poor implementation of the 
principles in regions without adequate transparency and accountability makes them almost irrelevant 
fixtures in policy documents and signed agreements. But, at the same time, best practices through 
IWRM are strived for among water experts meaning that improvement to the framework is welcome. 
Through implementing interactive on-line mapping systems, major sources of uncertainty can be 
addressed. Different levels of uncertainty exist and will be elaborated on below. 
                                                           
3 Tropp, H. (2007). Water governance: trends and needs for new capacity development. Stockholm, Sweden: Stockholm 
International Water Institute. 
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In this paper I will first provide background information on the MRB, which I will use 
throughout my paper to give context to my argument. Second, I am going to provide an overview of 
IWRM in terms of water governance and management, the Dublin Principles of 1992, and the IWRM 
framework. Third, as a core section to my paper, I will examine issues of uncertainty and the 
consequences for IWRM of failing to recognize it. I will then conclude the paper with one practical 
recommendation, which has the capacity to comprehensively address the issues of uncertainty at hand 
by improving transparency and accountability at all levels. 
Introduction to the Mekong River Basin – A Case Study 
 The Mekong River, located in Southeast Asia, as seen in Figure 14, is one of the world’s 
largest rivers and starts at the Tibetan Plateau in China and flows through Laos, Myanmar, Thailand, 
Cambodia, and Vietnam before emptying into the South China Sea. The river supports over 70 million 
people. This heavy reliance revolves around livelihoods of: “fishing, agriculture, hydroelectric power, 
transportation, biodiversity, and so on”.5&6 The large populations and diverse uses of the ecosystems 
leave the river vulnerable to complexities from increasing numbers of development projects and other 
transboundary governance issues in the region, which is not in the scope of the paper. Figure 2 also 
highlights future uncertainty from development projects by showing the quantity of existing dams, 
those under construction and the plans as of 2009. Development projects are a major source of 
conflict and the reason why shortcuts are taken by development teams to hide the multitude of 
uncertainties that accompany hydropower projects. 
 I am using the MRB for a case study because of the river’s transboundary nature and its 
socio-political issues: “widespread poverty, high population growth, a history of conflict and which 
caused by the weak governance structure”.7 It is an interesting case because despite these socio-
political issues the lower four riparian states came together to become the first transboundary river to 
attempt reducing regional conflict through the establishment of The Mekong Committee in 1957.8  
Integrated Water Resources Management in Depth 
Water Resources Management Through Water Governance 

Among development mentalities and frameworks, governance has always played a central 
role. Surprisingly, water governance has only recently become significant, moving from “something 
that was close to a political taboo…to being more widely accepted as a critical issue that needs to be 
addressed in order to come to grips with unsustainable development and poverty”.9 This has resulted 
in the recognition of water governance challenges and has allowed for a more open look at the roles of 
politics, corruption and power in management practices.  

                                                           
4 Institute for Environmental Security. (Producer). (2009).Dams in the mekong river basin. [Print Map]. Retrieved from 
http://www.envirosecurity.org/espa/MekongRiverBasin/maps_images.php 
5 Belay, A. A., Haq, S. A., Chien, V. Q., & Arafat, B. (2010). The challenges of integrated management of mekong river 
basin in terms of people's livelihood. J. Water Resources and Protection, (2), 61-68. 
6 Petropoulos, S., & Valvis, A. (2011). International relations and environmental security: Conflict or cooperation? 
contrasting the cases of the maritza-evros-meric and mekong transboundary rivers. In J. Ganoulis, A. Aureli & J. Fried 
(Eds.),Transboundary Water Resources Management: A Multidisciplinary ApproachGermany: Wiley-VCH. 

7 Belay, et. al (2010) 
8 Varis, O., Ranhaman, M.M., & Stucki, V. (2008). Integrated Water Resources Management Plans: The Key to 
Sustainability? Water & Development Publications. Helsinki University of Technology, 173-183. 
9 Tropp (2007) 
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 Water management has traditionally focused on infrastructure development and technology 
investments to improve access to water. However, it is common for these not to reach their fullest 
potential. For this reason, governance and management must co-exist to where governance is more 
than just government actions. Governance needs to involve the horizontal (across different sectors and 
between urban to rural regions) and vertical approaches (moving between the local to international 
scale) with the importance of civil society and private sector.10  
 Moving to the present, water management still see the importance of developing 
infrastructure but now encompasses resource allocation, resource protection, and incorporating 
incentives for efficient water use while ensuring financial sustainability throughout.11 As I will 
discuss below, water management is a complex process. Financing water management techniques 
needs constant monitoring and adaptability as “new information and technology gradually become 
available under changing and uncertain external impacts, such as climate change.”12  
Dublin Principles 1992  
 Prior to the 1992 Dublin Principles, water resources management was not a new concept. It 
dates back to the 1977 United Nations Water Conference in Mar del Plata, Argentina when dialogue 
and networking emerged between water policy actors.13 Current IWRM strategies are modelled after 
the Dublin Principles and were developed at the World Summit in Rio de Janerio in 1992 in response 
to criticism of previous top-down approaches. 

Principle 1, as described by the Global Water Partnership, is: “Fresh water is a finite and 
vulnerable resource, essential to sustain life, development and the environment”.14 This finite resource 
recycles itself continuously through the global water cycle. Water can be tainted by large amounts of 
pollution making it unusable for centuries but, as a finite resource, it cannot be created; making 
sustainable usage and management practices especially important. Due the interdisciplinary nature of 
water, the integration of management needs to account for both supply and demand of the resource. A 

                                                           
10 Tropp (2007) 
11 Lenton, R., & Muller, M. (2009). Integrated water resources management in practice: Better water management for 
development. Sterling, Va, USA: Global Water Partnership, Earthscan. 
12 Van der Keur, P., Henriksen, H.J., & Refsgaard. J.C. (2008). Identification of Major Sources of Uncertainty in Current 
IWRM Practice. Illustrated for the Rhine Basin. Water Resource Manage.  1677-1708. 
13 Conca, K. (2005). Expert networks: The elusive quest for integrated water resources management. In P. Dauvergne 
(Ed.), Handbook of Global Environmental PoliticsEdward Elgar Pub. 
14 Global Water Partnership. (2012). What is iwrm? Retrieved from http://www.gwp.org/en/The-Challenge/What-is-IWRM 
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hydrographical management approach is used, meaning it recognizes the interconnectedness of 
aquatic ecosystems and environmental health. Under this approach, a river basin is the assigned unit 
for water management.15 

Principle 2 is used to explain how water as a resource affects everyone: “Water development 
and management should be based on a participatory approach, involving users, planners and policy-
makers at all levels.”16 Principle 2 revolves around true participation where all actors, stakeholders 
and affected people are involved to reach long-term success. Participation is interpreted differently at 
different levels; meaning agreements are not always met, especially between governments and 
vulnerable groups or communities. This principle attempts a bottom-up approach to decision making 
– starting with consensus from those with the most at stake.17 

Principle 3 plays off of principle 2 and centres around the importance of women: “Women 
play a central part in the provision, management and safeguarding of water.”18 Women play an 
important role in the transportation and usage of domestic and agricultural water. However, the role of 
women is viewed as being lesser than men during decision-making processes. Gender research shows 
that there are strong linkages between gender equality, improved local water management and 
improved water access. 
 Principle 4 is, to me, the most compelling of the principles: “Water is a public good and has a 
social and economic value in all its competing uses”.19 Water must be recognized as a human right 
and should be accessible at an affordable price to everyone because it is vital to support life. At the 
same time, there are costs associated with management, distribution, infrastructure, etc. – for this 
reason water is also an economic good. This recognition is important for effective distribution across 
different sectors and users. 
IWRM Framework 

The IWRM focus strives to reach equilibrium of the ‘three Es’’ – efficiency, equity and 
environment. The three Es’ seek to promote and ensure sustainable development while addressing 
water challenges of the present and future.20 Figure 221 shows the general framework for IWRM that 
promotes economic efficiency of management instruments, ecological stability through enabling the 
environment, and social equity through institutional roles. This framework was designed to avoid and 
mitigate for fragmentation of possible water management solutions. Through creating an enabling 
environment for policies, legislation and international cooperation, the institutional roles are more 
appropriately and equitably filled. This allows for management tools to be the most effective and 
produce desirable results under the Dublin Principles of 1992.22 
 

                                                           
15 Wenger, R., Rogger, C., & Wymann von Dach, (2003). S. Swiss Agency for Development and Cooperation 
(SDC). Integrated Water Resources Management (IWRM): A way to sustainability. InfoResources Focus. 
16 Global Water Partnership (2012) 

17 Global Water Partnership (2012) 
18 Global Water Partnership (2012) 
19 Global Water Partnership (2012) 
20 Lenton & Muller (2009) 
21 Global Water Partnership (2012) 
22 Global Water Partnership (2012) 
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Issues of Uncertainty 
Complexity Leading to Uncertainty 
 Uncertainty is seen throughout every management decision; therefore, it should be an integral 
part of the IWRM framework. Management frameworks are generally well received as theoretically 
practical solutions. However, outside of the written application, complexity sets in as implementation 
of IWRM produces different cases of path-dependency resulting from seemingly uniform decisions 
made at the beginning. Nothing is linear in our current environmental system and changes “can trigger 
sudden and surprising changes”23 to systems. Over the past decade it has become clearer that in order 
to handle uncertainty, flexible, adaptable and interdisciplinary frameworks are the best option24. 
Uncertainty sets in at the very first levels of management “because the first interventions in water 
resources management are driven by individual users who abstract and store water for their particular 
purpose. But the interconnected nature of the water cycle means that individual actions often have 
[unforeseen] impacts”.25  
 Transboundary water systems, are complex due to high levels of uncertainty. Here, 
complexity is understood to be how the ecosystem adapts to changes brought on by the 
unpredictability of human impacts, global environmental change, and changing human values.26  
Types of Uncertainty 

Understanding the discourse of uncertainty in IWRM is useful for recognizing different types 
within data, models, frameworks, and in specific cases. When used successfully, it translates to better 
understanding of IWRM strategies and management scenarios. The first step is to identify the nature 
of the uncertainty – ontological or epistemic. Ontological refers to uncertainty that cannot be reduced 
and is “due to inherent variability in the system”.27 Epistemic uncertainty, on the other hand, can be 
reduced depending on the type and source and is “due to imperfect knowledge of the system”.28 
However, with more information uncertainty can, at times, increase with the idea that ‘the more we 
know, the more we do not know’. 

Figure 3: Uncertainty Scale, shown below, looks at the transition of uncertainty from 
determinism to total ignorance. The state of determinism is when, based on the information gathered, 
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everything is known – complete certainty in a situation. This is the ideal situation but is never 
achieved due to complexity of the water system.29  

Statistical uncertainty is generally referred to as potential measurement errors or any form of 
inaccuracy in data collection or interpretation. Moving left on the scale; scenario uncertainty is not 
based on statistics or data. This type is in the analysis of policy and is used to explain potential system 
changes based “as a function of known controls like changes in management, technology and price 
structure”.30 Scenario uncertainty is largely based on past experiences and considers potentially 
known outcomes when the probabilities of those outcomes are unknown. Qualitative uncertainty 
appears when statistical explanations cannot be provided and scenario outcomes are also relatively 
unknown. Recognized ignorance is true when those involved are aware that there is a lack of 
knowledge and information on a given topic but do not know how to move forward. In this case, 
predictions are often impossible regardless of continued research. This is also the point of 
indeterminacy. Finally, total ignorance is when there is a complete lack of awareness that the 
situation contains gaps in knowledge and information.31 

For the sake of the recommendations section below it is necessary for me to outline 
uncertainty in a natural, technical and social context based in the Mekong River Basin. Technical 
uncertainty it is an incomplete understanding or a lack of knowledge on the technology and efficiency 
of an existing hydropower dam. Natural uncertainty is relatively broad where there is overall limited 
understanding of processes involved in collecting further data and knowledge at a project site. In this 
case, it can be reduced and understanding gained from surrounding ecosystems. Referring back to 
Figure 1: Dam Developments Along the Mekong River, the proposed dams are presented to 
stakeholders, and potentially affected community members, in very simplistic terms.  These proposals 
are often misrepresenting the reality of future harms a dam could have on the local environment. 
Finally, social uncertainty is with regards to potentially limited knowledge of the social and economic 
system aspects. An example “could be uncertainty on statistical economic data from a river basin, 
because all existing data bases are disaggregated into administrative units and are not coinciding with 
river basin boundaries”.32 With proper distribution and communication of the knowledge at hand this 
type of uncertainty can be reduced.  

 
 Brugnach, et al explains the importance of coping with ambiguity in a river basin ecosystem. 
Ambiguity is distinct from the types of uncertainty listed on the scale above and results come from the 
“simultaneous presence of multiple valid, and sometimes conflicting, ways of framing a problem.”33 
Ambiguity shows the inconsistencies between how different actors translate and understand problems. 
Unfortunately, as more actors are added into a decision-making process ambiguity is sometimes 
unavoidable. As a result, a clear solution, distinguishing who should be involved and the next course 
of action is not always available. It suggests that more than one method might be available for a given 
system, meaning ambiguity is not a direct knowledge gap. The question is then posed for how to cope 
with ambiguity in a river basin ecosystem under IWRM strategies? To cope, different strategies must 
be recognized at all stages of management. This means full participation is key; listening to all 
stakeholders to decide where and what values should be incorporated during decision-making.34 
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Sources of Uncertainty 
As visualized in Figure 3: Scale of Uncertainty, uncertainties vary. However, identifying the 

types can help identify where the sources of uncertainty are. IWRM has guidelines for determining 
these sources that generally focus on certain processes within the framework, which are “notably on 
uncertainty associated with the modelling process and monitoring data”.35 The importance of having 
guidelines is to localize uncertainty to ensure informed actions within the decision-making process. 
Many of the guidelines I found in the literature range from generic and ambiguous to very specific. 
These varying guidelines can be useful for context specific cases and the range of users within the 
management process. 

The following flow chart, Figure 4: Finding Uncertainty in Decision-Making36, is one of the 
guidelines I found to be very descriptive in the literature and will outline the steps that are taken in a 
best case scenario of the IWRM decision-making process. Each of the five steps is a representation of 
either a single or group of possible uncertainties. The literature by Sigel, et al describes the flaws of 
the guidelines: “As these steps aim to describe the entire selection process, [technically] a description 
of sources of uncertainty based on this structure can claim to be complete. However…a different 
structure may lead to other descriptions of the sources of uncertainty”.37 This represents statistical 
uncertainty and highlights the biased thought process that these are part of a linear system. The below 
guidelines disregard the IWRM’s first principle of following the hydrological approach where a river 
ecosystem exhibits non-linear behaviour and is within a complex system. 

 
One of the biggest problems contributing to IWRM’s inability to address uncertainty in the MRB 

is due to a lack of political commitment or an uneven level of commitment between states sharing the 
same basin. This idea will be addressed below when looking at China’s relationship with the lower 
riparian states. Without political commitment there is minimal state representation, power and 
influence and none of the necessary components for effective action plans. In order for IWRM to be 
effective, state commitment needs to be backed “by a solid and accurate understanding of the 
dimensions of the problem”38. Being informed to the point of statistical uncertainty will ensure for the 
best possible management outcomes.  

The competitive nature of states and the desire for state sovereignty can lead to even lower levels 
of cooperation or an inability to see the potential of cooperation in the future. Disengagement of 
information sharing and technology transfers between riparian states can also be from a lack of mutual 
trust – especially when involved in competition for shared resources and have similar interests.39 
Analysing Uncertainty in the Mekong River Basin 

Another somewhat simpler form of guidelines under the IWRM framework are a set of three 
questions posed in preparation of a failure due to uncertainty in the system. I found this set of 
guidelines useful because it incorporates types of uncertainty into the equation and thus, attempts to 
cover a broader scope with fewer steps. These questions are posed sequentially:  
                                                           
35 Van der Keur, et al (2010) 
36 Sigel, et al (2010) 
37 Sigel, et al (2010) 
38 Ganoulis, J. & Salame, L. (2011). A Risk-Based Integrated Framework for Conflict Resolution in Transboundary Water 
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Multidisciplinary Approach. Germany: Wiley-VCH 
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“1) When could the system fail? 
  2) How often is failure expected? 
  3) What are the likely consequences?”40 
Steps one and two are addressed to determine the uncertainty of the system. Question one is 

found by putting together a critical scenario – scenario uncertainty – and determining the potential 
outcomes based on past experiences. Question two examines the potential frequency of failure 
through probability calculations and statistical analysis – statistical uncertainty. Finally, question three 
puts the results of the above questions together to determine any potential losses or gains – qualitative 
uncertainty.41 
 Using the Mekong case study I will use these guidelines to address the uncertainties of 
China’s absence in signing regional agreements with the other riparian Mekong states in the context 
of building dams for energy production. By looking at the process of answering the questions it will 
become clear that based on the IWRM’s current structure and idealistic values, it does not accurately 
account for uncertainty in the system. 
 As China’s population grows, so do domestic energy demands, thus increasing the amount of 
dam proposals along the upper Mekong River – refer back to Figure 1: Dam Developments Along the 
Mekong. This figure shows that, in China alone, there are three existing dams, three under 
construction, and plans to construct two more as of 2009.  

1) When could the system fail? 
 As this question examines scenario uncertainty, the first step would be to examine the results 
of past dams built in China. Consider the expected timelines of the current infrastructure and when 
those are expected to fail or need repairs. China abstained from signing the 1997 Convention on the 
Law of Non-navigational Uses of International Watercourses or onto the Mekong River Commission. 
Nor will they sign, knowing that it is the only treaty governing the use of shared freshwater and, that 
without 35 ratifications, it will not become international law. In 1996, Manwan dam was constructed 
in Yunnan Province, China and sits as a founder for the planned construction of eight more in the 
province. The Manwan dam will be used below to provide more context for questions two and three.  

2) How often is failure expected? 
For the purposes of this paper I will not be doing my own calculations for probability, I will 

instead outline a formula to develop an assessment of the risk of failure. The formula is laid out as 
follows to reach a level of statistical uncertainty: 
 (L) = Behaviour based on external stresses on the system 
 (r) = Resistance of the system 
 * These terms occur at random under probability assumptions* 
 Based on when L exceeds its limit, either a failure or an incident will present itself. 
 “FAILURE or INCIDENT: L ≥ r, where SAFETY or RELIABILITY: L < r”42 
 Therefore, assuming randomness under probability, the probability of failure is a risk. 
 “RISK = probability of failure = P (L ≥ r) 
 In this instance RISK is defined as: “the possibility of losses”  
 Used in an equation: 
 RISK = (Hazard) x (Vulnerability), or RISK = (Probability) x (Consequences) = (Expected 
Consequences)43 

In order to reach statistical uncertainty under these guidelines, regulations for an acceptable 
data analysis are at minimum 20 years. The data series used for the Manwan Dam falls short with only 
12 years – 1992-2003. Also, to make matters worse, literature shows that there are major sources of 
recognized uncertainty in the rating curve, which is the relationship between stage and water 
discharge. It was established in 1975 and was used without updates for close to 20 years until 1994.44 
 3) What are the likely consequences? 
 Based on results from the above questions, as well as from findings in Probe International 
and the World Wildlife Fund Global, I am distinguishing three consequences as the most severe for 
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downstream ecosystems. The first is a loss of river sediment, or delta instability. Sediment becomes 
caught in the dams and as more are constructed along the river, the amount reaching the Lower 
Mekong Basin is significantly reduced. Reduced sediment flow leaves the basin “vulnerable to sea 
level rise and saline intrusion brought on by climate change.”45 The second is a decline in fish species 
diversity. Inefficient and lack of accountability during construction will potentially hinder fish 
migration necessary for fish productivity by 60%. Populations inhabiting the river basin are more than 
75% dependent on the river livelihood stability. Any combination of the above consequences can 
result in damaged livelihoods as well as general ecosystem health. 46,47 

Overall, great uncertainty resides with China because it holds the power within the MRB. 
Geographically and politically it has the advantage for future negotiations on river management. 
Uncertainty increases as China’s energy needs grow and will likely affect flow levels for the Lower 
River Basin.48 Based on the results of question 2, it is clear that without proper management and 
transparency of appropriate information, IWRM is not going to improve and will not be able to 
account for uncertainty in the system. 
Recommendation 
 Reading the literature of uncertainty within IWRM, I became aware that only a small portion 
of the literature dealt with the notion that uncertainty can largely be improved by implementing new 
forms of regulation and ensuring transparency and accountability. Man-made problems are 
everywhere in the water sector and produce many unknowns. However, a majority of these 
uncertainties can be reduced to scenario or statistical uncertainty by the simple act of collecting more 
information and improving how this information is presented.49 Galaz’s article describing water 
governance and resilience lays out the need for improved information collection very clearly: “The 
increased potential for regime shifts, surprises and conflict…from uncertain hydrological changes, 
and the desires of competing water users…calls for a much closer examination of the ways in which 
economic tools…can be used to facilitate or hinder adjustment to the effects of global environmental 
change.”50 
 Uncertainty needs to be harnessed. Dynamics of the river basin ecosystem need to be under as 
much control as statistical uncertainty can allow. Water quality is generally more complicated and 
difficult to monitor and regulate than water quantity because technical knowledge is needed for both 
monitoring and enforcement.51 To harness the uncertainty and lessen the complexity of monitoring 
and enforcement a new method and strategy is necessary. I will be giving a close look to using 
mapping technologies as a management tool to increase transparency and accountability to account 
for issues of uncertainty in IWRM. This is based on the assumptions that large amounts of 
information and knowledge are necessary for solving environmental problems and that access to all 
available knowledge is the foundation of good decision-making.52 Caution and sensitivity is necessary 
in many parts of the world, especially for environmental issues in the MRB. This mapping technology 
has the potential to reduce knowledge gaps resulting from sensitivity as well as political and power 
dynamics in the Basin.  

States and territorial boundaries are a result of the globe’s modern system of political 
organization. These boundaries are the outcome of a major and complex European transformation. 
Modern cartography was a large factor to this transformation: “new mapmaking technologies changed 
how actors thought about political space, political organization, and political authority.”53 I think there 
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is potential for current and future digital cartographic technologies to make drastic changes again, 
especially for global environmental governance and IWRM. 

Reliable information and up to date information is essential to every aspect of IWRM and the 
same is true for any form of governance. Necessary and essential information includes, at the working 
level, daily data levels of river basins – flows, discharge, and quality. Also, at a more complex level 
there is a need for “engineering structures, ecological needs of flow, quality at ecologically significant 
parts of the area, and calendars of local cultural events which all support the management needs at this 
level…patterns of demand, economic development indicators…”54 and the list goes on. Attempting to 
incorporate all types of information into one database that is accessible to all relevant stakeholders is a 
complicated process. Therefore, of course there are limits to this form of mapping technology but it is 
outside the scope of this paper. 

Knowledge is still limited on how mapping technologies would realistically function as a 
form of increasing transparency and accountability within IWRM to account for uncertainty. 
However, there are cases of major success in the forestry sector of global environmental governance. I 
believe that using results and starting points of the forestry sector there is great potential for 
successful implementation in the water governance sector as well. 
 Forestry presents many major environmental concerns that are different than those of the 
water sector. However, both have the same end goals that revolve around improving transparency and 
accountability – why should the means to those ends be different? Ecosystem mapping uses 
interactive maps of Geographic Information Systems (GIS) mapping techniques and satellite imagery 
to monitor physical forest areas. It shows and explains where, when, and how deforestation is 
occurring in Central West Africa. One project funded by the World Resources Institute (WRI) is the 
Moabi system used in the Democratic Republic of Congo (DRC). They take a bottom-up approach by 
going to the public and requesting the submittion of information in an offline setting that is transferred 
online every 16 days. Moabi then approached the public and private sector to lobby for provided 
information. Results were very surprising as information poured into the Moabi database. The website 
and database worked as both advocacy and an information sharing space, as well as a means for 
private sector actors to get name recognition and build a reputation.55 
Conclusion 
 I briefly conclude this paper on accounting for uncertainty within IWRM frameworks by 
outlining the importance of improved transparency and accountability. The answers to IWRM 
problems and criticisms will not be found in past experiences. A restructuring of IWRM to include 
new approaches into the framework is necessary using present day technology. Satellite imagery and 
GIS mapping systems are, what I think to be, the way forward. They have potential to account for 
transparency and ensure accountability at all levels of the IWRM process, which, as described above, 
is extremely complex and full of varying uncertainties at every level and at the end of each decision. 
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Abstract: 
 The paper discusses the topic of thermal conductivity investigation of soil. This problem is 
especially crucial for the design and exploitation of ground heat exchangers. Such systems located in 
the soil can either extract heat from the ground or transport it there for season storage. Nowadays, 
these and similar installations are used in connection with renewable energy systems – for example 
heat pumps. The paper presents the preliminary test results and characteristic properties of selected 
kinds of soil. Further tests could help to determine the usefulness of different soil types for heat 
exchanger applications.  

 
Key Words: Conductivity, soil, thermal properties 
 
Introduction 
 Thermal conductivity is a property of engineering materials and its value is often determined 
in order to assess the insulation characteristics of building materials. However, in view of the current 
trend to efficiently use energy, soil thermal properties become interesting and scientific effort is made 
in this field. The precise knowledge of the thermal conductivity of soil can help to properly design 
ground heat exchangers. The energy from the ground might be used, among other applications, to heat 
homes in winter or provide domestic hot water throughout the whole year.  
 Abu-Hamdeh and Reeder (2000) focused their research on the influences of bulk density, 
moisture and salt as well as organic matter of soil samples - repacked and sieved. They wrote that 
conductivity rose with soil density and moisture concentration. Abu-Hamdeh (2003) in a later paper 
also analysed the influence of the concentration of water and bulk density of soils. Tang et al. (2008) 
investigated compacted bentonite and the influence of dry density, water content, saturation on 
conductivity. Abuel-Naga et al. (2009) presented experimental tests showing that the values of 
thermal conductivity were higher with the rise in soil density. O'Donnell et al. (2009) considered a 
relation between thermal conductivity and moisture of soil. In terms of theoretical studies, Singh et al. 
(2011) presented a possibility of using a method of artificial neural networks for the prediction of 
effective thermal conductivity of moist porous systems.  
Samples and measurements 

 Sample preparation and preliminary tests of basic properties is quite significant from the 
scientific point of view. The paper by Grobelska and Ludynia (2010) discusses a sample preparation 
method. 

 In the present research two kinds of soil (sasiCl and Cl) have been selected for the 
experiments and Table 1 shows their basic properties determined directly through measurements or 
calculated basing on the results of the laboratory tests.  
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Table 1. Basic properties of the investigated soil types. 

Property sasiCl Cl Testing method 
bulk density of soil [ƍ], g/cm3 2,32 2,05 ring method 
density of solid particles [ƍs], g/cm3 2,69 2,72 pycnometer method 
dry density of solid particles [ƍd], g/cm3 2,13 1,65 calculated 
porosity [n], - 0,21 0,39 calculated 
void ratio [e], - 0,26 0,65 calculated 
fine fraction (fsi+cl), % 51,35 91,5 laser method 
water content w, % 9,04 24 dry method 

 
Additionally, the SEM images have been made in order to have an insight into the surface 

structure of the analysed kinds of soil. The results of the scanning microscopy tests have been 
presented below in Figures 1a and 1b for the magnification of 2500 times. 

a) 

 

b) 

 
Fig. 1. SEM images of sasiCl (a) and Cl (b). 

 
 The measurements of thermal conductivity have been conducted on samples of ca. 12x12cm 

in the a plate apparatus. This equipment comprises two parallel plates located in an insolated chamber 
to reduce heat losses. One plate acts as a heater (kept at the temperature of ca. 20oC) and the other a 
cooler (temperature ca. 0oC). The temperatures could be changed. The conductivity is determined by 
the equipment based on the measured temperature difference, thickness of the analysed sample as well 
as heat flux transferred through the sample and measured during the test. The correct steady – state 
measurement is carried out if the temperatures of the plates reach the given values. The heat flux 
should also be constant. Figures 2a and 2b show example graphs of changes in temperatures of the 
plates while Figure 3 – an example heat flux curve. 
a) 

 

b) 
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Fig. 2. Example temperature changes of the heater (a) and the cooler (b). 

 

 
Fig. 3. Example changes of the heat flux. 

 
Test results 

 The presented research enabled to determine thermal conductivity of the analysed soil 
samples. The results have been presented in Table 2 and Figure 4. 

Table 2. Thermal conductivity of the tested soil samples. 

Sample: sasiCl Cl 
Thermal conductivity, W/(mK) 0,483 0,351 

 

 
Fig. 4. Thermal conductivity and porosity results. 

The above test results are in general agreement with literature data on thermal conductivity of 
soil which indicates that the experimental method is applied correctly. The higher value was recorded 
for sample which has lower porosity while the sample of higher porosity had lower conductivity. This 
can be explained by the presence of voids that increase the insulating properties of the materials. 
Basing on the good understanding of the soil thermal conductivity, ground heat exchangers might be 
designed more accurately in given conditions.    
Conclusion 

 Current trend in energy recovery is common in almost every country. Ground heat exchangers 
can be used such practical applications as heat pumps systems. Consequently, a detailed knowledge 
about the soil thermal parameters is crucial in a proper design of the whole installation. Nevertheless, 
more thorough analysis and calculations are necessary in this field. More experiments could also 
provide a basis for creating a model of thermal conductivity of different types of soil.  
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Abstract: 
 Materials made from clay, such as bricks or roof tiles are widely used in recent buildings. 
Their severe exposure to salt spray, common in coastal environments could cause premature 
degradation which leads into functional, aesthetic, economical and safety problems.  
The aim of this study is to analyze and quantify the physical and mechanical alteration caused by salt 
spray in modern facing bricks and roof tiles. For this purpose, one type of roof tile and two types of 
bricks were submitted to various stages of accelerated aging test by salt spray. Visually and binocular 
microscope inspection reveal visible degradation. The tests to evaluate the physical and mechanical 
characteristics of the bricks and tiles were made before, during and after the aging test, the results 
expose a general unfavorable trend in expected performance of the three types of materials. It was 
possible to identify the main intrinsic characteristics of the materials that have led to their 
degradation. 

 
Key Words: Clay bricks, roof tiles, alteration, salt spray, accelerated ageing test 
 
Introduction 

 Clay has been widely used as a raw material in constructions and buildings materials since 
8000 BC (Houben & Guillawd, 1994). Roof tiles in houses coverings have been an ancient tradition 
and their current use allows the maintenance of the architectural tradition in many countries. On the 
other hand, their diverse forms, parts and accessories allowed varied aesthetic effects (Garcez, 2009). 
The facing bricks industry is currently the most interesting and their applications suffered a 
technological revolution in terms of manufacturing and material types (Parras, 1997). These bricks 
have a diverse range of characteristics, depending on the raw materials and manufacturing methods 
and procedures (Lucas, 2003). For a long time, the degradation of these and other construction 
materials have been a concern, largely due to lack knowledge of physical, chemical and mechanical 
properties of the materials in use and also to a disregard of environmental conditions where they will 
be implemented. This could, affect in long term, the materials correct performance and cause 
aesthetical, functional and security problems (Moser, 1999). It is well known that its rehabilitation, 
maintenance or substitution implies high financial costs. 

 The salt deterioration has been widely studied in recent and historic structures and in most of 
the cases the attack occurs due through rising dampness from soils (Ottosen et al., 2007; Rorig-
Dalgaard et al., 2012). Another source of harmful salts is the sea spray, which is common in coastal 
areas in all parts of the world. 

 According to the Intergovernmental Panel on Climate Change (IPCC, 2001), every year are 
release into the atmosphere 3300Tg of small particles in salt spray form. These particles are produced 
due to wave breaking, by three mechanisms (Leeuw, 1999). During the wave breaking process, air 
bubbles are introduced in the water column and then return to the surface a bubble film is formed 
which separates the interior of the air exterior. When the film breaks produces small droplets. From 
other side, the bubble could collapse immediately after reaching the surface. Also when the wind 
speed is higher than 9 m/s, particles are naturally released from the sea. 
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 The transport of these particles to onshore is a current situation and occurs through wind and 
turbulent sea that causes displacement of air. Sometimes the sea influence in the atmosphere is 
enhanced up to 20 km into the shoreline (Silva et al. 2007).  

 Therefore, it is obvious the interaction between the salt spray from sea and building materials, 
particularly in clay bricks and tiles. The degradation caused by this salt spray has been widely studied 
through short-term test in laboratory. Their effect is well known in several construction materials, e.g. 
in ornamental rocks (Galembeck et al., 2008; Silva & Simão, 2009). Efflorescence resulting by salt 
deposits has been observed in old clay ceramic facades and results in harmful types of damaging like 
exfoliations or spalling (Kuchitsu et al., 2000; Brocken & Hijland, 2004; Lubelli et al., 2004). Due to 
severe exposure to sea spray, this type of degradation has also been found in several recent buildings. 
As an example, figure 1 show a photo taken in a building facade from a Portuguese coastal city 
(Sesimbra) a few years after its construction, where deterioration is clearly evident. 

 Studies in modern bricks are scarce and the physical, mechanical deterioration arising this 
interaction is poorly known. This work aims the study of the alterations of modern ceramic materials 
when subjected to a coastal environment, under the action of the salt spray. Physical, mechanical and 
aesthetical modifications in tiles characteristics were monitored by several laboratory tests. 

  
Figure 1 - Aspects of clay bricks degradation due to sea spray action, Sesimbra, Portugal. 

 
Materials and methods 

 For this investigation, three different kinds of commercial fired clay ceramics were used. The 
samples were taken from three different Portuguese manufacturing industries. A roof tile, “lusa” (RT), 
manufactured with a maximum firing temperature of 1035°C and two types of facing bricks, a 
extruded unglazed brick (EU), class AIb (EN 14411) and a extruded glazed brick (EG), class AIa (EN 
14411), subjected to a firing temperature of 1230°C and 1220°C, respectively. Additionally, the 
granulometric study of RT and EG raw materials has been carried out by wet sieving for the fraction 
>0.063mm and with a SEDIGRAPH analyser the fraction <0.0063mm, the supplier of EU did not 
provide the respective raw material. 

 In the absence of a European standard for accelerated aging test for salt mist in building 
bricks and tiles, the EN 14147 for natural stone was followed with appropriate adjustments to the 
material under study. To this aging test salt spray chamber (ASCOTT S120T) was used. The salt 
solution contained 1 part of NaCl to 9 parts of distilled water. The spray cycles were comprised by 8 
hours of active spray and 16 hours of drying at 40°C (± 2°C). The process was repeated for a total of 
60 cycles. Each 10 cycles, the samples were removed from the chamber and weighed before and after 
10 days of desalination by immersion in distilled water. 

 Every 20 cycles, the samples surface was visually inspected with a binocular microscope and 
the alterations registered by microphotography. 

 After 20, 40 and 60 cycles, six samples were used to water absorption and apparent porosity 
determination (EN 10545-3) and five samples were used to obtain the modulus of rupture (EN 10545-
4). For the assessment of the main mineralogical composition, samples of the tiles were cut after and 
before the 60 cycles and submitted to x-ray diffraction. 
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Results and discussion 
Raw Material 

 Figure 2 shows the granumetric analysis of the raw material corresponding to RT and EU. 
The analysis of the granulometric curves revealed that the average size of particles in the raw material 
of RT is higher than the average particle size in the EU. 

 The curve corresponding to the EU also reveals a smoothness slope indicating a higher range 
of sizes. The curve corresponding to RT has a uniform granulometry, the fraction between 30 µm and 
3 µm has more than 50% of the material. In RT it is also possible to identify a 3% of particles larger 
than 500 µm. 

 The raw materials of both materials reveal the existence of a significant fraction <0.3 µm, 
outside the detection range of the equipment, 6.78% in RT and 26.99% in EU. 

 It is consensual that the raw material granulometry has a major role in the sintering process 
and in the overall properties of the clay ceramics (Sokolar & Swetanova, 2010). By this reason, and 
independently from other manufacturing parameters, with the obtained data it is possible to make a 
relative prediction in tiles characteristics. The suitable uniform granulometry in raw material of RT 
gives a good compactness which produces tiles with low porosity. However, the low average size of 
particles in EU raw material could contribute to smaller pores and lower percentage of porosity in 
terms of the total volume. 

 
Figure 2 - Granulometric curves of raw materials. 

Clay ceramics 
Weight variation and visual inspection 

 Figure 3 and 4 represents the cumulative mass weight variations before and after samples 
washing, respectively. In general, it is possible to see higher values of mass variation for RT and 
smaller to EG. The higher or lower presence of salts within the porous structure, and the efflorescence 
on the surface, are reflected in the obtained mass values. This is an indication that the porosity must 
be greater in RT, smaller in EG and intermediate in EU. 

 Regarding the slopes of the curves in figure 3 is possible to see in the RT curve a constant 
slope up to 50 cycles, which means an equivalent mass gain in all sets of 10 cycles. In the final 10 
cycles, the slope of the curve decreases, which indicates a smaller increase in mass compared to the 
other cycles. 

 The curve in figure 3 corresponding to the EU, show different slope in the first 20 cycles, 
having a smaller mass gain in the next sets of cycles. 

 The curve of EG, shows a flattening pattern, revealing a lower penetration of salts. Due to the 
previous interpretation in granulometric characteristics of raw material and because it is glazed, the 
mass gain evolution was the expected. 
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Figure 3 - Evolution of cumulative samples weight 

(before wash). 
Figure 4 - Evolution of cumulative samples weight 

(after wash). 
 
 Figure 4 exhibits the mass gain in the three materials after their immersion in distilled water. 

This emphasizes the difficult of fired clay materials desalinization. The results may be explained by 
tiles distinct porosity characteristics (porometry, quantity, geometry and its connections to the 
exterior). These aspects can slow down the ingress of the distilled water and reduce the effectiveness 
of desalination.  

 After all cycles, efflorescences and salt deposits were macroscopically identified in RT, the 
efflorescences in EU and EG have distinct morphology (figure 5). 

 After desalination at 10 cyles, the RT samples show dark and white pitting and after 30 
cycles, the density of this pitting becomes higher. 

 Through observation with the aid of a binocular microscope, other aspects may be identified. 
Before the desalination of the ceramics is possible identify different morphologies of NaCl salts on 
the surface. These different forms of crystallization have been already identified and studied (Arnold 
& Kueng, 1985; Arnold & Zehnder, 1985; Silva & Simão, 2009). The crystal habits are related to the 
type of material surface and the degree of solution saturation (Arnold & Zehnder, 1985). On RT 
surface, salt crusts, individual and well formed crystals and bristly efflorescences were identified. The 
two firsts morphologies are due to surface deposition of salts. In the case of the bristly efflorescences 
(some needlelike) it appears that crystals start their formation in the interior of the pores growing 
upwards to the surface. During this growth, the crystal applied stress into the surrounding material 
leading to their spalling and loss of material (figure 6). 

 
 

Figure 5 – Aspects of NaCl deposition on the 
samples: RT a); EU b); EG c). 

Figure 6 – Needlelike eflorrescence causing spalding. 
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 Crystals with such aspect were not present in EU and EG. Possibly due to its low porosity 
some of the salts and crystallization forms are trapped inside the less accessible pores however, 
superficial formation of individual crystals were detected. 

 Throughout the various stages, some samples spots were monitorized. The sequence of figure 
7 shows the evolution of a RT spot over the cycles. The visual differences are obvious, the cluster of 
quartz crystals cause spalling of ceramic matrix. This interface, matrix/quartz, seems to be a 
preferential zone to salt solution penetration and crystals growth. 

 Due to minerals susceptible to volume increase, different aspects of degradation were also 
detected. Salt can penetrate in cleavage planes of mica, such muscovite. Salt can also lead to oxidation 
of iron oxides like hematite. These volume increases result in visible pitting and spalling. Also the 
calcite, eventually present in the raw material, becomes lime by the firing temperature and when in 
contact with water converts into portlandite that present larger volume, causing the white pitting 
normally described as lime blowing (Elert et al. 2003). For the EU and EG the changes are not so 
evident. However, there are slight changes in areas near quartz crystals and loss of matrix material in 
the final stage of the aging test. 

 
Figure 7 – Evolution at binocular microscopy of a RC spot. 

 
X-ray diffraction 

 Analysing x-ray diffractograms of the three materials, stands out a peak corresponding to 
quartz, it is one of the most abundant mineral in all tiles. In the case of RT, hematite is also present, 
giving to this material its reddish colour. In EU and EG difractogram it is possible to identify mullite 
in their composition. The presence of this mineral is usual to occur in ceramics manufactured with 
higher firing temperatures. 

 The x-ray diffraction analyses after the 60 cycles of salt spray in tiles are similar when 
compared with the first diffractograms. However, in the case of RT, there is an important new peak, 
corresponding to the mineral halite, which is present due to the action of the salt spray. In the case of 
EU and EG difractograms, also occurs the presence of halite but with lower intensity peaks. 
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 Resulting from minerals alteration there were no new peaks, thus there is no significant 
chemical alteration in the three ceramics. 
Apparent porosity and water absorption 

 In first hand, the knowledge of apparent porosity and water absorption could give important 
clues in the evaluation of the bricks tendency to degrade upon salts action. The penetration and the 
residence of salts in the materials depend mainly on their pore structure (Benavente et al. 2003). 
Considering the relative values of water absorption for the three materials in figure 8, it can be seen 
that RT present the higher water absorption value, about 6.0%, followed by EU, 1.4% and finally by 
EG, 0.15%. 

 For RT the curve shows that, after 10 cycles, the water absorption suffered a significant 
increase of more than 0.5%. In the following cycles, the values are quite stable. 

 Concerning EU, after 20 and 40 cycles, the value increases linearly, to 1.9% and 2.2% 
respectively, with a stabilization in the last 20 cycles. 

 For the EG, the water absorption present a slight increase along all the 60 cycles. This seems 
to indicate that in clay bricks and tiles with lower water absorptions the effect of sea salt needs more 
time to a stabilize. 

 The values of apparent porosity in figure 9, can be relate with those described to water 
absorption. The evolution of the apparent porosity along the cycles was equivalent to the presented in 
figure 8 for water absorption. 

  
Figure 8 – Water absorption evolution of the three 

materials. 
Figure 9 – Apparent porosity evolution of the three 

materials. 
  

The increasing values in these two properties are explained by the, already mentioned, action 
of NaCl crystals growth. This cause superficial material loss and internal micro-cracks, which produce 
additional available voids for more incoming water in water absorption test. 

 Comparing the differences between the initial and final values of the three materials, it is 
easily detected that the samples with lower initial value have a higher rate of changes. In the case of 
water absorption RT, EU and EG exhibit decreases of 10, 52 and 40%, when compared to the initial 
state. For apparent porosity these values are 9, 53, 54%, respectively. From this point of view, the 
lesser porous material showed a high rate of degradation. Thus, the rate of physical damage by salt 
crystallization is also function of other parameters, such as the moisture supersaturation, magnitude of 
the repulsive forces between the salts and the confining pore walls, rates of elements supply, water 
evaporation and the pore size (Scherer, 2004). A higher amount of salts within the material is not 
sufficient to cause more damage and appears that ceramic materials with smaller pore size (EU and 
EG) are more favorable to supersaturation and contact between pore walls. 
Modulus of rupture 

 The mechanical strength of fired clay materials is determined by the granulometric properties 
and mineralogical composition of the raw material. The manufacturing processes such as moulding 
features and firing temperature have also an important role in the ceramics final behavior. Figure 10 
displays the modulus of rupture of the three types of samples. The RT, as expected, is the material that 
has the lower initial value of 19.2 MPa. On the other hand, the EG have the highest value of 51.5 
MPa. The mechanical strength of the reference samples is consistent with the previous data, namely, 
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the firing temperature, granulometric composition and the apparent porosities. The vitrified phase 
results from the fusion of the various components of the clay and is connected to the maximum firing 
temperature. Usually, higher vitreous phase result in higher mechanical strength. 

 With the evolution of cycles, the mechanical strength decay in all the three materials and after 
all the aging cycles. The exception is the RT, after 20 cycles of salt spray the strength decrease to 17.1 
MPa, in the next 20 cycles the value increase and is followed by a new decrease. Show a final value 
of 18.1 MPa, which represents a 6% of loss in strength after the aging tests. This could be explained 
by a partial filling of the pores which causes an increase in compressive strength. It is known that 
under flexural load exists a compressive zone that could contribute to an increase in the overall 
flexural strength. However, to confirm this explanation it is required further investigation. The final 
value of modulus of rupture in EU was 23 MPa, which is a significant decrease after the aging tests, 
this represents a decrease of approximately 30%. 
 

 
 
 

In EG the action of the first 20 cycles results in a decrease of 2 MPa. However, the main loss 
of strength occurred in the followed 20 cycles where a value of 43 MPa was obtained. At the end of 
the aging tests, the modulus of rupture was approximately of 41 MPa, which corresponds to a total 
decrease of 20%. The effect of the salt spray had a clearly negative influence on the strength 
properties of these materials. 

 It is possible to note that the ceramics with higher initial mechanical strength had a higher rate 
of degradation. Thus, analogous interpretation to that made for the case of water absorption and 
apparent porosity can be performed. Elert et al. (2003) studied the deterioration by salt crystallization 
in clay bricks and concluded that relatively large pores are favorable to durability, which confirms 
these results and interpretations. 
Conclusion 

 The salt spray action in modern facing bricks and tiles cause degradation. This degradation is 
expressed through physical and mechanical alterations. 
 The method for evaluating the degradation through weight loss, recommended by EN 14147, 
is not so appropriate for ceramics. From this perspective, the water absorption, apparent porosity and 
flexural tests proved to be suitable for quantifying physical and mechanical degradation. 

 Through visual inspection it was possible identify alteration forms in RT and EU. It was 
found that minerals with higher hardness (e.g. quartz) than the ceramic matrix and with dimensions 
close or greater than 0.5 mm on the tiles surface enhance the loss of material by spalling and pitting. 
When subjected to the salts crystallization their presence can be important to material performance by 
two reasons: An interface between the crystal and the ceramic matrix which facilitates the penetration 
of salt solution and a preferred zone for crystal growth. Different strengths between adjacent materials 
create heterogeneity. The stresses generated by crystal growth in these two materials results into a 
failure, usually of the ceramic matrix. 
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 The minerals susceptible to swelling near the surface are also an important source of 
degradation. 

 The evolution of water absorption and apparent porosity were not favorable to the expected 
performance in the three materials. The salt spray cycles, produced an increase in water absorption 
and apparent porosity. 

 It was concluded by quantifying the mechanical properties, the existence of degradation at 
different scales between samples. In the two of the most important characteristics, water absorption 
and modulus of rupture, the ceramics with higher changes are the facing bricks. The strength showed 
a decrease of more than 20% and water absorption increased more than 40%. These observations 
allowed conclude that large pores have a minor role on the degradation, while a more severe damage 
may occur in the ceramics with a large amount of smaller pores.  
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Abstract: 
 The yeast strain isolated from freshwater from Arctic Archipelago of Svalbard was identified 
biochemically by API C 20 aux test, genetically by 18S rRNA and ITS sequencing as 
Rhodosporidium babjevae BD19. R. babjevae secreted into the culture medium lipase with the 
activity 67.7 U/ml after 144 hours of growth on Tween 80 as a sole of carbon source and 115.5 U/ml 
after 144 hours on inorganic ammonium sulphate as a sole nitrogen source. The molecular mass of 
purified lipase was 37.6 kDa and optimum esterasic activity was at pH 9.0 and 30 oC. The chain 
length specificity of the enzyme was determined using p-nitrophenyl fatty acids esters as substrates 
and the highest hydrolysis rate was with p-nitrophenyl caprylate. The R. babjevae BD19 lipase seems 
to have unique 1-position specificity when hydrolyzing triolein. 

 
Key Words:  Rhodosporidium babjevae, Arctic yeast, lipase, esterase  
 
Introduction 

Lipases are capable of catalyzing a large number of reactions with high regio- and 
enantioselectivity (Schmid and Verger, 1998). They catalyze not only hydrolysis, but also 
esterification, acylation or transesterification reactions (Reis, et al., 2009). For example, hydrolytic 
reactions of lipases showed potential applications in degrading oil and fats in wastewater generated by 
dairy industries, producers of edible oils and fat refineries (Mendes and Castro, 2005). Acylation of 
carbohydrates is used for production of non-ionic surfactants for food and pharmaceutical industries 
(Nakamura, 1997). Transesterification reactions catalyzed by lipases have a prominent significance in 
the oil industry for tailoring vegetable oils (Gupta, et al., 2003).  

The majority of lipases used for biotechnological purposes are isolated from bacteria and 
fungi (Schmid and Verger, 1998, Arpigny and Jaeger, 1999). Compared to other microorganisms, 
yeast enzymes are less used in commercial applications and only some species have been studied for 
potential industrial applications (Brizzini, 2006).  

Extreme environments can serve as a reservoir of microorganisms secreting enzymes with 
novel, useful properties. Recent investigations showed many important qualities of lipases secreted by 
psychrophilic microorganisms (Joseph, et al., 2008). While the Antarctic yeast Candida antarctica is 
the most extensively studied microorganism due to its lipase (Kirk and Christensen, 2002), Brizzio 
and collaborators (Brizzio, et al., 2007) isolated new basidiomycetous yeasts characterized by their 
cold-active enzymes from glacial and subglacial waters. Among other yeast strains, they found 
Rhodosporidium babjevae with lipolytic activity.  

Lipases isolated from different sources have a wide range of properties in terms of positional 
and substrate specificity, thermostability or pH optimum, and catalyze a number of reactions used for 
development of specific industrial applications such as organic synthesis, detergent additive or food 
processing. Thus, isolation of new strains secreting lipases which catalyze unique reactions will 
enable chemical industries to catalyze new compounds (drugs) or reduce the costs of existing 
technologies.  

Screening of 132 morphologically distinct bacteria and yeasts isolated from freshwater from 
Arctic Archipelago of Svalbard for lipase secretion resulted in the isolation of ten species having high 
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lipase activity (Krasowska, et al., 2007, Krasowska and Łukaszewicz, 2011). In previous works we 
have identified Pseudomonas fluorescens strain producing novel biosurfactants (Janek, et al., 2011) 
and characterized their properties (Janek, et al., 2012).  In this report we have identified a novel yeast 
strain Rhodosporidium babjevae BD19, optimized medium and growth conditions for secretion of 
extracellular lipase, partially purified the enzyme and characterized its specificity and activity.  
Materials and methods 
Isolation of yeast strain and culture conditions 

 The strain BD19 was isolated from freshwater from the Arctic Archipelago of Svalbard.   
 The strain was grown in 300 ml flasks containing 50 ml LB medium (5 g/l yeast extract, 10 

g/l bacto-tryptone, 10 g/l NaCl). Flasks were inoculated with 5 ml of overnight pre-culture and 
incubated for 24 h at 28 °C with agitation (180 rpm). 

 The effect of different oils as carbon sources on lipase production by BD19 strain was 
investigated on a mineral medium (Papaparaskevas, et al., 1992) supplemented with 2 g/l of tested 
carbon source  (glucose, Tween 80, rape, sunflower, flax or olive oil). For optimization of nitrogen 
source, BD19 strain was cultivated on the same mineral medium containing 20 g/l Tween 80 and 
supplemented with 10 g/l of tested substrate (yeast extract, bacto peptone, ammonium sulfate, urea or 
ammonium chloride). 
Identification of the yeast BD19 strain 

The pure culture of strain BD19 was identified by API C 20 aux test (BioMérieux, Marcy 
l’Etoile, France).  

Moreover, the 18S rRNA gene was sequenced to support the biochemical identification. 
Genomic DNA was extracted with UltraClean ™ Microbial DNA Isolation Kit (MoBio®) according 
to manufacturer’s instructions and 18S rRNA gene fragment was amplified with the primers: EucA 
5’-AACCTGGTTGATCCTGCCAGT-3' and EucB 5’ TGATCCTTCTGCAGGTTCACCTAC3'. The 
amplification conditions were as follows: 94 °C for 10 min., 30 cycles, 94 °C for 1 min., 59 °C for 1 
min., 72 °C for 2 min., and final synthesis at 72˚C for 5 min. ITS fragments were amplified with the 
primers: ITS1 5’ TCCGTAGGTGAACCTGCGG 3’and ITS4 5’ TCCTCCGCTTATTGATATGC 3’. 
The PCR conditions were as follows: 94 °C for 10 min., followed by 30 cycles, 94 °C for 1 min., 48 
°C for 1 min., 72 °C for 1 min., and final synthesis at 72 °C for 5 min. The PCR products were 
separated by agarose gel electrophoresis and purified for sequencing using a GeneMATRIX 
PCR/DNA Clean-up Purification kits (EURx, Gdansk, Poland). The sequences obtained were 
compared to rDNA sequences from the GeneBank (http://www.ncbi.nlm.nih.gov/BLAST/). ITS 
fragments obtained from GeneBank database were aligned with ClustalW 
(http://www.ebi.ac.uk/Tools/clustalw2/index.html) and the phylogenetic tree was computed with 
Jalview 2.4.0.b2 using the neighbor-joining method. 
Purification of lipase 

The R. babjevae BD19 was cultured with 20 g/l of Tween 80, which enabled phase separation 
(Albertsson, 1986). Cells were removed by centrifugation at 4000 g for 10 minutes. To 100 ml of 
supernatant 37.6 g ammonium sulphate was added (50% saturation at 20 °C). After 30 min of gentle 
agitation ensuring solubilization and equilibrium of the partition, phase separation was accomplished 
by centrifugation at 25 200 g for 20 minutes 4 °C. The upper phase was collected and dialyzed against 
distilled water overnight. Samples were withdrawn for lipase assay (Gupta, et al., 2002) and total 
protein determination (Bradford, 1976). 
Esterase assays 

 Lipase activity (Gupta, et al., 2002) was assayed spectrophotometrically with modifications 
using p-nitrophenyl palmitate (p-NPP) as substrate. Briefly, the reaction buffer contained Tris HCl 50 
mM pH=9.0, arabic gum 0,9 mg/ml and Triton X100 4 mg/ml. To 10 ml of the reaction buffer 1 ml of 
p-NPP solution (3 mg/ml) in isopropanol was added before the test and 230 μl aliquots were 
dispensed on a 96-well plate. Reaction was started by addition of 20 μl of enzyme solution. The 
reaction was conducted at 23 °C for 30 minutes, and the absorbance at 410 nm was measured every 5 
minutes. One unit was defined as the amount of the enzyme releasing 1 nmol of free p-nitrophenol per 
minute. 

 The chain length specificity of the enzyme was determined using p-nitrophenyl esters (Sigma) 
of acetate (C2), butyrate (C4), caproate (C6), caprylate (C8), decanoate (C10), laurate (C12), palmitate 
(C16) and stearate (C18) as substrates at pH 8.8 and at 23 °C. 
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Effect of pH and temperature on enzyme activity  
The impact of pH was determined by measuring lipase activity at 30 oC in 0.5 M Tris HCl 

buffer at pH ranging from 7 to 10. The optimal temperature of the enzyme was determined by 
measuring its activity in a temperatures range (25-50 oC) in 0.05 M Tris HCl buffer, pH 9.0. 
Positional specificity 

Positional specificity was determined by analyzing lipolytic products of triolein by thin layer 
chromatography (TLC) on silica gel 60 plate (Merck, Darmstadt, Germany). The total reaction 
mixture (1.5 ml) containing 33 l of 22.6 mM          
incubated with 33 l (10 units) of enzyme at 30 °C with shaking at 800 rpm. Aliquots of 200 μl were 
removed at 0, 2, 4 and 24 hours and the products were extracted with 0.5 ml of diethyl ether. The 
extracted samples were applied to the silica gel-60 TLC plates for product analysis. The plate was 
developed in a chamber with the solvent mixture chloroform/ acetone/acetic acid (95:4:1). The 
hydrolysis products were visualized using saturated iodine vapor and compared with standards (oleic 
acid, 1-oleylglycerol, 1,2-sn-dioleylglycerol, 1,3-dioleylglycerol and triolein) from Sigma-Aldrich Sp. 
z o.o., Poland. 
Results and Discussion 
Identification of Rhodosporidum babjevae BD19  

 Cells of the isolated strain were oval, yeast-shaped, redish and aerobic. The strain BD19 was 
arabinose-, xylose-, idonitol-, galactose-, sorbitol-, metyl-glucopyranoside-, sucrose-, and raffinose 
utilization-positive and xylitol-, inositol-, cellobiose-, lactose-, maltose-, trehalose-, and melesitose 
utilization-negative. These biochemical results were not sufficient for classification to the genus. 
Comparative sequence analysis of the 18S rDNA gene (968 bp) in the GeneBank database revealed 
that the strain BD19 had 99% homology to Rhodotorula glutinis, Rhodotorula graminis and 
Rhodosporidium babjevae. 

 Rhodotorula species are ubiquitous in human environment and have been isolated from 
different environments such as soil (Mok, et al., 1984), fruit juice (Tournas, et al., 2006) or sea water 
(Nagahama, et al., 2001, Loureiro, et al., 2005). In 1967 Banno first described Rhodosporidium 
toruloides as a telomorph in the life cycle of R. glutinis (Banno, 1967 ). Several following studies 
indicated phenotypic and genetic heterogeneity in Rhodotorula gender (Yamazaki and Komagata, 
1981, Hamamoto, 1987, Vancanneyt, 1992, Gadanho and Sampaio, 2002).  

 To further classify strain BD19 the Internal Transcribed Spacer (ITS) region of the rDNA 
from BD19 was PCR amplified, sequenced and compared with GeneBank database. The ITS regions 
are adequate to resolve the relationship between closely related genera (Libkind, et al., 2008). 
Neighbor-joining analysis of the data was carried out with the program Neighbor of the PHYLIP 
package.  
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Fig.1 Phylogenetic tree of R. glutinis, R. graminis, and R. babjevae obtained by neighbor-joining analysis of ITS 

region of rDNA. The GI number of sequence is placed before the species name 
The sequence obtained from BD19 strain (GeneBank JN003620) was placed together with 

sequences from microorganisms classified as R. babjevae (Fig. 1). The nucleotide sequence of ITS 
region from BD19 strain was identical to twelve other R. babjevae sequences included in the 
phylogenetic tree. 
The influence of carbon and nitrogen sources on lipase production  

 In general, extracellular lipase production by yeast depends greatly on the medium 
composition (Papaparaskevas, et al., 1992, Darvishi, 2009, Kim, et al., 2009). With R. babjevae BD19 
strain, the highest lipase activity (67.7 U/ml) was obtained after 144 hours of growth on Tween 80 as 
a sole of carbon source. The activity was 18, 45.5, 41 and 55% smaller when BD19 strain was grown 
on carbon sources such as olive, sunflower, rape and palm oils, respectively (Table 1). The lowest 
lipase activity was obtained using glucose as the sole carbon source (10.5 U/ml after 144 h 
incubation). In contrast to BD19 strain induced to lipase production by water-soluble emulsifier 
(Tween 80), Papaparaskevas and collaborators (Papaparaskevas, et al., 1992) found the highest 
activity of lipase secreted by R.  glutinis cultured on olive oil (29.3 U/ml). In addition, the activity 
dramatically decreased when other substrates such as palm oil (2.4 U/ml), sunflower oil (2.0 U/ml) or 
Tween 80 (1.8 U/ml) were used (Papaparaskevas, et al., 1992). In this respect R. babjevae BD19 
lipase production was much less influenced by different carbon sources such as esters of fatty acids. 

Table 1. Effect of carbon source on lipase secretion by R. babjevae BD19. The strain was grown in a medium 
with yeast extract as a nitrogen source and different carbon sources at neutral pH. The lipase activity in culture 

supernatants was measured after 72 and 144 hours of incubation at 30 °C ±SD, n=3. 
Carbon source Activity [U/ml] 

72 hours 144 hours 
Glucose 1.16 ± 0.24 10.5 ± 1.16 
Tween 80 47.69 ± 4.91 67.7 ± 16.9 
Olive oil 41.57 ± 10.12 55.7 ± 9.06 
Sunflower oil 43.96 ± 7.14 36.9 ± 9.74 
Rape oil 51.9 ± 3.78 39.9 ± 0.07 
Palm oil 17.79 ± 3.62 30.2 ± 4.51 

 The highest lipase yield (115,4 U/ml) produced by R. babjevae BD19 was obtained after 144 
hours of incubation at 30 oC on inorganic nitrogen source (ammonium sulphate as a sole nitrogen 
source). When the strain was grown 144 hours on yeast extract, bacto peptone, ammonium chloride or 
urea as nitrogen sources, lipase activities were 65, 32, 27 and 99%  lower,  respectively (Table 2). 
Lipase secreted by R. babjevae BD19 after 72 hours of incubation on yeast extract, bacto peptone, 
ammonium sulphate, ammonium chloride or urea as carbon sources was accordingly 29.4-, 22-, 31-, 
37- and 8-fold more active than lipase secreted by R. glutinis after 6 days of incubation 
(Papaparaskevas, et al., 1992). 

 Generally, microorganisms provide high yields of lipase when organic nitrogen sources are 
used, with the exception of R. glutinis which requires inorganic nitrogen source such as ammonium 
phosphate for high lipase production (Papaparaskevas, et al., 1992). 
Table 2. Effect of nitrogen source on lipase production. R. babjevae BD19. The strain was grown in cultivation 

medium with Tween 80 as carbon source and different nitrogen sources at neutral pH. The lipase activity in 
culture supernatants was measured after 72 and 144 hours of incubation at 30 °C ±SD, n=3. 
Nitrogen source Activity [U/ml] 

72 hours 144 hours 
Yeast extract 44.10 ± 2.77 40.73 ±4.71 
Bacto peptone 26.57 ± 0.85 37.1 ± 2.71 
Ammonium sulphate 37.66 ± 1.35 115.4 ± 5.44 
Ammonium chloride 37.23 ± 4.54 84.0 ± 2.57 
Urea 12.38 ± 4.75 1.3 ± 0.14 
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Purification of the enzyme 
 A two-phase-system purification procedure was used to characterize extracellular lipase from 

B19 strain.  This procedure increased the specific activity of lipase 3.84-fold with a yield of 88.38% 
(Table 3). The lipase secreted into the medium had a molecular mass of 37.6 kDa by SDS-PAGE. 

Table 3. Purification of the  R. babjevae. BD19 extracellular lipase. 

 Total activity 
[U] 

Total protein 
[mg] 

Specific 
activity [U/mg] 

Purification 
fold Yield [%] 

Culture filtrate 5575.46 4305.40 1.29 1.00 100.00 
Partitioning in two-
phase system 4927.36 991.79 4.97 3.84 88.38 

 
Effect of pH and temperature on enzyme activity 

 Lipases secreted by microorganisms mostly have optimum of activity in a weakly alkaline 
environment and at temperatures ranging from 30 to 40 oC (Choo, et al., 1998, Yu, et al., 2007). 
Lipase secreted by R. glutinis had optimum activity at 35 oC and pH 7.5 (Papaparaskevas, et al., 
1992). 

 The highest activity of lipase from R. babjevae BD19 was obtained with pH 9.0 at 30 oC; it 
decreased by 30% when pH was increased to 10.0 and by 70% when pH decreased to 7.0 (Fig.2). 

  
Fig. 2. Influence of pH on lipase activity. Data are given as means ±SD, n=3. 

 The optimum temperature for enzyme activity was 30 oC; it decreased with rising 
temperature, with 80% loss of original activity at 50 oC (Fig 3). Fungal lipases are generally active at 
40-50 oC (Hiol, et al., 2000). The optimum pH was higher and optimum of temperature was lower 
than that for lipase-producing R. glutinis (pH 8.0 at 35 oC) (Papaparaskevas, et al., 1992),  R. 
mucilaginosa (pH 7.0-8.0 at 40 oC) (Zimmer, et al., 2006) and. R. pilimanae (pH 4.0 and 7.0 at 45 oC) 
(Muderhwa, et al., 1986). 
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Fig 3. Influence of temperature on lipase activity. Data are given as means ±SD, n=3. 

 
Substrate specificity with p-nitrophenyl esters 

The substrate specificity of partially purified R. babjeviae BD19 lipase towards p-nitrophenyl 
esters with alkyl chain length ranging from C2 to C18 was determined (Fig. 4). The lipase showed the 
highest activity with the use of p-nitrophenyl caprylate ester (C8). Specific activity decreased gradually 
as the alkyl chain was shortened or lengthened. When p-nitrophenyl acetate (C2) was used as substrate 
no significant activity was measured.  

Grognux and collaborators (Grognux and Reymond, 2004) classified lipases according to 
their specificity as dependent on the chain length. They suggested classification into 3 groups: the 
short-chain (C4±C6), long-chain (C10±C16), and middle-chain (C8±C10) reactivity. According to 
such classification R. babjeviae BD19 lipase has the highest specificity towards middle chain fatty 
acid esters. Lipase of R. glutinis was very active with nitrophenyl butyrate (C4) and nitrophenyl 
laurate (C12) (Hatzinikolaou, et al., 1999); Rhodotorula minuta lipase had high activity towards p-
nitrophenyl butyrate (C4) in lecithin emulsion (Cinelli, et al., 2006). Lipases which utilized natural 
methylthioesters of volatile fatty acids (C3-C8) have considerable importance for flavor industry; thus, 
e. g. S-methyl butanetioate is an important constituent of dairy aromas (Rajendran, et al., 2009).  
 

 
Fig. 4. R. babjevae BD19 lipase substrate specificity. Activity towards different p-nitrophenyl esters was 

determined at 30 °C and pH=9.0. Data are given as means ±SD, n=3 
 

Positional specificity 
Marcae and Hammond (Macrae, 1985) systematized lipases according to their regio-

specificity. The first group of lipases is not specific and released fatty acids from all three positions. 
The second group released the fatty acids specifically from the outer 1 and 3 positions of 
acylglycerols. Microbial lipases show usually 1,3-positional specificity, releasing three products from 
triolein: 2-monoacylglycerol, 1,2- (or 2,3) – diacylglycerol and free fatty acid (Zimmer, et al., 2006, 
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Aloulou, et al., 2007). Lipases with specificity towards 2-position are very rare in nature. Only few 
lipases have 2-position specificity, such as lipase from Geotrichum sp. FO401B (Ota, et al., 2000), 
lipases from Geotrichum candidum ATCC 34614 (Sugihara, et al., 1994), or lipase  from Aspergillus 
niger NCIM 1207 (Mhetras, et al., 2009). 

Triolein was used as a substrate to investigate positional specificity of purified lipase. The 
separation of triolein hydrolysis products was performed by thin-layer chromatography (Fig. 5). The 
major product end product of the R. babjevae BD19 lipase was 1,2-diolein and prolonged incubation 
for 24 h strongly indicates that the enzyme has 1-position specificity. 

Lipase from R. babjevae BD19 seems to be unique in its positional specificity because it 
cleaved triolein only once in 1-position, releasing only two products: 1,2 (or -2,3)-diolein and free 
fatty acid. 

 
Fig. 5 Thin-layer chromatography of the hydrolysis products of triolein catalyzed by R. babjevae BD19 lipase. 
Lane 1: 0 h, Lane 2: 2h, Lane 3: 4 h, Lane 4: 24 h, Lane 5: oleic acid, Lane 6: 1-oleylglycerol, Lane 7: 1,2-sn-

dioleylglycerol, Lane 8: 1,3-dioleylglycerol, Lane 9: triolein. 
 

Conclusions 
 Biochemical and genetic characterization of the BD19 strain from Arctic fresh water led to its 
classification as R. babjevae. 
 The highest concentration of the  R. babjevae BD 19 extracellular lipase in the medium was 
obtained after 144 hours on Tween 80 as a sole of carbon source and after 144 hours on inorganic 
nitrogen source (ammonium sulphate as a sole nitrogen source). 
 The purified lipase had a molecular mass of 37.6 kDa. 
 The maximum activity of the lipase was obtained at pH 9.0 and at 30 oC. 
 The lipase had the highest hydrolytic activity towards 8-carbon alkyl chain substrate - p-
nitrophenyl caprylate. 
 The lipase is unique in comparison to other described enzymes since it hydrolyzed triolein to 
1,2-diolein and in this respect.  
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Abstract: 
 The article compares demographic processes taking place in traditional industrial European 
regions: Upper-Silesian and the Donetsk Basins, which are in their declining stage of development. 
During communism, a high population concentration was characteristic, currently, migration and 
population decline are leading to depopulation. Depopulation in the Upper-Silesian Basin is 
determined mainly by labour migration to the European Union (EU) and by sub-urbanization, 
whereas, in the Donetsk Basin, it is due to severe population decline intensified by migration. The 
main reasons are poor economies of the regions, connected with the collapse of numerous industrial 
facilities and the lack of alternative employment.  
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Introduction 

Political and economic transformations in Central and Eastern Europe have had a crucial 
influence on the demographic situation in this part of the European continent. According to the report 
entitled “The impact of European demographic trends on regional and urban development”, issued 
within the framework of the Hungarian Presidency of the Council of the European Union (EU) 
(2011), population decline is mostly typical for the new EU member states and the eastern part of 
Germany. A similar situation is characteristic in the countries of the former Soviet Union. According 
to the authors, the main cause of population decline lies in political and economic transformations 
taking place in this part of Europe. The economy restructuring connected with the process of its 
adjustment to the needs of the local as well as the global markets, forced the liquidation of obsolete 
facilities, which lead to the reduction of employment and to unemployment, which had been unknown 
in this part of Europe before 1989. The adaptation to new market conditions was exceptionally 
difficult in old industrial regions of mono-functional structure of production based on traditional 
branches of heavy industry. The process of restructuring in such regions, as proved by the experience 
of Western European countries, is extremely difficult and long-lasting  (Hamilton, 1984; Riley, Tkocz, 
1998). It is most frequently connected with a total or partial liquidation of the worked-out open cuts, 
technologically obsolete steelworks and processing plants connected with them. In their place, new 
industries are introduced and services are developed (Rachwal, 2011; Tkocz, 2006). These, however, 
are not able to compensate for the loss of jobs in traditional industries, hence, the vast unemployment 
and emigration of population. The Silesian Voivodeship constitutes an example of such a region in 
Poland, with the Upper-Silesian Basin in its central part, while in Ukraine, these are the Donetsk 
Oblast and the Luhansk Oblast, within which the Donetsk Basin is located. Both regions in the times 
of the communist economy were characterized by intense growth of industry, mining in particular, and 
mass inflow of workforce (Alforov, 2010, Runge, 2008, Sarzan, 2000, Tkocz, 2001). During the 
period of economy transformation in Poland, after 1989, and after gaining independence by Ukraine 
in 1991, in both regions the process of industry restructuring was initiated. It resulted in the 
liquidation of factories, which did not meet the new market requirements and which applied obsolete 
and environmentally unfriendly technologies and employed an excessive number of workers 
(Matykowski, Stryjakiewicz, 1992; Rechlowicz, Tkocz, 2011). These regions found themselves in the 
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final stage of their life (Steiner, 1985) and their further development relied on the introduction of new 
industries and innovative activities. Both regions rapidly faced the crisis phenomena of 
unemployment, an income decrease in households and a dramatic reduction in the standard of living 
(Deacom, 2000). The consequence of these phenomena is the migration of population, leading to a 
steady population decline and an alarming phenomenon of urban shrinking reflected in depopulation 
of centres, outflow of specialized staff and young people (Krzysztofik, et al., 2011; Mykhnenko, et al., 
2010). Even though the two regions were in the past characterized by similar development 
determinants, in new economic conditions their situations are diverse. This is connected with the fact 
that Poland has been a member of the European Union since 2004 and its economy had to be adjusted 
to EU requirements, especially in the limitation of coal mining.  The Ukrainian economy is not subject 
to these restrictions, but Ukraine endeavours to access the EU.           

The article aims at a comparison of demographic transformations which took place in the last 
twenty years in the area of the Silesian Voivodeship and the Donetsk and Luhansk Oblasts in Ukraine, 
that is in areas intensely developed with vast population inflow, which constituted industrial cores in 
both countries. An attempt to explain the causes of the observed phenomena was made, including 
local specifics, in particular. Moreover, contemporary demographic processes were analysed 
thoroughly and they, to a large extent, reflect the period of the second demographic transition 
previously observed in Western Europe, which is characterized by a change in the family model, 
postponed decisions to marry and a decline in reproduction. In order to compare the demographic 
transformations in various regions, traditional cartographic methods were applied as well as the 
Webb's typology (1963). 
Demographic Changes In The Researched Regions  

 Ever since the beginning of socio-economic changes in Central and Eastern Europe, i.e. from 
1988/89 to 2010/111 it may be stated that in most countries of this part of Europe, population was 
characterized by a downward trend (The impact 2011, fig.3, p.22). High intensity of the depopulation 
phenomenon is also typical for majority of former Soviet republics, including Belarus (-6,4%) and 
Ukraine (-10,7%) (fig.1) and is perceived as a consequence of transformations which took place 
following the collapse of communism (Fassmann, 1994). Poland was one of the few countries where 
population showed a minimal increase (0,8%). At the same time, the population of the Silesian 
Voivodeship declined by nearly 300 thousand people (from 4.9 million to 4.6 million - that is by 
6.1%), in the Donetsk Oblast by 900 thousand (from 5.3 million to 4.4 million - that is by  17.0 %), in 
the Luhansk Oblast by almost 600 thousand (from 2.9 million to 2.3 million - that is by 20.7%). The 
Silesian Voivodeship is the second area in Poland, following the Lodz Voivodeship, as far as the 
intensity of the depopulation phenomenon is concerned. In Ukraine, apart from the above mentioned 
oblasts, a high index of population decline is also present in the oblasts of  Chernihiv (-21.5%) Sumy 
(-17.9%), Kirovohrad (-17.1%), and Zhytomyr (-17.1%). Depopulation in the analysed regions in 
much more severe than in other regions of Poland and Ukraine.   
 An intensive population inflow to the Upper-Silesian and the Donetsk Basins during 
communist times was accompanied by the development of urbanization processes, therefore, the 
researched basins in Poland and Ukraine are characterized by a high index of urbanization.  
 The percentage of urban population in the Donetsk Oblast amounted to 90.5%, in Luhansk  
86,7%, and in the Silesian Voivodeship 78,0% (fig.2). Such high indexes result from the development 
of cities and urban agglomerations where industry constituted the economic basis. Apart from high 
urbanization and industrialization, these regions are distinguished by a high degree of population 
concentration.It is mostly visible in the case of the Donetsk and the Luhansk Oblasts, where over 75% 
of population live on 10% of the regions' areas, whereas in the case of the Silesian Voivodeship it is 
only half of its population. The high concentration of population in the area of the Donetsk Basin was 
influenced by various factors, the most important being:  

- prevailing significance of heavy industry, especially coal mining, in the economic structure of 
the Donetsk Basin, and thereby constant attractiveness of large industrial cities as places of 
residence,  

                                                           
1  Polish statistical offices publish data as of the last  day of the year (31 December) whereas Ukrainian offices - as of the 

first day of the year (1 January). Therefore, the article adopted double dates, for example, data for the year 2010/11 refers 
to population in Poland on 31 December 2010 and 1 January 2011 in Ukraine.  
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- a much stronger influence of political and economic transformations on the collectivized 
farming in the times of the Soviet Union and in effect, depopulation of villages and towns of 
the Donetsk Basin as areas with no perspectives from an economic development point of 
view, and also deterioration of living conditions for inhabitants of villages and towns 
(hampered access to trade and services, including medical services),  

- poverty preventing mobility, which is the reason why a large group of inhabitants are doomed 
to live in houses and apartments they received during the times of the Soviet Union, even in 
situation when there are no perspectives to find jobs in their home towns,  

- weaker suburbanization, in comparison to the Silesian Voivodeship, which is an effect of the 
lack of attractive locations for residence outside urban agglomerations. 

              The high concentration of population in the Silesian Voivodeship was influenced by strong 
industrialization of its central part, which lasted continuously since 1740, when the first coal mine was 
opened. A consequence of it was the development of large and medium-sized cities comprising the 
Katowice conurbation, the largest metropolitan type area in Poland.   
             Several factors had influence on the changes in population during the times of the economic 
transformation of both countries, that is from the beginning of the 1990s. Firstly, social and economic 
transformations, connected with the transition from the centralized model of the country and the 
command-and-quota economy to capitalism and, above all, de-industrialization. Participation of 
industry in the formation of Ukraine's national income in the period of 1991-2009 decreased from 
45.7% to 30.0% (Mykhnenko, 2010), in the Silesian Voivodeship from 37% to 29%. The impact of 
this factor was especially strong in urban centres dominated by large industrial plants. The largest 
population decline (by over one quarter) was observed in those cites where traditional branches of 
industry serving as the source of income for its inhabitants, were liquidated or significantly limited 
their employment. This refers to such centres as: Stakhanov, Kirovsk, Krasnyi Luch and Pervomaisk 
in the Luhansk Oblast and Shakhtarsk, Yenakiieve, Krasnyi Lyman,  Torez, Kostiantynivka and 
Snizhne in the Donetsk Oblast, where the decline amounted to 25-33%. These cities are located along 
the border between the two oblasts and create one of the largest depopulation areas in Ukraine (Gentil, 
Marcinczak, 2012). Apart from the above mentioned centres, it is co-formed by five land units in the 
Luhansk Oblast, i.e. the raions of Popasna, Perevalsk,   Kreminna, Antratsyt, and Sverdlovsk with 
equally high population decline (Mykhnenko, et al., 2010). 

The outlook is slightly different in the case of the Silesian Voivodeship, where the change of 
residency and urban centres depopulation were equally influenced by the restructuring of traditional 
branches of industry as well as migration connected with the return of population to their home towns 
and the economic migration, initially mainly to Great Britain and Ireland, but after access to the EU, 
also to other countries which progressively opened their job markets. Nevertheless, the top of the list 
are the cities where at least several large industrial plants were liquidated, mainly coal mines and old 
steelworks, i.e. Katowice, Chorzow, Ruda Slaska, Piekary Slaskie and Bytom.  Population decline is 
approximately half, in comparison to Ukraine and amounts to about 15-17%. 

On the other hand, there are centres where industry restructuring happened only on a small 
scale and until present, a majority of industrial plants operating in the socialist times are still open; 
they are not public property any longer though, they have been privatized. A flagship example of such 
cities are large centres of metallurgy and steel working, such as Alchevsk (-10.0 %) in the Luhansk 
Oblast, Mariupol (-9.7 %) in the Donetsk Oblast and Dabrowa Gornicza (-6.7 %) in the Silesian 
Voivodeship, where the largest steelworks in Poland, constructed in the 1970s, was sold to a world 
leader in steel production - Lakshmi Mittal (presently Arcelor Mittal). 
 A relatively low population decline characterizes regional and sub-regional centres, such as 
Bielsko-Biala (-1.9 %) or Luhansk (-12.5 %). 

Another type of cities consists of centres where the liquidation of traditional branches of 
industry was accompanied by the establishment of modern technology plants, which was conductive 
for the reduction of population outflow. Gliwice (-8.5 %), in the Silesian Voivodeship, constitutes the 
best example of such a centre, where the liquidation of a mine and an ironworks coincided with the 
opening of a General Motors factory located within the Katowice Special Economic Zone. 
Unfortunately, there is a lack of such examples in the Donetsk Basin, due to numerous barriers and 
continued vast risk for foreign investors who would want to locate new factories in Ukraine, but also 
with delay in implementing economy boost solutions, such as economic zones or preferential 
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treatment for investors. The economic situation connected with  the high indebtedness of the country 
is also an unfavourable factor, mainly for the International Monetary Fund (IMF) and Russian 
Gazprom, which delivers gas to Ukraine.  
Characteristics Of Demographic Transformations In 2010 

The information presented above lead to a conclusion that considerable depopulation, resulting 
from various reasons, is present in all researched regions. To find out the reasons, the classic method 
of J.W. Webb (1963) was applied. Tab.1 presents  demographic changes in 2010, with the division not 
only on downstream administrative units, but also the types of these units. Municipal units have been 
identified - in the case of Poland, these are township districts, and in the case of Ukraine - mis'krady, 
and land units - respectively - country districts and raions. The feature that diversifies the researched 
areas the most is undoubtedly natural migration of population. In respect to it, the the most 
advantageous is the situation in the Silesian Voivodeship, where natural population increase was 
observed in a large part of the administrative units, whereas in the Donetsk and the Luhansk Oblasts, 
all the researched administrative units experienced natural population decline. The dominance of 
depopulation types E and F clearly points this out. According to Mykhnenko (2010), the birth rate in 
2002 decreased to one of the lowest in the world, amounting to 0.9 live births per 1000 women. In 
both oblasts, natural decline is additionally deepened by migration losses (F). The situation in the 
Silesian Voivodeship is different; here, the largest group of units is characterized by the predominance 
of migration outflow over the natural decline (G). The presence of areas with migration inflow and 
population growth is favourable (B,C). In contrast to the Ukrainian oblasts, all types distinguished by 
Webb (tab.1) are represented in the Silesian Voivodeship, which indicates that demographic processes 
are more diversified in this region, in comparison to Ukraine.  

Table 1 Demographic transformations in the analysed area in 2010, according to Webb's types 
Type of 

transformation 
The Silesian Voivodeship The Donetsk Oblast* The Luhansk Oblast 
No of units Population 

[thousands] 
No of units Population 

[thousands] 
No of units Population 

[thousands] 
A 1 141,4 0 - 0 - 
B 4 395,3 0 - 0 - 
C 8 989,3 0 - 0 - 
D 2 244,9 0 - 0 - 
E 2 222,4 18 1 337,6 12 605,6 
F 2 330,3 24 3 013,4 19 1 637,4 
G 11 1 591,7 2 35,6 1 48,3 
H 6 720,6 0 - 0 - 

Total 36 4 635,9 44 4 386,6 32 2 291,3 
* - excluding Krasnyi Lyman and the Krasnolymanskyi raion 

Source: own study based on Central Statistical Office 2012, Central Statistical Office of Donetsk Oblast 2012, 
Central Statistical Office of Luhansk Oblast 2012 

 
Spatial differentiation of the birth rate index in 2010 was presented in figure 3. The first point to 

mention is that the general value of the birth rate for the Silesian Voivodeship equalled 10.3 of live 
births per one thousand inhabitants, while in the case of the Donetsk and the Luhansk Oblasts, it was 
9,3‰ and 9,1‰ respectively.  

Similarly to the change in population in the period of 1988/89 – 2010/11, the differentiation of 
the birth rate also shows spatial regularity, especially in the Silesian Voivodeship. The lowest, 
disadvantageous values were observed in districts located in the northern part of the region, whereas 
the highest values of birth rate were in the southern part. In the Donetsk and the Luhansk Oblasts, a 
high concentration of low values of the birth rate may be observed in the southern part of the border 
areas in both oblasts.  

 A big problem for traditional mining regions in Central and Eastern Europe is a high number of 
deaths and shorter average lifespan, in comparison to other regions. It is especially apparent in the 
Donetsk Basin, where factors such as high pollution of natural environment by obsolete industrial 
plants, insufficient medical services or social problems, mainly alcoholism, are superimposed  (Flaga, 
2006). 

Table 2 presents the number of administrative units in specific value groups for death index, 
calculated as the number of deaths per one thousand inhabitants. A big discrepancy between the 
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situation in the Silesian Voivodeship and the Donetsk and the Luhansk Oblasts is noticeable, making 
it basically impossible to compare the phenomenon applying one scale of values in the arrangement of 
all analysed regions.   

Table 2 The value of the death indicator in the analysed regions in 2010 

Region 
The value of the death indicator [number of deaths / 1000 inhabitants] in the 

lower level units [number of units] 
<10 10-11 11-12 12-13 13-14 14-15 15-20 >20 

The Silesian Voivodeship 19 5 7 5 0 0 0 0 
The Donetsk Oblast 0 0 1 1 0 2 34 6 
The Luhansk Oblast 0 0 0 0 1 1 25 5 
Total 19 5 8 6 1 3 59 11 
Source: own study based on Central Statistical Office 2012, Central Statistical Office of Donetsk Oblast 2012, 

Central Statistical Office of Luhansk Oblast 2012. 
 

In eleven units, the number of deaths exceeds 20‰, which is rare in Europe. This refers only 
to the Donetsk Basin, and mainly to areas with a low level of urbanization.  
A difficult position of the Ukrainian society, resulting from a profound and long-lasting economic 
crisis, is reflected in certain behaviour, which might lead to an increase in death rate. Lack of 
employment and, as a consequence, lack of means of support lead to suicide attempts. In the 
beginning of 1990, the suicide rate was 20.6 per 100 thousand inhabitants, reaching its highest level in 
1996 with the value of 29.9. In the following period of 5 years (until 2000), the value of this index 
remained high. In 2010, it was 19.9, in the Donetsk Oblast - 22.8, and in the Luhansk Oblast - 25.8. 
Such high suicide rates are unheard of in Poland (16,9 in 2009) or other countries of the EU. Another 
alarming phenomenon, which comes as a consequence of not being able to cope with difficulties, is 
alcohol abuse. The dimension of it is reflected in the number of road accidents caused by 
drunkenness. In the beginning of 1990, this index was 10.4 per 100 thousand inhabitants, reaching its 
peak in the periods of  1995-1997 and 2002-2005, when it oscillated at the level of 19-22 deaths per 
100 thousand. In 2010, it amounted to 9.8 in Ukraine, 12.9 in the Donetsk Oblast and 13.7 in the 
Luhansk Oblast (Rettinger, 2011, p.57). 

The Webb's typology (tab.1) shows that migrations have a lesser influence on the shaping of 
demographic changes in the researched regions. Only in the case of the Silesian Voivodeship the 
dependence between the type of administrative unit and the migration balance is clearly visible. In 
2010, all township districts observed negative migration balance values (from -0,6 in Chorzow to -8,7 
in Jastrzebie Zdroj), while in country districts, it was only in Zawiercie (-0,1). All other country 
districts had positive migration balances (up to +6,3 in the Bielsko-Biala district). The Donetsk and 
the Luhansk Oblasts do not reveal such a dependence.  

Nevertheless, the analysis of spacial differentiation of the migration balance index in 2010  
allows an attempt to create an outline of potential migration trends, which, to a large extent, occur 
concurrently with sub-urbanization. It is mostly visible in large cities (or conurbations) neighbouring 
rural areas (fig.4) 

This phenomenon is less apparent in the Donetsk Basin, but even here, areas where large cities 
with negative migration balance neighbour rural areas of positive balance were observed in 2010 
(fig.4).  

In this respect, the reverse phenomenon is noteworthy. In several cases in the Donetsk Oblast, 
cities with positive migration balance are adjacent to rural areas with negative balance. It is hard to 
draw simple conclusions with relation to it due to the fact that migrations happened at larger 
distances, including inter-regional and international ones.  
Conclusions  
 Traditional industrial regions in Poland and Ukraine, whose genesis is connected with coal 
mining and the related intense development of other industry branches, especially of low level 
processing industries, are presently in their decadent stage of development. In the past, they were 
characterized by an excessive concentration of population, particularly in cities, which is still 
sustained, hence the contemporary population decline may be treated as positive for the regions The 
main reason for depopulation is emigration and natural outflow. The first factor determines the 
process of population decline in the Upper-Silesian Basin, whereas the second one in the Donetsk 
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Basin. Heavy population outflow in the Upper-Silesian Basin is linked to employment perspectives 
beyond Polish borders, due to its membership in the EU since 2004 and the intensifying sub-
urbanization process, reflected by migration and population growth in the southern part of the Silesian 
Voivodeship. Population decline in the Donetsk and the Luhansk Oblasts is considerably higher and 
more alarming due to the fact that it is determined by a deep natural outflow intensified by migration. 
The main reason is the  poor economic state of regions connected with the collapse of many industrial 
plants and also the lack of alternative work places. Still, the continuity and stability in the functioning 
of industrial plants representing traditional branches of industry has a positive impact on the 
demographic state, keeping the population of some centres at a relatively constant level. In 
conclusion, it may be added that demographic processes observed in highly industrialized regions, to 
a large extent reflect the processes observed previously in highly industrialized European countries.  
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Fig. 1 Population changes in the examined regions in the period of 1988/89 – 2010/11 (own study). 
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Fig. 2  The spatial diversification of the urbanization factor in 2010/11 
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Fig. 3  The spatial diversification of the birth indicator in 2010 (own study). 
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Fig. 4. Spatial diversification of the migration balance indicator in 2010 (own study). 
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Abstract: 
The synthesis of stratigraphic and structural data of Constantinois limestone massifs has 

allowed the refining of the southern Tellian series at nummulites stratigraphy and proposing a 
structural model.  
The most significant sites and less disturbed by tectonics, are the Taxas syncline and southern flank of 
Guerioun massif, exactly at the Djebel Ras Rihane. 
Also, at the level of Taxas syncline, and surmounting the hard ground which ended the Aptian neritic 
limestone, the marly levels had provided Cenomanian microfauna: Favusella washitensis, Rotalipora 
appenninica, R. cushmani, R. brotzeni, Hedbergella sp., and Praeglobotruncana stephani. 
On the southern reverse of Djebel Ras Rihane, at the level of Chaabet Ras Chiboub notch, we can 
observe, on the hard ground that terminates the Aptian nerititic limestones, a clayey Cenomonian over 
one hundred meters of thickness. 
The samples from these clays have provided many Hedbergella, Rotalipora brotzeni, R. cushmani, 
R. globotruncanoides and Praeglobotruncana gr. Stephani. 
The top of these clays has provided Coniacian foraminifera and revamped Cenomanian rotalipora. 
The study of the stratigraphic series of southern neritic massifs allowed the refining of our 
predecessor’s results. 
Also the yellow marls stratigraphically surmounting the terminal Aptian- basal Albian through a hard 
ground, represents the Cenomanian-Turonian.  
Microscopic analysis of samples from this hard ground highlights sedimentological phenomena that 
attest the emersion of Constantinois platform during the terminal Aptian- basal Albian. 
In the Constantinois limestone massifs, ‘’the southern Tellian units at nummulites ‘’ represent the 
normal marly cover of neritic limestones. 

 
Key Words: Constantinois limestone massifs, Albo-Aptian, southern Tellian units, eastern Algeria 
 
Introduction 
 The southern units at nummulites are located in the external zones of the Eastern Algeria 
Alpine Belt (Fig.1: A & B). 
 Located only in the southern confines of the Constantionois neritic mole, the stratigraphy of 
these units contains the Senonian and Eocene formations rich with nummulites and represents Eocene 
coverage of the Peni-Tellian series, thrusted on the Constantinois neritic platform Vila (1980).  

The objectives of this paper are: the study of the stratigraphic Tellian series at nummulites and 
to establish structural relationships with their substratum. 
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Stratigraphic study 
Cross section of Taxas syncline 

Over the hard ground, and when conditions of outcrops allow it, we can observe (Fig. 2): 
 - Gray marls alternating with some levels of micritic limestones. The samples have delivered 
Cenomanian microfauna with: Favusella washitensis, Rotalipora appenninica, R. cushmani, 
R. brotzeni, Hedbergella sp., and Praeglobotruncana stephani. 
 - These marls are overlain by marly-limestones and marls which have delivered rich Santonian 
microfauna with: Globotruncana linneiana, G. sigali, and G. fornicata. 
At the base of these marls, in the Santonian microfauna there are revamped Cenomanien Rotalipora. 
 - Gray marls, often yellowish by alteration, the samples have delivered Campanian microfauna 
with: Globotruncana linneiana, G. fornicata, G. elevata and G. stuatiformis. 
 - Bar of bedded marly-limestones,very rich in inoceramids reported by Voûte (1967)  to the 
Campanian 
 - Black marls, the base still Campanian, but the top reaches the Maastrichtian with 
Globotruncana stuati and G. contusa. 

A :Location of the study area in the frame of the Alpine belt  
1-Socle Kabyle , 2-Dorsale Kabyle, 3-Flysch domain,  4-External zones, 5-Limit of Alpine belt      
B : Location of Southern tellian series at Nummilites 1-Carbonate platform, 2- Southern tellian series at 
Nummilites, 3-Fault,4-Cross sections :   
a---a :Cross section of Taxas syncline 
b---b:Cross section of the southern reverse of Dj.Ras Rihane                                                                          
c---c :Cross section of the valley between Dj.Tolba and Dj. Guelaat Ouled Hadj 
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- Marly-limestones, well bedded, forming a marked bar by topography. This bar is very rich in 
inoceramids; it was reported by Voûte (1967) to the Maastrichtian. 

- Black Maastrichtian marls at the base and Paleocene at the top, the pelagic microfauna is 
quite rare, but benthic foraminifera are abundant. 

- Limestones and marly-limestone beds 0,2 to 0,5 m, light in patina, black on the break. The 
flint nodules are common especially in the lower part. These limestones are rich in nummulites (Late 
Ypresian). 
 - A thick series of marls with intercalations of lumachellic oyster beds. The samples have 
delivered rich Lutetian microfauna. Vila (1980) quotes: Globigerina soldadoensis, G. linaperta, 
G. yeguaensis, Globorotalia boweri, G. topilensis. 

 
Fig. 2: Lithostratigraphic column of Taxas syncline 

 
Cross section of the southern reverse of Dj.Ras Rihane: 

On the southern reverse of Djebel Ras Rihane, at the level of Chaabet Ras Chiboub notch, we 
can observe, on the hard ground that terminates the Aptian nerititic limestones (Fig. 3): 
 -A clayey Cenomonian over one hundred meters of thickness, the samples from these clays 
have provided many Hedbergella, Rotalipora brotzeni, R. cushmani, R. globotruncanoides and 
Praeglobotruncana gr. Stephani; the terminal Cenomanian at Rotalipora reicheli is missing. 
 - The top of these clays has provided Coniacian foraminifera and revamped Cenomanian 
Rotalipora. 
 - One hundred meters of yellowish beige marls alternating with decimtric marly- limestone 
beds which have provided Coniacian microfauna at the base and the Santonian at the top. 
 -Above, come marls topped by a marly-limestone bar and marls again containing Campanian 
microfauna. 
 - Marls and marly limestone bar topped by black Maastrichtian marls. 
 -Black Paleocene marls. 
 -Phosphatic limestones at nummulites with flint, indicating the Ypresian. 
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Fig.3: Lithostratigraphic column of Dj.Ras Rihane southern flank 

The valley between Djebel Tolba and Djebel Guelaat Ouled Hadj 
Over the gray lighten limestones at Miliolids of the Terminal Aptian which are ended by a 

hard ground (Fig. 4), we observe a nodular micritic limestone at algae and Calcisphaerulidae 
 This hard ground is surmounted by micritic limestones with conglomeratic appearance and 
marls where urchins were recognized, gender of Hemiaster batnensis. 
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Fig.4: Geologic cross-section revealing the existence of neritic lower Cenomanien 

 
 - Above, ten meters of phosphatic limestones at Ammonites intercalating with conglomeratic 
levels and ending with a hard ground. 
 - Yellow marls finishing this series, the microfauna from these marls indicate the upper-
middle Cenomanian. 
 To our knowledge this valley is the only place in the southern neritic massifs where 
Ammonites indicating the Cenomanian were collected.  
 These Ammonites were dated by C.Meister   (Natural History Museum of Geneva). It is 
Mantelliceras saxbii.  Sharpe (1856). 
 For Reymont Richard & Bengston (1986), it is the lower Cenomanian of the zone at Mantelli. 
 For Kennedy, Juignet & Wright (1986), it is the lower Cenomanian and more precisely it is 
the middle part of the lower Cenomanian.  
 In the same place, Bär (1957) noted the presence of pyritic indeterminable Ammonites and 
urchins including Hemiaster batnensis Coquand, well known in the Aurès Cenomanian.  
The hard ground on the top of the lower Cretaceous 

When conditions of outcrops allow it, we can observe this hard ground in all massifs of 
Constantinois Mountains (photo 1).  
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Photo 1: Macroscopic appearance of the hard ground on the top of Apto-Albian limestones. 

A. Hard ground ,    B. Apto-Albian limestones,   C. Yellow Cenomanian marls 
a and b: Microscopic appearance of the hard ground on the top of Apto-Albian limestones. 

Black arrows : Geopetal Figures,  Blue arrow : Dissolution 
 

 Microscopic observation of thin sections from samples of this hard ground shows many small 
cavities partially or completely filled by internal sediment (a & b). This internal sediment consists of 
micrite and microcrystals of pyrite. These small cavities came from the dissolution of shells and shell 
debris of rudists when they are in a sedimentary environment where aragonite is unstable (ex: vadose 
zone). A cavity takes birth and can be filled with micrite. Residual vacuum is filled with calcite in 
mosaic; these diagenetic phenomena are interpreted as emersion marks. 
 This hard ground, where are localized dissolutions, of sedimentary origin is indisputable and 
cannot be mechanical as claimed by Vila (1980). It reflects an emersion of the neritic mole at that time 
Chadi (1991). 
Conclusion 

The study of the stratigraphic series of southern neritic massifs has allowed the refining of our 
predecessor’s results. Yellow marls stratigraphically overlaying on the terminal Aptian-basal Albian 
through a hard ground, representing the middle Cretaceous. The presence of Ammonites remove all 
ambiguity about the age of these marls, dated Cenomanian-Turonian by Bär (1957) and which Vila 
(1980) reports to the ‘’Miocene revamping the Cenomanian’’. 

Microscopic analysis of samples from the hard ground surface has highlited sedimentological 
phenomena of the emersion of the Constantinois platform during the terminal Aptian-basal Albian. 
The lower Cenomanian, conglomeratic and discordant, exists only in the Valley between Djebel Tolba 
and Djebel Guelaat Ouled el Hadj. 
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 The Senonian shows lacuna in its base, also at the Taxas syncline, the Coniacian that 
surmounts the middle Cretaceous whereas it is the Santonian in the southern reverse of Djebel 
Guerioun. 
 These variations in thickness and these lacunas may be the result of socle structure legacy 
during the tectonic events that began at the Albian and which continued during the late Cretaceous. 
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Abstract: 

Integrated pedological and geochemical study of the Quaternary Loess-Paleosols sediments of 
the Kashmir Valley was carried out in order to reconstruct their chemical weathering, 
paleoclimatological conditions and source. Pedological and micromorphic features of these paleosols 
indicate that these are weak to moderately developed. It also indicates that both loess deposition and 
pedogenic processes were taking place simultaneously during either phase of the loess/soil formation. 
These sediments are generally enriched with Fe2O3, MgO, MnO, TiO2, Y, Ni, Cu, Zn, Th, Sc, V and 
Co while contents of SiO2, K2O, Na2O, P2O5, Sr, Nb and Hf are lower than the UCC. Al2O3 is slightly 
higher than the UCC. However, CaO and U show large variations. Rb is generally similar to UCC 
whereas Ba is slightly lower than the UCC. Chondrite normalized REE patterns are characterized by 
moderate enrichment of LREEs, relatively flat HREE pattern (GdCN/YbCN = 1.93 to 2.30) and lack of 
prominent negative Eu anomaly (Eu/Eu* = 0.73 to 1.01, average = 0.81). The weathering indices 
suggest that these sediments are experiencing weak to moderate degree of weathering and not 
subjected to potash metasomatism. On the basis of these proxies it is inferred that the climate of 
Kashmir Valley for the recent past fluctuated between cold arid to warm semi-arid.  

 
Key Words: Loess, Paleosols, weathering, Karewas, Kashmir 
 
Introduction  

Pleistocene loess deposits in the Kashmir Valley of the North Western Himalaya are the 
thickest and most extensive in Indian subcontinent. These loess deposits represent an important 
archive of terrestrial paleoenvironmental changes. Stratigraphically, the loess-paleosol sequence of 
the Kashmir Valley fall into two broad types: a thick sequence and a thin sequence. A thick sequence 
is about 21m thick and lie toward the southwest of the Kashmir Valley along the Pir-Panjal flank. 
This sequence consists of ten paleosols and three loess horizons (Ahmad, 2012). The thin sequence 
lies toward the northeastern part of the Kashmir Valley and contains four paleosols. This sequence is 
equivalent to the top part of the thicker sequence (Ahmad, 2012). Singhvi et al. (1987) proposed that 
the Kashmir loess sequence extended back to the 350ka B.P. However, Gupta et al. (1991) proposed 
much shorter framework and concluded that the base of the loess sequence is approximately 200ka 
B.P. In this paper we present the pedostratigraphy as well as pedological and geochemical 
characterization of the Kashmir Loess-Paleosol sequence. An attempt has also been made for 
paleoclimatic reconstruction. 
Geological setting 

Kashmir valley has the morphological characteristics of an intermountain basin and is located 
on a nearly horizontal Nappe sheet (Wadia, 1976). The valley is flanked by the Himalayas to the 
northeast and Pir-Panjal Range (Panjal Thrust) in the southwest. These mountainous ranges comprise 
metamorphosed Paleozoic and Mesozoic marine sediments and effusive rocks (Farooqi and Desai, 
1974). The valley preserves the record of past 4 M.Y in which the sedimentation is controlled by the 
tectonic events. The valley possesses almost complete stratigraphic record of rocks of all ages ranging 
from Archean to Recent (Fig.1).  
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Fig.1. Geological map of Kashmir Himalaya (modified after Thakur and Rawat, 1992). 

 
The Panjal Volcanic series and the Triassic limestone form the main geological formations 

and are underlain by the Archean metasedimentaries of Salkhala Formation (Fig.1). The Panjal 
Volcanic series of Permo-Carboniferous age is divisible in to two well marked horizons, the lower 
agglomeratic slate and the upper Panjal lava flows (Bhatt and Zainuddin, 1979). These oldest rocks 
are found around the northwestern extremity of the Kashmir valley and portions of the Pir-Panjal 
range. Exposures of Triassic rocks comprise alternate thick dark grey limestone and shally-arenaceous 
impure limestone. The other rocks of lesser distribution include Dogra Slates, Cambro-Silurian, 
Zewan Formation and Muth-Quartzites. The Precambrian to Mesozoic basement rocks in turn are 
overlain by Plio-Pleistocene sediments constituting the Karewa Group, which in turn capped by the 
loess sediments of Dilpur Formation.  
Lithostratigraphy of Kashmir Loess-Paleosols 

Three representative loess-paleosol containing sections have been selected for detailed study 
(Fig.2). On the basis of detailed field observations, four loess horizons with seven embedded paleosol 
profiles have been identified at Dilpur Village section. Karapur Village section contains ten paleosol 
profiles and three loess horizons. However, at Burzahom Village section four paleosol profiles have 
been found. Key macromorphological features of these sediments are illustrated in Fig.3. The paleosol 
profiles show low organic matter contents and weak to moderately developed illuvial clay 
pedofeatures, which suggests subtle climatic changes that affect relative rates of material supply and 
weathering rates. This further suggests that these paleosol profiles are formed when both loess 
deposition and pedogenic processes were taking place simultaneously during both stadial to 
interstadial phases, representing cold arid to warm semi-arid climate. Therefore, it is inferred that 
these paleosol profiles do not each represent a complete interglacial period (Gardner, 1989). The 
paleosol profiles DS3, KS4 and BS4 are relatively well developed and record maximum thickness, 
which represent warm semi-arid climate. The parent loess horizons are mostly absent at the base of 
these paleosol profiles (Fig.3). This indicates relative stable land surface conditions when the 
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pedogenic processes become more dominant and the parent loessic material transformed into illuvial 
(‘Bt’) horizon (Yakimenko et al. 2004). The lithological characteristics such as organic activities, 
illuvial pedofeatures and granularity of soil are relatively weakly developed at Dilpur village section 
as compared to Karapur and Burzahom village sections. However, the different types of calcretes such 
as CaCO3 coating, infilling, platy concretions and nodules are relatively well developed at Dilpur 
Village section than Karapur Village section. Lithological characters reveal that the Dilpur Village 
section experienced relatively arid climatic conditions as compared to the Karapur and Burzahom 
Village sections. The Dilpur Village section is lower in altitude than Karapur and Burzahom  
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Fig.2. Lithostratigraphic correlation of Kashmir 
Loess-Paleosol sediments at Dilpur, Karapur and 
Burzahom Village sections. 
 

Fig.3. Photograph showing (a) clay coating (black arrows) and 
calcareous nodules (red arrows) in paleosol profile DS5, (b) 
granular structures and root traces coated with CaCO3 in paleosol 
profile DS7, (c) root traces coated with CaCO3 in paleosol profile 
DS3, (d) clay coating (red arrow) and nodules of CaCO3 (black 
arrow) in paleosol profile KS9, (e) root traces coated with CaCO3 
(arrow) in paleosol profile KS4, (f) burrows (red arrow) and root 
traces (black arrows) in paleosol profile KS7, (g) platy concretions 
in BS2 paleosol profile, (h) clay coating (red arrows) and platy 
concretion of CaCO3 (blue arrow) in BS3 paleosol profile. 
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Village sections and hence has high potential for evapo-transpiration. Hence, it experiences 
relatively dry climatic conditions than the Karapur and Burzahom Village sections. Therefore, the 
soil-water balance of these locations differs which affects the rate of pedogenesis (Bronger et al. 
1987). This suggests that the local geographical conditions also played vital role in the pedogenic 
modification of these sediments (Bronger et al. 1987). Overall these loess-paleosol sediments show 
similar type of lithological characteristics although there is difference in degree of maturity of soil at 
different sections. 
Micromorphology 

The micromorphological study of three loess-paleosol containing sections of Kashmir Valley 
has been carried out to determine the pedogenic processes and climatic conditions prevailing during 
their development. Key micromorphological features of these loess and paleosols sediments are 
illustrated in Fig.4. The description refers to the most representative and typical micromorphological 
features of the about 150 thin sections. Presented here in detail are only the most typical pedofeatures 
with clear environmental implications. Among a large variety of microstructures, massive or apedal 
microstructures, channel microstructures, peds microstructures, spongy structure, textural 
pedofeatures, calcitic pedofeatures, basic mineral components and organic matter are the most 
common in the studied loess-paleosols sediments.  

 
 
 
 
 
 
 
 

 
 
 
 

Fig.4. Photomicrographs from Kashmir Loess-Paleosols at Dilpur, Karapur and Burzahom Village sections 
illustrating some key micromorphological features of the Kashmir Loess-Paleosols sediments. (a-b) massive 
structures with CaCO3 nodules (CN) in D-L1 and K-L1 loess horizons respectively, (c) massive structures with 
disseminated organic matter and fine root traces (RT) in K-S2 horizon, (d) massive structures with thin clay 
coating around the skeleton grains (dotted arrow), feldspar (Fel) and partially altered biotite (Bi) in paleosol 
profile K-S10, (e) peds (dotted arrows) and limpid yellow brown clay coating along the channels (solid arrow) in 
paleosol profile D-S5, (f) fluid conducting channels coated with CaCO3 in paleosol profile B-S1, (g) ferruginized 
plant remains (solid arrow) and CaCO3 infillings (dotted arrow) in paleosol profile K-S5, (h) channels showing 
thick ferruginous clay coatings in paleosol profile D-S3, (i) rounded channels with alternate layers of thick limpid 
yellow clays in paleosol profile D-S3, (j) platy pedal microstructures in paleosol profile K-S5, (k) spongy 
microstructures in paleosol profile D-S2, and (l) spongy microstructures with Fe/Mn oxides in D-L3 loess 
horizon. 
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Massive microstructures are generally observed in loess (Fig.4a,b) and weakly altered ‘Bw’ 
horizons of the sequences (Fig.4c,d), showing homogeneity and small porosity in the groundmass. 
Thin clay coating is also observed around the skeleton grains in ‘Bw’ horizons (Fig.4d), with finely 
disseminated organic matter assimilated with the groundmass (Fig.4c). The paleosols possessing these 
structures imply their subjection to only weak soil forming processes. However, channels mainly 
result from root growth (Zarate et al. 2000) and by the fluid migration within the profile (Fig.4e,f). 
These channels sometimes contain ferruginized plants remains with coatings, hypocoatings and 
infilling of secondary CaCO3 (Fig.4g). This type of microstructure is generally found in weakly 
developed paleosol profiles (Li et al. 1992). In contrast, channels in the moderately developed 
paleosols profile are relatively large and more abundant (Fig.4h,i). All the paleosols show weak to 
moderate pedality along with large channel and platy peds microstructures (Fig.4e,j). These peds are 
formed by shrink-swell activities due to fluctuations in water saturation because of seasonal wetting 
and drying conditions (Kemp and Zarate, 2000).  Spongy microstructure mainly results from strong 
biological activity. This is observed in the surface horizons of paleosol profiles DS2 and KS3 and 
loess horizon DL3 (Fig.4k,l). It is typically associated with surface (A) horizons of soils, so the 
presence of spongy microstructures in the lowermost ‘C’ horizons (Fig.4l) of the profile supports the 
accretionary nature whereby the loess was modified by bioturbation (and probably leaching) 
processes as it accumulated (Kemp et al. 2003). Rates of loess deposition eventually diminished to 
such an extent that a stable land surface was established and pedogenic processes became more 
dominant (Kemp et al. 2003). The soils with spongy microstructures can be regarded as weakly 
developed steppe soils in semi-arid environment (Zhengtang et al. 1996). Thick microlaminated clay 
coatings along large channel voids and thin clay coatings along planar voids or channel walls are 
common (Fig.4e). The secondary CaCO3 nodules show clear boundaries to the groundmass (Fig.4b). 
The depth distribution of these features provides the basis for the modification of the horizon 
nomenclature and a reconstruction of the pedosedimentary events. Quartz is the dominant mineral in 
both paleosols and the parent loess material followed by feldspar (Fig.4d). The overall lack of coarse 
material suggests these sediments are mostly from the distant and uniform source region suggesting 
large provenance with variable geological settings which apparently have undergone weak to 
moderate recycling processes (Ahmad and Chandra, 2013).  
Geochemical characterization 

For chemical analysis, 46 samples of Kashmir loess-paleosols were analyzed and average 
composition is presented in Table 1. Major and trace elements were determined by  

Sampl
e DL1 DS1 DS3 DS4 DS6 DS7 KS1 KS2 KL 

1 KS7 KL2 KS1
0 

K 
L3 BS1 BS4 

SiO2 51.4 55.1
7 

60.5
7 

56.2
7 

54.0
5 

57.7
1 

58.7
2 

62.9
7 54.5 62.6

0 
58.2
1 

59.9
6 

63.1
8 53.9 60.7

3 

Al2O3 
12.5
8 

13.7
6 

16.4
7 

14.0
1 

14.0
1 

15.4
3 

15.7
7 

16.0
8 

13.9
5 

16.5
3 

15.6
5 

16.1
3 13.8 13.5

0 
16.3
0 

Fe2O3 4.87 5.26 6.78 5.34 5.13 5.81 6.04 6.18 5.34 6.39 5.72 7.02 6.83 5.10 6.75
6 

MnO 0.08 0.08 0.11 0.08 0.08 0.09 0.09 0.10 0.07 0.11 0.09
1 0.10 0.07 0.08 0.08 

MgO 2.59 2.77 2.55 2.73 2.69 2.52 2.62 2.52 2.58 2.36 2.65 2.40 2.62 2.52 2.59 

CaO 8.6 6.55 1.31 6.36 6.83 4.06 3.06 1.51 6.33 1.09 3.87 1.97 3.08 7.02 1.43 

Na2O 0.87 0.94 0.92 0.96 0.81 0.78 1.00 1.15 0.81 0.88 0.97 0.92 1.36 0.80 0.91 

K2O 2.68 2.79 3.11 2.78 2.71 2.92 2.87 2.89 2.73 2.89 2.87 2.43 1.86 2.92 2.64 

TiO2 0.6 0.63 0.78 0.64 0.63 0.72 0.71 0.78 0.65 0.79 0.69 0.91 0.99 0.64 0.94 

P2O5 
0.12
8 0.12 0.10 0.11 0.12 0.10 0.14 0.12 0.12 0.11 0.13

9 0.11 0.12 0.12 0.09 

LOI 14.8
1 

11.4
1 7.95 10.7

0 
12.2
5 9.7 9.26 7.10 11.7

4 7.84 8.33 7.08 5.73 12.5 7.73 

Total 99.2
0 

99.5
1 

100.
6 100 99.3

1 
99.8
5 

100.
3 

101.
4 

98.8
8 

101.
6 

99.1
9 

99.0
8 

99.6
5 

99.1
4 

100.
2 
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Table 1. Average geochemical composition of loess-paleosol sediments of Kashmir valley, India. 
using X-Rays Fluorescence (XRF) spectrometer and REE with some trace elements were determined 
by ICP-MS at Wadia Institute of Himalayan Geology (WIHG), Dehradun, India. The accuracy of the 
analytical method was established using two internationally recognized standard reference materials: 
MAG-I and MAG (R.V). Loss on ignition (LOI) was calculated as a percentage of dry weight after 
the samples were ignited at 950°C for 24 hour. 

Rb 100.
9 

112.
4 

152.
0 

112.
3 

106.
5 

125.
8 

127.
2 

140.
4 

108.
4 141 128.

1 
105.
6 

68.0
6 

114.
7 

110.
8 

Sr 142.
3 

143.
5 

112.
5 

136.
6 

146.
6 

155.
7 

116.
8 

114.
0 

146.
3 

106.
6 

135.
6 

133.
6 

149.
8 

139.
5 

108.
2 

Y 24.4
0 

27.2
1 

32.6
5 

25.8
7 

25.9
7 

33.4
5 

32.5
6 

33.6
5 

28.4
9 

33.7
3 

31.1
2 

34.6
8 

31.6
1 

26.4
2 

37.5
9 

Zr 162.
1 

180.
9 

208.
1 

182.
2 

178.
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To evaluate the nature of the Kashmir Loess-Paleosol sediments and chemical behavior of 
major oxides during pedogenic process, the concentration of major oxides is also plotted in Upper 
Continental Crust (UCC) normalized spider diagrams (Fig.5). SiO2 and Al2O3 wt% show constant 
proportions and generally follow the similar trend to that of UCC, PAAS and NASC. This suggests 
warm semi-arid climatic conditions because these elements remain stable under semi-arid climate 
(Guo, 2010). However, the UCC normalized Fe2O3, MnO and MgO wt% show slightly higher 
concentration than the UCC but follow similar pattern to that of PAAS. This suggests that the 
ferromagnesian minerals are least affected by the pedogenic modification.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. UCC normalized spider diagrams for major oxides and trace elements composition of Kashmir 
Loess-Paleosol sediments at Dilpur, Karapur and Burzahom Village sections, (PAAS and UCC 
values after Taylor and McLennan, 1985; NASC values after Gromet et al. 1984). Also shown 
are the chondrite normalized REE patterns for these sediments. All the major oxides are as 
oxides wt%. 
 
All the three sections show almost similar concentration of K2O wt%, which is generally lower 

than the UCC, PAAS and NASC. The negative anomalies of Na2O followed by K2O wt% (Fig.5) 
indicate relatively more alteration of plagioclase feldspar than the K-feldspar. However, CaO wt% 
shows wide range of variation in its concentrations with respect to UCC. It is well known that the 
CaO contents of loess varies greatly and shows both positive and negative anomalies on UCC 
normalized spider diagrams (Gallet et al. 1998). The wide range of variations in CaO wt% may be 
argued for high LOI, which ranges from 5.71 to 14.8 wt% (Honda et al. 2004). The lower values of 
CaO wt% relative to PAAS indicate an intense mobilization during post depositional processes, 
whereas high values indicate that these sediments are relatively less mature than the PAAS (Mahjoor 
et al. 2009). TiO2 wt% contents are significantly higher than the UCC. However, it is slightly lower 
than the PAAS. The enrichment of TiO2 wt% is generally ascribed to the presence of Ti-bearing 
phyllosilicates (biotite and chlorite). These minerals generally reside in fine clay sediments. It also 
suggests significant contribution from the mafic source rocks. The positive correlation between ΣREE 
and Al2O3 contents (r = 0.81) also indicates that the REE are mostly concentrated in the fine clay 
fraction. This suggests significant proportion of clay minerals in the Kashmir Loess-Paleosol 
sediments. 
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To evaluate the nature and chemical behavior of various trace elements during pedogenic 
process, the average concentration of trace elements is also plotted in Upper Continental Crust (UCC) 
normalized spider diagrams (Fig.5). The Sr shows negative correlations (r = −0.68) with SiO2 (wt%) 
which indicates that the sediments are depleted in carbonate minerals. SiO2 show positive correlation 
with Ba (r = 0.66) and Rb (r = 0.50) suggesting their robustness during pedogenesis. The Rb and Sr 
show different geochemical behavior during pedogenesis. The relatively higher concentration of Rb 
indicates that mica and K-feldspar are not strongly affected by the pedogenesis. The weathering of 
plagioclase decreases the concentration of Sr because Sr is more mobile than the Ba.  

Rb/Sr ratio shows higher concentration in paleosols than the altered loessic layers. Ba/Sr ratio 
also follows the similar trend (Fig.6). This ratio has been considered as related to the leaching 
intensity (Gallet et al. 1996). High peaks of Rb/Sr and Ba/Sr in paleosols are the result of land surface 
stability during the warm and wet periods which accelerate pedogenesis (Gallet et al. 1996). The 
diagram also used to correlate the lithostratigraphy of Kashmir Loess-Paleosol sediments. The 
pedocomplex between DL1–DL2 (0m−8.5m) at Dilpur is stratigraphically equivalent to the KS1−KL1 
(0m−8.7m) at Karapur. The whole Burzahom section is stratigraphically equivalent to this 
pedocomplex. The pedocomplex between DL2−DL3 represents another warm-wet period. It is 
stratigraphically equivalent to KL1−KL2. The other small peaks represent the minor fluctuations in 
precipitation conditions. The increase in concentration of CaO (wt%) upward suggests the increasing 
aridity during the close of Pleistocene Period. Similar patterns are also observed for Al2O3/SiO2, 
(Al2O3 +Fe2O3)/(Na2O+K2O+MgO+P2O5), Al2O3/(CaO+Na2O+K2O), Fe2O3/CaO and Fe2O3/Al2O3 
(not included here). Further, the ratios of immobile elements such as La/Co, Zr/Y and Zr/Hf, show no 
correlation with Al2O3 (−0.49, 0.0029, 0.075 respectively) and CIA values (−0.57, −0.0366 and 0.051 
respectively) which suggest that these elements are resistant to chemical weathering. The whole 
Burzahom section is stratigraphically equivalent to this pedocomplex.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig.6. Showing variations of Ba/Sr (ppm) and Rb/Sr (ppm) with stratigraphic depth in Kashmir Loess-Paleosol 

sediments at Dilpur, Karapur and Burzahom Village sections. 
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The pedocomplex between DL2−DL3 represents another warm-wet period. It is 
stratigraphically equivalent to KL1−KL2. The other small peaks represent the minor fluctuations in 
precipitation conditions. The increase in concentration of CaO (wt%) upward suggests the increasing 
aridity during the close of Pleistocene Period. Similar patterns are also observed for Al2O3 / SiO2, 
(Al2O3 + Fe2O3) / (Na2O + K2O + MgO + P2O5), Al2O3 / (CaO+Na2O+K2O), Fe2O3/CaO and 
Fe2O3/Al2O3 (not included here). Further, the ratios of immobile elements such as La/Co, Zr/Y and 
Zr/Hf, show no correlation with Al2O3 (−0.49, 0.0029, 0.075 respectively) and CIA values (−0.57, 
−0.0366 and 0.051 respectively) which suggest that these elements are resistant to chemical 
weathering. 

The Chondrite normalized REE patterns are plotted in Fig.5. These are characterized by 
moderate enrichment of LREEs, relatively flat HREE pattern (GdCN/YbCN = 1.93 to 2.30), lack of 
prominent negative Eu anomaly (Eu/Eu* = 0.73 to 1.01, average = 0.81) and variable amount of 
∑REE. The Eu and Ce anomalies in the samples are determined according to: Eu/Eu* = (Eu CN) / {(Sm 

CN) × (Gd CN)} 0.5 and Ce/Ce* = (Ce CN)/ {(La CN) 0.666× (Nd CN) 0.333. Eu anomaly ranges between 0.73 
and 1.01 (average = 0.81).  In contrast, nearly half of the samples show positive Ce anomaly and it 
ranges from 0.92 - 1.04 (average = 0.99. The LaCN/YbCN ratio of the studied samples do not correlates 
with the weathering indices (CIW vs LaCN / YbCN; r = 0.090 and PIA vs LaCN / YbCN; r = 0.14). 
Further, the absence of correlation between Eu/Eu* vs Al2O3 (−0.29) and Eu/Eu* vs CIA (−0.38) 
indicates that chemical weathering did not fractionate LREE from HREE. This lack of evidence of 
intense weathering at the source depicted by the LREE/HREE (LaCN/YbCN) ratios suggests that the 
REEs are not subjected to weathering (Cai et al. 2008). Hence, REE pattern of the studied samples is 
mainly inherited from the source provenance. 
Weathering Intensity 

To know the extent of pedogenesis, Chemical Index of Alteration (CIA), proposed by Nesbitt 
and Young (1982) have been calculated. This index used to determine the proportion of primary 
minerals and the transformation of feldspars to secondary clay minerals relative to the fresh parent 
material. Hence CIA value provides an accurate measurement of degree of weathering and it can be 
obtained by using molecular proportions: CIA = (Al2O3 /Al2O3 + CaO* +Na2O+K2O) ×100. CaO* 
represents the CaO in silicates bearing minerals. The CIA value of Kashmir Loess-Paleosol sediments 
ranges from 67.13 to 75.27 (Table-I). This narrow and restricted range of CIA value shows moderate 
degree of weathering, suggesting dry and cold climate during deposition (Nesbitt and Young, 1982). 
According to Taylor and McLennan (1985), the moderate weathering suggests that the effect of 
weathering had not advanced to the stage where alkali and alkaline earth elements are substantially 
removed from the soil. Chemical index of weathering (CIW) proposed by Harnois (1988) also used to 
determine the degree of weathering and it can be obtained by using molecular proportions. CIW = 
(Al2O3 /Al2O3 + CaO* +Na2O) × 100. CIW values of these samples range from 79.93−88.63, 
suggesting moderate degree of weathering. The consistency of CIA with CIW values indicate that the 
degree of pedogenesis operated on the Kashmir Loess-Paleosol is moderate. Ternary A−CN−K 
diagram {Al2O3− (CaO* + Na2O) − K2O) also used to deduce the weathering trend (Nesbitt and 
Young, 1982). In this diagram (A = Al2O3; CN = CaO* + Na2O; K = K2O), the loess-paleosol 
sediments plot above plagioclase-potash feldspar line (Fig.7), and clustered close to the PAAS and 
NASC and fall intermediate between A–CN and A–K lines, which show weak to intermediate 
removal of Ca and Na (Buggle et al. 2008). The plots do not exhibit any inclination towards the K 
apex indicating that the loess-paleosol sediments were not subjected to potash metasomatism 
(Moosavirad et al. 2010). 
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Therefore, use of CIA index in weathering studies assumes that this index is a measurement 
of the amount of the chemical weathering. However, other factors that may affect the CIA value and 
need to be taken into account include sediment provenance and post-depositional processes that lead 
to K+ addition (e.g. diagenetic illitization and metasomatism). Sedimentary sorting can significantly 
influence the chemical composition of terrigenous sediments due to grain size and mineral sorting 
(Bauluz et al. 2000). For instance, aluminum is concentrated in the clays, hence the larger the 
transport (i.e. distal regions), the finer the sediments and the higher the Al concentration (Soreghan 
and Soreghan, 2007). There is also a tendency of larger grain sizes to concentrate feldspars, which 
leads to lower CIA values (Zimmerman and Bahlburg, 2003). Therefore, the use of the CIA as a 
weathering index, however, can be limited by the inheritance of clays from sedimentary rocks in the 
source area. However, in this study it reveals that these sediments are enriched in rock forming 
minerals with significant proportion of clays, indicating that CIA value to some extent is affected by 
these clays. In addition, the A-CN-K diagram (Fig.7) also indicates that these loess-paleosol 
sediments are not subjected to potash metasomatism. Therefore, weathering intensity inferred by these 
proxies indicating moderate degree of weathering, probably suggest combined result of weathering 
and grain size effect due to transportation processes. Hence, on the bases of these geochemical 
observations it is proposed that the Kashmir Loess-Paleosol sediments experienced weak to moderate 
degree of weathering. 
Conclusion 

Integrated micromorphological and geochemical study of the Quaternary Loess-Paleosols 
sediments of the Kashmir Valley revealed that all these sediments are characterized by similar 
pedofeatures irrespective of horizon types suggesting syndepositional origin of loess deposits and 
weak to moderate weathering. It further suggests that loess deposition and pedogenesis is likely 
competing processes and neither stop completely during either phase of the loess/soil formation. 
Chemically, these sediments also show similar compositions and alteration history. Only mobile 
elements Ca, Na, P and Sr are depleted in these sediments. Chondrite normalized REE patterns are 
characterized by moderate enrichment of LREEs, relatively flat HREE pattern (GdCN/YbCN = 1.93 to 
2.30), lack of prominent negative Eu anomaly (Eu/Eu* = 0.73 to 1.01, average = 0.81) and variable 
amount of total REE (∑REE = 156.1 to 226.43). The weathering indices (CIA, CIW and A-CN-K 
diagram) and others elemental ratios suggest that these sediments experienced weak to moderate 
degree of chemical weathering and not subjected to potash metasomatism during diagenesis. Ratios of 
various major and trace elements suggest that Middle to Late Pleistocene period is defined by several 
episodes of pedogenic activity representing warm arid to semi arid climatic conditions in the valley. 
This is further supported by the clay mineralogical study of these sediments which indicates that these 
sediments are enriched with smectite with lower concentration of mixed-layered chlorite + kaolinite 
(c+k) and traces of illite clay minerals (not included here). 
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LATE CRETACEOUS SYNSEDIMENTARY TECTONIC IN EASTERN 
ATLAS SAHARAN (NORTH EAST OF ALGERIA) 
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Abstract: 
 This study focuses on the relations between sedimentary and tectonic, in the compression 
context of the terminal Cretaceous of Oriental Atlas Saharan (Tébessa). 
Paleogeography of the upper Senonian is influenced by the paleo-structure of the platform which 
determines the nature of the deposits and their geometry. From the tectonic point of view, the activity 
of the compressive phase eo-alpine increases during this period. This device shows a sedimentary and 
tectonic instability that accompanies the terminal Cretaceous sedimentation which is confirmed by the 
presence of synsedimentary structures (''Landslide'' slumps, normal faults).  
The correlation between the East Atlas Saharan and West during the Maastrichtian shows a 
differentiation in the geometry of deposits. It reflects the variation in subsidence and sedimentation 
rates between these two areas. 

 
Key Words: Terminal cretaceous, correlation, synsédimentary tectonic, landslide 
 
Introduction 
 The late cretaceous is one of the most significant periods in the geological history of the 
Eastern Atlas Saharan in view of the important tectonic and sedimentary events that affected the 
region at that time. 
 The present study focuses on the characterization of the sedimentary of late cretaceous 
deposits under control of tectonic, located in the area of Tebessa, in the north eastern part of Algeria. 
 The selected site is located in the wilaya of Tebessa, about 17 km from the main town of the 
wilaya and a 3 km away from the town of Hammamet (Fig.01). 
Materials and methods 
 The section studied is approximately 280 m thick ,which are composed mainly of limestone. 
The survey of the geological section was supplemented by measurements of bedding plans, fault 
plans, stylolithiques joints. In order to make stereographic projections, 
We used stéreonet Aug 2000. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Geographical location of the site 
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Stereographic projection 
Bedding plans 

 

 

 

 

 

      Fig.2A: Stereogram strata plans       Fig.2B: Stereogram density strata plans                  

 

 

 

 
 

    Fig.2C: Stereogram dips strata plans                                                        

 

Faults plans 

 

 

 

 

 

 

   Fig.3A: Stereogram strata plans        Fig.3B: Stereogram density strata plans 

                          

 

 

 
                                           Fig.3C:  Stereogram dips strata plans 

Bedding plans 
Pendage Direction N

° 
NE    15 100 01 
20    NE 120 02 
NE    15 110 03 
16    NE 146 04 
NE     16  130 05 
 NE   15 120 06 
NE    20 55 07 
 NE   30 115 08 
 NE   15 175 09 
  NE  30 160 10 
NE    52 160 11 
   NE 12 150 12 
  NE  20 150 13 
   NE 10 140 14 
13     NE 130 15 
10     NE 125 16 
15     NE 125 17 
15     NE 145 18 
10     NE 127 19 
20     NE 90 20 

Faults plans 
Pendage Direction N° 
  NW 40  25 01 

SW dec dex  10  95 02 
15  SW dec dex 165 03 
15 SW dec dex 95 04 
10  SW dec dex 160 05 

SW dec dex    20  175 06 
SW dec dex      5  130 07 

SE    30  30 08 
20 SE dec sen 40 09 

invF.    SE67 65 10 
SE    25  55 11 
SW     5  95 12 
SW    10  160 13 
SE   90  10 14 

SW     10  113 15 
dex ec d  SW5 120 16 

SW   64  100 17 
SW  20  160 18 
NE   25  175 19 
NE     45  166 20 
 NE   60  118 21 

N

Equal area projection, lower hemisphere

n=36 (P)

Num total : 36

N

Dip Direction: 10 ° classes

Num total : 36

N

Equal area projection, lower hemisphere

n=3 (P)

n=10 (P)

n=5 (P)

n=1 (P)

Num total : 19

N

Dip Direction: 10 ° classes

Num total : 19

N

Equal area projection, lower hemisphere

n=36

max. dens.=72.70 (at 210/ 78)

min. dens.=0.00

Contours at:

0.00,1.00,2.00,3.00,

4.00,5.00,6.00,7.00,

   

N

Equal area projection, lower hemisphere

n=19

max. dens.=31.23 (at  30/ 78)

min. dens.=0.00

Contours at:

0.00,1.00,2.00,3.00,

4.00,5.00,6.00,7.00,

   



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings-  

481 

Diaclasis plans 

 

 

 

 

 

     Fig.4A: Stereogram strata plans            Fig.4B: Stereogram density strata plans  

                        

 

 

 
 

Fig.4C: Stereogram dips strata plans 
Stylolites 

 

 

 

 

 

                                            Fig.5A:  Stereogram strata plans          Fig.5B:   Stereogram density strata plans 

                                                                                               

 

 

 

 
Fig.5C:  Stereogram dips strata plans 

                                                                                                                                    

 

diaclasis plans 
Pendage Direction N° 

SE90 45 01 
NE85 155 02 
SE85 70 03 
SE85 180 04 
NE85 127 05 
SE85 45 06 
SE90 60 07 
NE90 165 08 

stylolithes 
Pendage Direction N° 
40 SW 118 01 
75 SE 25 02 
60 SE 30 03 
35 SW 120 04 
80 SE 40 05 

N

Equal area projection, lower hemisphere

n=3 (P)

n=5 (P)

Num total : 8

N

Equal area projection, lower hemisphere

n=3 (P)

n=2 (P)

Num total : 5

N

Dip Direction: 10 ° classes

Num total : 16

N

Dip Direction: 10 ° classes

Num total : 5

N

Equal area projection, lower hemisphere

n=16

max. dens.=12.04 (at 136/  0)

min. dens.=0.00

Contours at:

0.00,1.00,2.00,3.00,

4.00,5.00,6.00,7.00,

   

N

Equal area projection, lower hemisphere

n=5

max. dens.=36.75 (at  30/ 54)

min. dens.=0.00

Contours at:

0.00,1.00,2.00,3.00,

4.00,5.00,6.00,7.00,
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Interpretation of stereographic projections 
 Stereograms (Fig: 2A, 3A, 4A, 5A) are projections of Schmidt, lower hemisphere with fault 
plans, bedding plans, and diaclasis plans, stylolithes (thin lines) and ridges (small arrows, centrifugal 
normal cheeks). The extension direction reconstructed by various methods (Angelier, 1984) is 
indicated by the arrows on the edges of large diagrams. 

• The density stereograms are Dimetrevic projections (Fig. 2B, 3B, 4B, 5B). Histograms 
(black) (Fig. 2C, 3C, 4C, 5C) are projections of Wulf summarize the distribution of dip directions. 

A-Plans strata: The stereogram of bedding plans (Fig: 2A, 2B, 2C) shows the main direction:  
 D: N 130 ° E, P: 10 ° NE. That direction does not correspond to the Atlas phase (NW / SE), 
or the Alpine stage (N-S). We can consider that this direction has undergone a deformation resulting 
from the combination of Alpine tectonics and paleotectonic (accident base) which would lead to 
virgation of Dj. Gaâga. 
 B-faults Plans: From stereogram of fault planes (Fig. 3), three mean directions are 
mentioned: 

• D1: N 40 ° E, P: 20 ° SE (black thin lines); 
• D2: N 120 ° E, P: 5 ° W (red lines); 
• D3: N 175 ° E, P: 40 ° S (blue lines). 
The first two directions correspond to steps (corresponding to the first and second recesses 

sinistral to dextral offsets). They are the result of shortening NS direction (phase alpine) The third 
direction is normal faults, they are always the result of a NS shortening (phase alpine). 

C-joints Plans: From stereogram plans joints (Fig. 4), two main directions are determined: 
•D1: N 50 ° E, P: 85 ° SE (red thin lines); 

 •D2:N 150°E, P:85°NE (black thin lines); 
These two directions result of shortening direction N-S (Alpine phase). 
D-joints stylolites: In the stereogram plans stylolites (Fig. 25), mentions two main directions: 
D • 1: N 30 ° E, P: 80 ° SE (blue thin lines) corresponds to the direction of tectonic stylolites 
(perpendicular to the stratification). They are the result of shortening NW / SE (Phase Atlas). 
• D 2: N 125 ° E, P: 25 ° SW (red thin lines). This direction represents Stratiform stylolites 

(diagenetic). 
4 - The synsedimentary tectonics: In order to show the tectonic / sedimentation relationship, 

compression context Cretaceous of Eastern Atlas Saharan and specifically in the area of Gaâga 
(Tebessa) was studied and analyzed synsedimentary structures recorded. Measures levied on land 
allow us to highlight the existence of slumps (Plates 6, 7, 8,9) and growth faults (Fig:6,7,8,9). The slip 
plans are observed slumps oriented  NE. Synsedimentary normal faults are steering NW / SE. These 
directions correspond to the episode extensional phase Laramide compressive direction NW / SE. 
Conclusion 
 In conclusion, it appears that the region of Gaâga results from the combined action of several 
tectonic style and variable extensions. Management stratification plans (N 130 ° E) of Dj. Gaâga does 
not correspond to the Atlas phase (NW / SE), or the Alpine stage (N-S). We can consider that this 
direction has undergone a deformation resulting from the combination of Alpine tectonics and 
paleotectonic (accident base) which would lead to virgation of Dj. Gaâga. Accidents caused by Atlas 
phase and Alpine phase , show very different directions, and their distribution is not homogeneous 
throughout the cut.The generated  Alpine  phase form: 

1 - normal faults direction N 175 ° E; 
 2 - the sinistral offsets (N 40 ° E); 
3 - of dextral offsets (N 120 ° E); 
4 - diaclasis network combined (N 50 ° E and N 150 ° E). 
Atlas Phase is represented in the form of tectonic stylolites. There direction is N 30 ° E. The 

stratiform stylolites (diagenetic) are thus determined. There direction is N 125 ° E. The 
synsedimentary tectonics, well represented, has generated slumps and normal faults. These structures 
correspond to extensional episode of the compressive phase of the Maastrichtian. 
References: 
Angelier J. (1984).-Tectonic analysis of fault slip data sets. Journal of Géophysical Research. 
Benmansour S. (2009).- Etude tectono- sédimentaire du crétacé terminal de l'atlas saharien oriental ; p 
56-62. 
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Fig. 6: Slump 

   
 
 
 
   

 

  

 

   

 

Fig. 7: slump 

 

 

 

 

 

 

Fig. 9: Normal synsedimentary fault 
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GEOLOGICAL AND GEOTECHNICAL CHARACTERISTICS OF THE 
SOILS IN THE REGION OF SÉTIF 
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Abstract: 
Given its strategic location, the wilaya of Setif is the crossroads between the IS and the center 

of one side and the coastal towns of South and other side. it occupies the second round of a national 
demographic point of view and a large socioeconomic pole, hence the expansion into new land for 
urban or industrial activities or for the inevitable. 
The majorises of this expansion is focused on the meridian Sétif El Eulma due to the topography and 
other predisposing infrastructure already interesting recently reinforced by the East-West. 
Several geotechnical studies have been done on this area has been chosen four different sites 
geographically distant to characterize these deposits. 
Éternitaire three sites on the east-west highway, it is the points of interchanges and toll point 
Near the town of El eulma and agglomeration Ain sfiga and near the town of Ain Arnet, the fourth 
site is the foundation of a wastewater treatment plant Bazer Sakhra. 
The approach in this study is geological soil description of Setif, we also tested through several 
geotechnical brought to the region, to characterize these soils by hand is an in situ testing and 
secondly by testing the laboratory. 
This study has shown that the Setif high plains generally consist of deposits by fluviolacustres 
Mioplioquaternaire age, are from top to bottom of arable brown silty clays, limestone crusts 
villafranchiennes and red clay. 
Geotechnical data have shown that the soils are classified into two categories: 
O 2 meters sand gravel BC, inferior to 2 meters considered stiff clays Class B. 

 
Key Words:  Soil mioplioquaternaire, plasticity, sétif 
 
Introduction  
 The area of study is located in the East of Algeria (Fig.1). 
 Setif high plains are vast deposits composed mainly by mioplioquaternaire. Several 
geotechnical studies have been made on this area. 
 We chose four different sites geographically distant to characterize these formations. 
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Éternitaire three sites on the east-west highway, it is the points of interchanges and toll points 
Near the city of El eulma and agglomeration Ain sfiga and near the town of Ain Arnet, the fourth site 
is the foundation of a wastewater treatment plant Bazer Sakhra. 

In this paper we puts review the geological soil Sétif, moreover on trial through several points 
of geotechnical this region, characterize these soils by in situ tests and other laboratory tests by . 
Opportunities for future correlations between these parameters are underway we will later. 

We began the study site by site and concluding with a comparison between the pressuremeter 
different sites. 
 2-Geology of the area: 
 Setif high plains, which reports the study area, are between the Saharan Atlas to the south and 
the north dome Setif. From a geological point of view they belong to the external domain of the 
Alpine orogeny of eastern Algeria (Fig. 2). 
 And local geology is summarized as follows: 
 Soils are generally sandy to clayey in texture and mostly classified as Aridisol and are 
calcareous. Mineralogically, most of the soils are dominated by kaolinite, illite, smectite, and 
chlorite––typical for most arid and semi-arid soils.  
 Rocks and unconsolidated deposits in the area can be divided into three geologic units: (1) 
upper Cretaceous (Senonian); (2) Eocene; and (3) Mio-Plio-Quaternary. Senonian (upper Cretaceous) 
is generally found in the northern part of the study area. Senonian units are composed of Santonian-
Campanian formation and upper Senonian formation. These formations consist of various rocks with 
differing compositions including limestone and marl of about 550m thick. Eocene units are composed 
of Ypresian–Lutetian formation (Fig.2). Eocene rocks consist of a succession of marine, limestone, 
and silt of about 80m thick. The Mio-Plio-Quaternary is a heterogeneous continental detrital 
sedimentation; 

The miopliocène is composed of sands, silts and clays, reddish gravel and conglomerates; 
A calcareous crust of variable thickness up to 1 m doubled sometimes attributed to 

villafranchien; 
Finally, a recent Quaternary unknown are: 
Alluvium and old arable land: arable land are installed on veneers loamy brown soil and 

support little or no limestone. 
Current or recent alluvial deposits: it is sand, silt and gravel developed along the wadis. 
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Station Bazer Sakhra 
Station wastewater studied is located àBazer Sakhra agglomeration distant 5 km south-east of the city 
of El Eulma (Wilaya de Setif) (Fig 1). the site area is about 11 hectares. 

a. organization 
 Recognition in situ soil was established on the basis of: 

12 core drilling rig using a DB850. Depth of core drilling up to 25 m. tests SPT (Standard 
Penetration Test) 13 pressuremeter tests carried every 2 meters in auger drilling φ 63 mm conducted 
to 23m; 

5 open wells depth of 3 m each, made using a hydraulic shovel. 
Finally samples were paraffined and not subject to the testing laboratory. 
Synthesis of results 
These operations have enabled us to recognize the nature of the different layers of soil and 
review of logs and core drilling augers let us distinguish: 
• Soil cover: in all core holes, topsoil 0.40m thick overcomes the modern alluvium. 
• The modern and recent alluvium: they are represented by brown silty clays and clays 
yellowish black. These alluvial deposits are developed to a depth of 2.00 to 3.00 m. 
• The old alluvium: clay are gravelly to clayey and have a thickness of 0.30 to 1.50 m. 
• Substratum: we meet the substratum clay Miopliocène age from 4 m. 
We note the presence of water in our core drilling at shallow depths between 1.55 and 1.90 m. 

Pressuremeter test results obtained show that the pressuremeter characteristics are regular and tight. 
Layers tested can be divided into two parts: 

Deposits of top: soils cover, modern alluvium, old alluvium, and the first two meters of the 
underlying clay 

Underlying clay formations that proved moderately compact fig1. 
c-analyzes of physical results 
The fine fraction (0.08 mm) remains dominant with over 85% of the granular composition 

consisting mainly of clay and silt. Regarding therefore a soil fines content is 
85% and the three granular fractions are 36% clay, 35% silt and 
14% for sands, we consider the point of view of granularity, the soil in depth is clay. 
The mean and standard deviation of these components are shown in Table 2. 
The water content ranges between 14 and 26.5% with an average of 20.3%. Degree of saturation 
between 92.3 and 100% except item SC9 3 m depth where a Sr = 20.3%, this same point has a 
elevated dry density compared to all this that seems to be gravelly sand. Such thresholds 
characterizing a saturated state. 

The dry density value measured on the same samples takes place in a range of 1.5 to 1.8 with 
an average of 1.71 t / m 3. This leads to a wet density of 2 t/m3. 

According to the standard geotechnical (XP P 94-011), the clay is in the family of dense soils. 
According to the plasticity chart (Fig. 3), it is indeed a highly plastic clay (At), of hard 

consistency. 
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 d-analyzes mechanical results: 
One shear test, unconsolidated undrained gives us a value of friction angle equal to 8 ° with a 

cohesion of 0.95 bar. They check the quality of the clay. It therefore appears that the soil tested has 
good cohesion. 

after test data œnométriques ;the soil is classified in the category of normally consolidated 
soil to consolidated compressible ,non-swelling and swelling ,compressible medium in a few points. 

For clays miopliocène: 
The fine fraction (0.08 mm) remains dominant with over 91% of the granular composition 

consisting mainly of clay and silt, the water content ranges from 17.6 to 32.1% with an average of 23 
4% l, the degree of saturation is 89 to 100% which means a saturated soil. 

The dry density value measured on the same samples takes place in the range from 1.4 to 1.8 
with an average of 1.63 t / m 3. Which leads to a wet density of 2 t/m3. According to the standard 
geotechnical (XP P 94-011), the clay is in the family of dense soils. 

According to the plasticity chart (Figure 5), it is indeed a highly plastic clay (At). 
For shear testing was a slight decrease in cohesion provided drained; 
The shear tests, unconsolidated undrained gives us a value of friction angle equal to 9 ° with a 

cohesion of 0.72 bar. They check the quality of the clay. It therefore appears that the soil tested has 
good cohesion. Test data œnométriques classify the soil in the category of normally consolidated soil 
to consolidated compressible compressible medium non-swelling and swelling in 
few points. 
station Ain Sfiha 

Sfiha Ain is a small town south of Sétif, two studies specific to the highway here on the 
subject, it is a highway junction and a point of payment. 

In total three holes pressuremeter up to 30 m deep core drilling four mechanical jusqu'un 25 m 
from two wells and shovel 3.5 m intact samples and redesign were also taken at different depths for 
tests laboratory. 
Synthesis of results 
 From the surface to a depth of 30 can be distinguished (fig: 4) 

• Land cover: Land végitale 30 to 45 cm, 
• The modern and recent alluvium: they are represented by brown silty clays and clays 

yellowish black. 
• The old alluvium: clay are gravelly to clayey in some places covered by crusts. These 

Quaternary formations have a thickness of 3 m 
• Substratum: we find the clay substratum Miopliocène age from 3 m. it is occasionally very 

plastic red clay encrusted gravel overlying clays. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Pressuremeter tests give mean values for the first four meters to the underside become higher 
with 21m net values, reflecting the well stratigraphy determined by core drilling. 
 c-analyzes of the results of laboratory tests: 
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The fine fraction (0.08 mm) remains dominant with over 85% of the granular composition 
consisting mainly of clay and silt. We therefore, a point of view granularity, the soil in depth is clayey 
(tab 5a-b), its density is 1.45 to 1.78 t/m3, 

the water content ranges between 17 and 30% with an average of 23.6%. Degree of saturation 
between 84 and 96% thresholds characterizing such a saturated state. 

According to the diagram of plasticity, it is indeed a highly plastic clay (At), of hard 
consistency. 

Mechanical characteristics give a value of friction angle equal to average 22.5 ° and cohesion 
of 0.126 bar to 0.929 bar respectively classifying them the soil medium to stiff consistency. 

test data œnométriques classify the soil in the category of consolidated normally consolidated 
compressible medium compressible, non-swelling swelling. 
station Ain Arnet 

Located west of Setif, two studies specific to the highway here on the subject, it is a highway 
junction and a point of payment. 

In total three pressuremeter up to 25 m deep, three core samples from mechanical jusqu'un 20 
m and four wells shovel 3.5 m deep, intact samples were intact and not also taken at different depth 
for laboratory tests. 
Synthesis of results 

From the surface to 25 m depth can be distinguished: 
• Land cover: Land végitale 30 to 45 cm, 
• The modern and recent alluvium: they are represented by brown silty clays black to 

yellowish. 
• crust, clay, gravel and clay tuff these Quaternary formations have a thickness of 3 m 
• Substratum: we meet the substratum clay Miopliocène age from 3 m. it is occasionally very 

plastic red clay crusted. 
Pressuremeter tests give mean values for the first four meters to the underside become higher 

with net values to 21m deep, well reflecting the stratigraphy determined by core samples. 
c-analyzes of the results of laboratory tests: 

Deposits of the surface are characterized by variable percentages (91% 15to 0.08 mm) 
This fine fraction has a plasticity index of 16 to 30%. 
Clays underlying the fine fraction (tab 2) remains dominant with over 83% of the granular 

composition consisting mainly of clay and silt. We therefore consider a granularity point of view, the 
soil in depth is clay, its dry density of 1.81 to 1.99 t/m3, 

The water content ranges between 21 and 34% with an average of 25.5%. Degree of 
saturation between 84 and 96% thresholds characterizing such a saturated state. 

The plasticity range is very large, it is indeed a highly plastic clay to hard consistency. 
The mechanical properties provide a value quite variable friction angle of 8 ° to 44 ° and a 

cohesion of 0.44 bar to 0.926 bar respectively classifying them the soil medium to stiff consistency. 
According to data from oedometer tests the soil is classified as normally consolidated soil on 

consolidated compressible quite compressible, non-swelling swelling. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

(Wn %) γd t/m3 (Sr %)  2mm 80µ WL% WP% IP%
23,47 1,63 95,62 91,54 84,15 60,73 29,57 31,66
23,66 1,59 92 91 84,83 72,64 34,32 38,35

25,5 1,54 91,75 88,85 83,14 75,33 35,98 40,61
21,66 1,64 95 87 82 60,48 30,2 30,06

Pc Cc Cg Cuu (Bars) ϕuu° Ccd (Bars) ϕcd°
1,214 0,105 0,045 0,72 9,16 0,52 16,5
2,993 0,213 0,05 0,504 22,5
2,785 0,186 0,034 0,621 26

site  2mm 80µ WL% WP% IP% (Wn %) γd t/m3 (Sr %) Pc Cc Cg
Bazer sakhra 85,53 65,84 59,21 28,97 30,18 20,3 1,71 86,44 1,03 0,09 0,02
Ainsfiha 97,5 91,5 66,69 31,69 35 23,5
Ain Arnet 59,88 58,12 43,11 21,28 21,83
El Eulma 49 35 39,66 18,63 21,03

Tab 2: means values of the physical & mecacanical characteristics of quaternairy

Ainsfiha
Ain Arnet

Tab 1a: means values of the physical characteristics of clays miopliocene

Tab 1b: means values of the mecanical characteristics of clays miopliocene

Bazer sakhra
site

Ainsfiha

El eulma
Ain Arnet

site
Bazer sakhra
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station El eulma 

Located 27 km EAST of Setif, three studies, two for highway and headquarters CASNOS. 
In total 17 points pressuremeter 8m to 14 m depth, core sampling DE19 m deep wells and two 

shovel 3.5 m deep, intact samples were intact and not also taken at different depths for testing the 
laboratory. 
Synthesis of results 

Lithological same configuration as the other sites. 
c-analyzes of the results of laboratory tests: 
We have a single core sampling and two wells, testing of physical properties have been made. 
From top to bottom in meeting: 
alluvial deposits, or crusts with sand fraction values of 31 to 67% and the clay fraction of 18-

52%. The plasticity index of 20% A22. 
-red clays have a water content of 20-24%, a saturation of 96%, the fine fraction is quite 

present with an average of over 82% a plasticity index of 25 to 35% (TAB7). and end a dry density of 
1.6 to 1.65 t/m3, it is indeed a highly plastic clay saturated more or less dense. pressuremeter tests 
gave the mean values of limit pressure of 23 bar for first meter and 17 to 18 bar for two meters 
follows then increased with depth, it clearly explains the lithology of the region is generally 
villafranchiennes calcareous a flagstone near the surface are then tuff surmounting silty clay reddish 
clay. 

We comparing the different profiles presiometriques (fig4) all sites shows that they generally 
characterize three successive horizons from top to bottom, it is recent alluvium, and crusting 
villafranchien red clay with lenses of conglomerate Mioplicène; 

The values of the pressure limits of El eulma, Ain Ain and Sfiha Arnet are homogeneous in 
the first ten meters and grow significantly in depth and Ain Ain Sfiha Arnet this is due to the state of 
this highly plastic clay and the presence conglomeratic beds also very dense. 

low values of Bazer Sakhra (relative to other sites) is probably due to the presence of 
groundwater close to the surface. 
Conclusion 

The soils of the Setif region generally consist of three layers: a brown clay silt of Quaternary 
age, a calcareous crust thickness up to 1 meter villafranchien age and finally red clay encrusted in 
some places with depth, gravel and sands beveling mioplicène age, these deposits have been disposed 
in an environment fluiviolacustre. 

Geotechnical studies made at different points in the region are character appear moderately 
dense plastic clay slightly compressible, however it is reported that clays in the region of Ain Arnet 
have a character swelling. 

Pressure limits to them and they reflect the lithology encountered in core samples logs. 
 
 

Bazer SakhraEl EulmaAinSfihaAinArnet

Fig7 :Parameter values of pressiometric test
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Abstract: 
 World oil price has been fluctuating throughout the years, however the trend continues to 
increase.  Due to limited sources of oil production and high demand for world oil, it is predicted in ten 
years from 2010, world oil price could even reach as high as triple digit per barrel. Countries around 
the world had continuously tried to produce alternative energy, including Indonesia.  The Indonesian 
government had tried to develop this industry, with roadmaps and targets for alternative energy 
production, reduce dependency on fossil fuel until the next ten years to come.   The objective of this 
paper is to study the bioethanol industry developed by PTPN X. The bioethanol industry is still at its 
early stage in Indonesia.  Problems to develop this industry includes finding the most potential raw 
materials used, availability of the industry, stage of competition with other uses of the raw materials 
until end product and marketing. From many potential raw materials, sugarcane is one of the most 
potential source of bioethanol. PTPN X case study shows how bioethanol can be competitive if there 
are supporting factors such resources, technology and company size. The comparative advantage of 
PTPN X is the ability of PTPN X to incorporate problems from upstream to downstream of the supply 
chain of bioethanol.  Methods such as the EPC, ANP, Diamond Porter Model and case study of PTPN 
X are used to demonstrate the potential of sugarcane as an alternative energy and the ability of PTPN 
X to develop a competitive agroindustry. 

 
Key Words: Competitiveness, bioethanol, PTPN X 
 
Introduction 

As Indonesia became the world’s fourth most populous country in the world in 2011, the 
demand for fossil fuel continues to increase.  Indonesian have been used to the cheap oil price, 
government policy which heavily subsidized this sector had become a boomerang for the government, 
causing the country to be a net importer for fuel. In 2005, Indonesia along with other countries in the 
world started to find other alternative energy sources, such as biofuel. As a renewable energy from 
plants, biofuel could be categorized into biodiesel and bioethanol. Bioethanol are eco-friendly energy 
which are derived carbohydrate and sugar components from plants, such as sugarcane, sweet 
sorghum, cassava, sweet potato and also sorghum. A study carried out by Indahsari et al (2012) shows 
that the current bioethanol industry in Indonesia has been stagnant.  Problems arise from upstream 
until downstream of the bioethanol supply chain. Potential problems include availability of raw 
materials, competition with other plants,  marketing and consumption. 

Finding the most potential type of raw materials for bioethanol is also not an easy challenge, 
because the plant needs to contain either starch or sugar to later be fermented.  Potential raw materials 
have direct competition use with other industries. Examples are cassava which can also be used for 
tapioca, corn for feed and fed, sugarcane with black ketchup industries. Thus, bioethanol products 
could also be processed as ethanol, such as alcohol, either for the pharmacy uses or for the beverages.  
Ethanol export products are also priced higher.  Therefore, in order to develop the bioethanol industry, 
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there should be other factors to induce the development.  An example is that the company does not 
only produce mainly bioethanol but could also the waste for other uses, such as fertilizer. 

Considering the depletion of oil reserves of Indonesia, the government through Government 
Regulation No. 05/2006 targeted to be able to replace the 1.48 billion liters of gasoline with 
bioethanol for the period 2007-2010. where the figure percentage was planned to increased by ten 
percent in 2011-2015, and 15 percent in 2016-2025  (Ircham, 2008).  Figure 17 shows previous 
government plans to develop the bioethanol sector in Indonesia.  The plan was targeted for 25 years of 
program development which had commenced since 2000 (BPPT, 2000).  Bioethanol was part of the 
renewable energy plan which was concluded in the general energy selection by the government. 
Figure 1 shows the country’s national plan to reduce dependence on imported fossil fuel. 

 

Figure 1 National Energy Plan, 2000 - 2025 (BPPT, 2005) 
 
 Figure 1 shows how potential renewable energy, including bioethanol, is.  In order to 
fulfill demand for energy, government had planned to develop the renewable energy.  It has been 
predicted that fossil fuel in Indonesia will be depleted in 10 to 20 years to come, while imported fossil 
fuel has increased to 30 percent and continues to grow.  Therefore, the government has tried to 
develop other alternative energy strategy. 
 In 2005, the Indonesian government has tried to develop the bioethanol industry.  
Figure 2 shows the government’s target for national energy mix for the year 2025.  The government 
intends to increase the portion of alternative energy from 0.1% to 0.2% to 0.4% in 2025.  Bioethanol 
as a part of the biofuel program was targeted at 1.335% for the whole program in 2025, which 
compared to other energy program, is high (solar energy 0.020%, wind power 0.028%, fuel cell 
0.000%).  Only nuclear target energy power which has a higher percentage value (1.993%) compared 
to biofuel.  In 2006 Indonesian government policy to reach 2 percent of biofuel in the National energy 
consumption by the year 2010 with 5.29 million kilolitres at target and at least 5 percent by the year 
2025 with 22.26 million kilolitres 
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TARGET OF NATIONAL ENERGY MIX 2025

NATIONAL ENERGY MIX OF THE YEAR 2025
(The SCENARIO of BaU)

Oil
41.7%

Natural gas 20.6%

Coal 34.6%

PLTA (Hydroelectric power generators) 1.9%

Geothermal power 1.1%

PLTMH 0.1%

NATIONAL ENERGY MIX OF THE YEAR 2025
(OPTIMIZING SCENARIO)

PLTMH 
0.216%

Bio-fuel 
1.335%
Solar energy
0.020%

Wind power
0.028%
Fuel cell 
0.000%

Biomass 
0.766%

Nuclear 
1.993%

Natural gas 30.6%

Oil 26.2%

Other 4.4%
Geothermal 3.8%

PLTA 2.4%

Coal: 32.7%

OPTIMIZING
ENERGY 

MANAGEMENT

NATIONAL (PRIMARY) ENERGY MIX OF THE YEAR 2003

Oil 54.4%

Natural gas 26.5%
Coal
14.1%

PLTA (Hydroelectric power generators) 3.4%
Geothermal power 1.4%

Other New and Renewable Energy 0.2%

Figure 2 Government’s Target for National Energy Mix 2025 (ESDM, 2006) 
 
 The government had planned to increase bioethanol uses until the year 2005, from 
1% per year to around 5% in the year 2025.  The government had also planned to increase the number 
of gasoline station to sell bioethanol from East Java, to whole part of Java island and later to Sumatra.  
The aim is to introduce and familiarized people with bioethanol as a substitute for fossil fuel. 
 The road map for gasohol or mixture between bioethanol and gasoline can been seen 
in Figure 3.  The government had planned to increase the number of bioethanol plants from 17 plants 
in 2006 with a capacity of 60kL per day to a target of 25 pants in the year 2016. 
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ROADMAP FOR BIOETHANOL

Promoting Gasohol E-10   
in Jakarta and other big 

cities ( 2%)

Gasohol E-10
(Bio-ethanol from molasses & starch)

Strain Yeast 
improvement

Fermentation 
process 

technology 

Development of 
Membrane for 
dehydration

Dehydration 
of bio-ethanol 

with zeolite 
3A

Production of  bio-ethanol  99,5% with 
chemical dehydration technique and 

molecular sieving  with molasses and starch 
as raw materials on the scale of 8 KL/  day 
up to the commercial scale of 60 KL/ day

Production of bio-ethanol 99,5% with rate 
of production and high energy ratio with 
starch and palm sap as raw materials on 

the commercial scale of 60 KL/ day

Carbohydrate 
resources as raw 
materials for bio-

ethanol

Development of 
cellulose fibers as raw 

materials for bio-
ethanol & fuel

Production of bio-ethanol from 
lignocellulose on the commercial 

scale of 60 KL/ day 

Product

Technology

R & D

Market

Year  2005 – 2010                                          2011-2015                                       2016-2025

Utilization of Gasohol 
accounts for 3% of 

gasoline consumption

Utilization of Gasohol 
Accounts for 5% of 

gasoline consumption

Gasohol  (Bio-ethanol from starch and 
palm sap)

Gasohol (Bio-ethanol from 
lignocellulose, starch, palm sap)

NASIONAL  GASOHOL  STANDARDS

Figure 3 Indonesian Government Roadmap for Bioethanol (ESDM, 2006) 
 

In 2008, the government planned to utilize 5 to 5.5 million hectares of cassava and 750 
thousand hectares of sugar cane to increase the productivity of these alternative fuels. The government 
expected to add a minimum budget of Rp 100 billion, of which the interest subsidy of Rp 1 trillion 
will be allocated for the farmers as well as Rp 2 trillion for the initial capital of establishing financing 
institutions for biofuel development (Ircham, 2008) 

The government is aware of the need for a replacement of fossil fuels, as proven by the 
various policies that have been issued by the government to support the development of national 
biofuel industry.  Therefore it is important to identify factors that influence the competitiveness of 
industry in the development of biofuel in order to avoid the worst possibilities when Indonesia would 
have to import biofuels in the future.  
Data And Methodology 

Study conducted for a year in  2010 and also in 2011.  This study uses primary and secondary 
data collected from the  experts, interview with various sources, including private companies, 
government officers, association and Universities. The secondary data were used to determine the 
availability of the raw materials before and after it is used as bioetanol as well information related to 
the bioethanol industry.  
Porter Diamond Model 

According to Porter (1991), the competitiveness of an industry could be developed through 
the interaction of several factors, such as the demand factor condition, firm’s strategy, structure and 
rivalry, related and supporting industries and the demand factor (Figure 4).  The Diamond Porter 
Model investigates the strength and weakness of an industry and how competitive is the industry.  
However, opportunities and chances, along with the government play important roles to the overall 
competitiveness of the industry. 
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Figure 4 describes how the Diamond Porter Model will be used to determine the 
competitiveness of the bioethanol industry, related to PTPN X. 

 

 
 

Figure 4 Diamond Porter Model ( Porter, 1991) 
 

Exponential Pair wise Comparison  (EPC) 
 The Exponential Pair wise Comparison or EPC is a method in order to make a 
decision based on different alternatives (Manning, 1984 in Marimin 2008).  The score of the priority 
alternative become very big due to the exponential function, causing the alternative decision to 
become significant.  EPC structure is as follow:  

VAi       = ∑ (Value ij) Crit j 
VAi    =   value of i alternative 
Valueij =  value of i alternative for j criteria 
i         =  1,2,3,4,……. n;  n= number of alternatives 
j  =  1,2,3,4……..m; m= number of criterias 
Critj       =  importance level of j criteria; Criteria  j > 0  
EPC method has been widely used to make decisions based on alternatives, developing the 

agro industry dairy products (Canny, 2001), tuber agro industry products (Marimin and Sutiyono, 
2002), potential raw materials for the traditional drink or jamu (Kusnandar, 2002), agricultural system 
arrangement and choices of agricultural commodities (Syarifuddin et al, 2004), determination of 
supply allocation for superior product in vegetables supply chain (Marimin and Hadiguna, 2007). 

Canny (2001) used the EPC method combined with Analytic Hierarchy Process (AHP) and 
Interpretative Structural Modelling (ISM) to  construct and develop a decision support system (DSS)  
on the agroindustry dairy product based on the post harvest enterprises in Indonesia.  Factors affecting 
the industry are own company’s potential. The EPC method was also used in Syarifuddin et al (2004) 
studies to determine area land zone in Central Sulawesi to develop a competitive agricultural system 
arrangement and superior commodities arrangement. The study results seven primary zones for 
agricultural systems such as cacao, shallot, cattle and marine fishery. 
Analytic Network Process (ANP) 

Analytic is a form of the work analysis, which means the separating of any material or 
abstract entity into its constituent elements.  Analysis is the opposite of synthesis, which involves 
putting together or combining parts into a whole (Forman and Selly, 2007).  Saaty (2005) developed 
the Analytic Network Process or ANP as an extension of the Analytical Hierarchy Process. Many 
decision-making problems cannot be structured hierarchically because they involve interactions of 
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various factors, with high-level factors occasionally depending on low-level factors (Saaty, 1996; Lee 
and Kim, 2000). 
Results And Discussions 

As a country with fertile lands, Indonesia has many potential plants as a source of renewable 
energy however, the number of sources that had been identified is still limited. Table 1 represents 
different types of bioethanol sources related to other industries. Potential sources of raw materials are 
related to several factors namely  land, cultivation techniques, low production cost, shorter growing 
period, mechanical gathering,  high ethanol-transforming rate, government support and infrastructure 
(Lee et al, 2011).   

Table 1 Bioethanol Raw Materials and Their Functions 

Types of Plants Biomass Part That is 
Processed 

Bioethanol 
Productivity 

( Litre/Ha/Year) 
Current Function 

Cassava Fresh Tuber 4,500 Food/Industry/ livestock feed 
Sweet Potato Fresh Tuber 7,800 Food 

Sugar cane Fresh stems molases 5,000 
1,000 

Food 
Industry 

Corn Dry Corn Seed Flour 5,000-6,000 Food/Industry/livestock feed 
Sweet Sorghum Fresh Stems 5,500-6,000 Limited livestock feed 

Sago Sago flour 4,000-7,000 Limited Food 
Conservation 

Source:  Indahsari, 2012. 
 

A number of potential bioethanol source namely sugarcane, cassava, sweet potatoes, corn, 
sago and sweet sorghum were studied within limited time available. The criteria used  include  (1)  
plant productivity level obtained from the Ministry of Agriculture (2010); (2)  plant adaptation ability  
to marginal land conditions level of fertilizer; (3) plant adaptation ability  to weather conditions, such 
as water requirement, direct sun, and humidity level; (4) continuity,  ability and easiness for the plant 
to be generated or stored; (5) required technology for cultivation; and (6) infrastructure and 
government support, such as policy or subsidy that had already been imposed or developed to certain 
plant types (intensive and extensive programs). 
Data collected will then be scored and weighted according to the Exponential Pairwise Comparison 
(EPC) Matrix as in Table 2:   

Table 2  Exponential Matrix Pairwise Comparison (EPC) 
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Decision’s Criteria Value Priority 1 2 3 - - - 
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Source:  Manning (1984)  in Marimin (2008) 
 

The calculation formula of the total value of each alternative decision are as follows: 
Rkij  =  the relative degree of importance of  j criteria on i decision, which can be   
             expressed in ordinal scale (1,2,3,4,5) 
TKKj  =  the degree of importance of decision’s criteria, which is expressed in  weight 
n  =  the number of alternative decisions 
m  =  the number of decision’s criteria. 
Indonesia has more than 13 potential raw materials to produce bioethanol (Media data, 2008), 

however, only certain plants are considered to have potential to be developed. Table3 shows the result 
from EPC method to find three potential raw material plants for bioethanol, the three potential raw 
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materials are sugarcane, cassava and corn. Value of weights were determined from literature reviews 
and experts’ opinion.  

Tabel 3 Results for Potential Bioethanol Raw Materials Based on EPC 
Type of Raw 

Materials 
Productiv

ity 
Ability 

to Adapt 
to 

Weather 

Ability 
to 

Adapt 
to 

Land 

Continuit
y 

Infrastructu
re and 

Technology 

Governmen
t Support 

EPC 

Sugarcane 336000 900 800 140.00 100.00 100.00 101028.0
0 

Cassava 245000 800 900 160.00 66.67 77.78 73724.22 
Corn 188200 600 700 100.00 55.56 66.67 56628.89 
Sweet Potato 21500 400 300 60.00 33.33 33.33 6542.00 
Sago 100 300 200 133.33 22.22 22.22 113.33 
Sweet 
Sorghum 

100 100 100 20.00 11.11 11.11 57.33 

Weight  0.3 0.1 0.1 0.2 0.1 0.2 1  
 
Table 3 show that sugarcane, cassava and corn have been widely cultivated in Indonesia. The 

data was obtained from the Ministry of Agriculture however, because of  insufficient data  for  
productivity level of sago and sorghum, assumption was made to less than 1 million per year.  
Cassava is also considered as a high producing starch with available year round yield (Kuiper et al, 
2007).  Cassava tubers can also be chipped, dried and stored for utilization during periods of lean 
supply (Rañiola et al, 2009).  On the other hand, high level of sugarcane yield and availability 
considered to correlate to with the amount of land area endowed by the companies (Media Data, 
2008). In addition, technical support provided for to producing sweet sorghum, such as cultivation, is 
still inadequate, noting that sweet sorghum is newly introduced crop (Sirappa, 2003). 

In terms of adaptability  to land condition, cassava is considered to be highly tolerant to 
extreme stress and even to marginal land conditions (Kuiper et al, 2007). On the other hand, sweet 
sorghum, as non native crop to Indonesia, will take some times for its adaptation to local weather 
condition.  Similarly, data to support sago, sweet potato and sweet sorghum are also limited.  
Cassava’s ability to adapt to weather condition is proven by its drought-resistant characteristic and 
even requires minimum crop maintenance (Rañiola et al, 2009), while sweet potato indicates its low 
resistant to diseases. 

Production potentials of the three crops, in terms of their  ability to regenerate, produce and 
sustainability sweet sorghum is constrained by its lack of cultivation and breeding experiences, hence 
the yield stability of the crop is not being considered as bioethanol source crops, as opposed to 
sugarcane  (Kőppen et al, 2009). In this instance, cassava is so far being viewed as the easiest crop to 
cultivate. Corn production is also  constrained by its  hybrid status, while sweet sorghum is considered 
the most difficult to reproduce, among other because the seeds still rely on  imported. 

Infrastructure includes government support to expand crop productivity. In this instance, 
sugarcane has been well supported by the government, including marketing system to enhance self 
sufficiency in white sugar production to meet domestic consumption. Equal and intensive supports are 
also given to corn and cassava development, while sweet sorghum as indicated earlier needs more 
studies before the government provides recommendation to farmers.    

Table 4 shows the comparison between type of bioetahanol sources related to energy produce. 
Sugarcane has the highest amount of bioethanol produced per litre per year per ha compared to corn, 
cassava, sweet potato, sweet sorghum and sago. 
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Table 4 Comparison of Bioethanol Energy Crops 
Type of Raw Materials Ratio Of Biomass to 

Bioethanol 
Bioethanol 

 (litre/yr/ha) 
Corn 1-6 400-2,500 
Cassava 10-50 2,000-7,000 
Sugarcane 40-120 3,000-8,500 
Sweet Potato 10-40 1,200-5,000 
Sweet Sorghum 20-60 2,000-6,000 
Sago na* na* 

Source: Prihandana and Hendroko (2007) 
Note: na* or not available 

 
Expanding agriculture land area through the extension of commodities in unfavorable 

agroecology will result in non-optimal production and productiivty, with higher risk and more input 
(Kartono, 2006). Therefore, it is important to identify the type of resources and raw materials that 
could be used to develop the bioethanol industry competitiveness. Sugarcane produces the highest 
bioethanol (3,000 to 8,000 litre/year/ha) followed by cassava (2,000 to 7,000 litre/year/ha) and sweet 
sorghum (2,000 to 6,000 litre/yr/ha). About 60% of world bioethanol production comes from 
sugarcane and 40% are from other crops (Balat and Balat, 2009). Sweet potato still produces almost 
twice bioethanol production (lt/yr/ha) as  corn, while  data for sago is still unavailable.  

The government is carrying on-going research to develop superior varieties for sugarcane and 
cassava. In addition, supports has continued to further develop  infrastructure to  in the bioethanol 
system, including investment tax deduction allowance such as supporting capital seed for biofuel fund 
at the amount of  US$ 220 million and provide incentives for farmers by subsidy interest rate as much 
as US$ 110 million per year (Media Data, 2008).  Again, supporting data for sago and sweet potato 
have been very difficult to obtain, mostly because of research done in these material sources are 
inadequate.  Sago is more developed locally by farmers in Maluku and Papua. Moreover, even sweet 
sorghum has the potential to produce bioethanol, this new crop has its limitation for mass cultivation 
due to the fact that sweet sorghum’s is not Indonesia origin (Prihandana and Hendroko, 2007).  Figure 
5 shows the productivity level for sugarcane, cassava and corn has increased in six years. 

 

Figure 5 Comparison of Productivity Levels Between Cassava, Corn and Sugarcane (BPS, 2011) 
 

Figure 6 compares production growth between corn, cassava and sugarcane.  Corn has negative 
production growth rate in 2006 and has the tendency to decrease compared to production growth of 
cassava and sugarcane in 2010. 
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Figure 6  Comparison of Production Growth Rate (%)  Between Corn, Sugarcane and Cassava (BPS, 2011) 

 
The results either from EPC shows that sugarcane has better potential than cassava or corn as 

a bioethanol source, which is  consistent with ANP results.  Figure 6 shows type of raw materials for 
bioethanol and their level level of difficulties to develop these crops as material sources. The figure 
clearly shows that corn has the most problem as a crop material source for bioethanol followed by 
cassava, while sugarcane has the least problem. 
 

  
Figure 7 Types of Raw Materials and Level of Difficulties to produce them 

 
ANP results shown in Table 5 indicates that corn has the most problem (0.63) compared to 

cassava (0.242) and sugarcane (0.123).  According to Azhari (2010) the problem of raw materials is 
related to their unavailability as raw materials, due to some factors such as not enough supporting 
industry on processing and end results, insufficient capital and high production cost problems. The 
Normalize values shows how each factor affects each other within the same cluster, while the limiting 
values show the interaction between clusters.  Total values shows the whole picture of the problem in 
the bioethanol industry in Indonesia. 

Table 5 Normalize and Limiting Values For Type of Raw Material and Problems 
Problems Normalize Values Limiting Values 

Type of Raw Material Choice Difficulties: 

Cassava  0.242 0.009 
Corn 0.635 0.025 
Sugar Cane 0.123 0.005 
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The EPC and ANP results, indicate consistency of sugarcane being the most potential source 
for bioethanol. Therefore, the use of sugarcane (molasses) by PTPN X implies that the company is 
using the most potential material for developing bioethanol. 
 The Diamond Porter Model illustrates the current condition of the bioethanol industry related 
to PTPN X. Each factor affects each other and how the bioethanol industry can be developed.  PTPN 
X is using sugarcane as the main source to develop the bioethanol industry, which is consistent with 
the finding from EPC and ANP.  Figure 8 shows the Diamond Porter Model for PTPN X. 

 
Figure 8 Development of Bioethanol by PTPN X  (Adapted from Porter’s Diamond Model Theory) 

 
The factor demand for bioethanol includes how potential the market is.  The end of cheap oil 

and the volatility in world oil price has cause bioethanol as an attractive alternative substitute for 
fossil fuel.  Zuurbier and van de Vooren, 2008).  Furthermore, the large number of Indonesian 
population increases the demand for fuel, hence, increase the demand for transportation which in turn 
to influence the demand for fossil fuels. Motorcycles represented the largest increase in transportation 
mode being three folds in 2010 as there were in 2000, while the amount of private cars increased two-
fold since 2000 (BPS, 2011).       

Factors of supporting industries include availability of current technology, economics of  
scale and infrastructure. Availability of support from other firms which focus on core capabilities and 
activities while identifying their weakness to support business (Porter, 1980). In their studies, Chan 
and Reiner (2011) found that many bioethanol industries development have horizontal and vertical 
integration. Reasons include reducing the risks of price volatility in the market, enhance security of 
supply, and also reducing costs. PTPN X is developing an integrated system to maximize bioethanol 
production.  Other companies, such as bioethanol industries in India or in Brazil had been able to 
integrate different products while producing bioethanol. Bagasse was used to produce steam and 
electiricity (Concuelo et al) 

Advanced technology system is effective in producing higher bieothanol production while at 
the same time produce electricity. Private companies in Indonesia have also been applying this, by 
using electicity  generated in the bioethanol process, to generate electricity for internal uses, which in 
turn  cutting back the cost  to the company.  Waste from processing  produces fertilizer and even fiber 
for producing paper. PTPN X is determine to develop the bioethanol industry as a whole with 
integrating other products as well. 

The opportunities to develop bioethanol relies mostly on obligation or incentives given to 
bioethanol demand and consumption. Salvo and Huse (2011) found that consumer will use bioethanol 
when consumers are more concern with environment regardless of the price differences between 
bioethanol and fossil fuel. Therefore, educating consumers to use more eco-friendly energy alternative 
is important to develop the industry. Consumers are also concern with effects on vehicles engines 
when blending bioethanol with fossil fuel (Salvo and Huse, 2011). In Brazil, automotive companies 
are required to adjust the machines to facilitate the bioethanol mixture.  Recently, along with the 
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commitment of the National Oil Company, Petrobras, automobile engines have been developed to 
receive any mixture of ethanol and fossil fuel (0 to 100% ethanol), called ‘flex fuel vehicles’.  The US 
Alternative Motor Fuel Acts of 1998 credits automobile producers when producing automobiles that 
are capable to blend bioethanol 85% to petroleum based gasoline of 15% (Zhang and Wetztein, 2008).  
Bioethanol has lower energy content than fossil fuel, implying that bioethanol perform less miles per 
gallon compared to fossil fuel, however results in similar power and performance (Anderson, 2008). 
Therefore, bioethanol is more efficient and  as effective as fossil fuel. 

Indonesian government has produced policies and regulations to support the development of 
bioethanol, which provide energy security, reduce the greenhouse gas emissions while increasing and 
diversifying income of farmers and rural communities as a  potential factors to support bioethanol 
industry (Zuurbier and van de Vooren, 2008).  Presidential Regulation No. 5 of 2006 contains several 
directions of the national energy policy, such as the composition of a balanced source of energy of 
54% petroleum, 26% natural gas  and 14% coal. In 2025, which was expected that there would be a 
reduction in the contribution of oil to 20%,  of natural gas to 30%, of coal to 2% , and increase of 
renewable energy (biomass, water, wind, solar and nuclear) to more than 5%, of geothermal to more 
than 5% , and of vegetable fuels (biofuels) equal to 5% in every national energy needed (BPPT, 
2008). The Presidential Instruction No. 5 of 2006 mentioned the supply and use of biofuel. Therein, it 
has been instructed to a number of Ministries and local governments to take any measure in 
encouraging the supply and use of Bioethanol  (Krisnamurthi, 2007). 
 The roadmap for gasohol or mixture between bioethanol and gasoline can been seen 
in Figure 9.  The government had planned to increase the number of bioethanol plants from 17 plants 
in 2006 with a capacity of 60kL per day to a target of 25 pants in the year 2016. 
 

 
Figure 9 Government’s Plan for Bioethanol (ESDM, 2006) 

 
Concluding Remarks 

Large scale bioethanol industry such as the one being operated by the PTPN X has a 
comparative advantage compared to others being run by small scale companies, from the viewpoints 
of integrating upstream through downstream factors, conditional to government policy to support the 
production of molasses. For example, sugar companies  are still producing  single final product, that is 
white sugar with molasses as side product.  The main reason for the PTPN X being able to develop an 
integrated bioethanol industry with reduced costs is that  electricity produced can be internally utilized 
while also producing steam and fertilizer. 

Favorable conditions for the PTPN X to use sugarcane as the most potential raw material is its 
adoption of vertical integration which  ensure optimum  supply of the stock and technology used. In 
addition, the government has also been trying to stimulate the bioethanol industry, which proven that  
opportunity and support are equally important. 

It is important that government policies related to the scale of bioethanol industry must be 
followed up with government and financial support for research and development, equipments and 
facilities, land use and market system. Further studies should be conducted on factors affecting cluster 
concentration development. 

  

2005  2006      2008             2011                       2016                                       2025 

year 

Development/expansion of 
demo plant 8kL/day 

Construction of 
8 plants 
@ 60kL/day 

Construction of 
13 plants 
 @ 60kL/day 

Construction of 
 25 plants @ 60kL/day 

Construction of 
17 plants  
@ 60kL/day 
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Abstract: 

Cowpea [Vigna unguiculata (L.) Walp.] production in West Africa is constraint by Striga 
gesnerioides parasitism associated with 83-100% yield loses which warrants development of 
resistance varieties against the parasite. An exotic resistant genotype, IT97K-499-35 developed by 
International Institute of Tropical Agriculture (IITA) was crossed with SARC-LO2, a local 
susceptible genotype. SSR-1 and C42-2B markers previously mapped in the region of S. gesnerioides 
resistance loci were used to amplify genomic DNA of advance recombinant inbred lines (RILs) of this 
cross. The responses of the RILS to Striga infection in pot culture and a field trial conformed to 
segregation ratio of resistance to susceptible genotypes of 1:1 among F7 progenies suggesting 
monogenic dominant inheritance of the resistance. The  markers SSR-1 and C42-2B mapped in the 
region of the resistance locus, but presented as dominant markers, with amplification only in resistant 
genotypes. The selective efficiency of SSR-1 (92.6%) was better than that of C42-2B (85.7%). In field 
trials, growth and morphology of susceptible genotypes were adversely affected by S. gesnerioides 
which resulted in significant (P ≤ 0.05) reduction in seed yield compared to resistant genotypes. The 
resistant RILs identified in the current work would be further evaluated in multi-location trials prior to 
their release to farmers for cultivation. 

 
Key Words: Cowpea, Marker-assisted selection, Striga, Recombinant inbred lines 
 
Introduction 
 Cowpea [Vigna unguiculata (L.)Walp] is one of the most economically important indigenous 
African grain legumes with enriched protein as source of food for both human and animal 
nourishment and a major crop in regional trade within West and Central Africa (Langyintuo et al., 
2003). The relatively high protein content of cowpea makes it an essential supplement to the diet of 
many Africans (Bressani, 1985) who consume high carbohydrate but low in protein cereals, root and 
tuber crops (Omoigui, 2007). Besides, cowpea is also a valuable commodity that provides income for 
farmers and fixes atmospheric nitrogen to restore soil fertility for succeeding cereal crops growing in 
rotation with it. West and Central Africa produce 69% of the world production (Langyintuo et al., 
2003). However, a major biological constraint to increase production in smallholder farms is the 
infection by the parasitic weed, Striga gesnerioides (Willd) Vatke (Ehlers and Hall, 1997). Cowpea 
yield losses associated with S. gesnerioides range from 83 to 100% (Cardwell and Lane, 1995; 
Emechebe et al., 1991)   
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 The extent of damage to cowpea by S. gesnerioides infection is related to the close parasitic 
association between the host and the parasitic weed. Seed germination in S. gesnerioides occurs in 
response to specific stimulants exuded by host roots in the soil (Muller et al., 1992). The extremity of 
the radical modified into haustorium (Okonkwo and Nwoke, 1978), that attaches and penetrates the 
vascular tissues and establish vascular connections (Ba, 1983) to derive water, minerals and organic 
compounds from the cowpea for the development of the parasite (Graves et al. 1992). Indeed, no 
single method is adequate to control the parasite, however, host plant resistance appears to have the 
potential to effectively and economically control the parasite since it is affordable to resource-poor 
farmers (Omoigui et al., 2007) as well as being environmentally friendly. Breeding for resistance to S. 
gesnerioides has led to development of some resistant cowpea cultivars (Parker and Polniaszek, 1990; 
Aggarwal, 1991).  

Development of cowpea host plant resistance to S. gesnerioides requires the application of 
phenotypic and genotypic diagnostic protocols to screen a population segregating for resistance to the 
parasite. Indeed molecular markers for identification and selection of Striga-resistant genotypes have 
been developed for most of the races of the parasite prevalent in West Africa. However, the 
differential virulence of races of S. gesnerioides on cowpea genotypes (Lane et al., 1994; Singh, 
2002) has serious implication to breeding and selection procedures. Hence, the need to use race 
specific markers to complement conventional breeding methods to identify cowpea resistant 
genotypes. Until now, seven races of S. gesnerioides have been identified based on host differential 
response and genetic diversity analysis within the cowpea growing regions of West Africa (Lane et 
al., 1996). These races are designated as SG1 (Burkina Faso), SG2 (Mali), SG3 (Nigeria and Niger), 
SG4 and SG4z (Benin), SG5 (Cameroon) and SG6 (Senegal). According to Botanga and Timko 
(2005), race formation in cowpea-Striga association is largely a result of host-driving selection, 
because the parasite is autogamous with floral features that make occurrence of out-crossing very low. 
Identification of race-specific responses in cowpea is relevant for the development of target resistant 
genotypes.  

Several race-specific resistance genes have been identified and located to linkage groups 1 
and 6 (LG1 and LG6) of the current cowpea genetic map (Ouédraogo et al. 2001 and 2002). The 
genetics of cowpea Striga-resistance varies according to the biotype of the parasite; however, it is 
inherited mainly as a single nuclear dominant gene (Singh and Emebeche, 1990; Atokple et al., 1993; 
Lane et al., 1993; Moore et al., 1995; Toure et al, 1997; Carsky et al., 2003). A few reports, however, 
have pointed out that the resistance is conferred by two independent dominant genes (Dubé, 2000) or 
a recessive single gene (Toure et al., 1997). The implication of this variation in resistance is that 
reliable screening protocols are required to select recombinant inbred lines for the resistance or 
susceptibility to the parasite.  Therefore, the focus of the current work was to screen recombinant 
inbred lines of the cross between Striga-resistant exotic line and locally adapted variety susceptible to 
the parasite to select resistant lines as basis for developing better adapted varieties.  
 

 
Source: Lane et al. (1996) 
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Materials and Methods 
Plant culture and DNA extraction 
 Cowpea seedlings of 98 recombinant inbred lines (F7) derived from a cross of IT97K-499-35 
(resistant parent) × SARC-LO2 (susceptible parent) were raised in plastic pots filled with sandy loam 
soil in the Botanical Garden of the School of Biological Sciences of the University of Cape Coast. 
Three cowpea seeds were sown in each plastic pot and maintained with regular watering at two-day 
intervals or when necessary. Three young leaves for each potted cowpea were harvested at 14 days 
after sowing (DAS) seeds, labeled and frozen in liquid nitrogen.  
 The frozen dried leaves were homogenized and total genomic DNA  isolated from each 
sample using the plant DNAzol® ES (MRC Inc, Cincinnati, OH) as per manufacturer’s protocol with 
slight modification. The homogenate was transferred into 2ml Eppendorf tubes containing 750µL 
DNAzol® ES reagent and after vigorous shaking, 750µL chloroform was added.  The mixture was 
centrifuged at high speed (12,000rpm for 10minutes) and supernatant was transferred to a new 
microfuge tube. Absolute ethanol (750 µL) was added to precipitate the DNA and the DNA pellet 
recovered by centrifugation at low speed (6000 rpm for 5minutes). Precipitated DNA was rinsed 
gently with 70 % ethanol, air-dried and suspended in 200 µL TE buffer (pH 8.0) and stored in a fridge 
at -4 oC overnight. The suspended DNA was incubated at 65 oC for 30 minutes in a water bath. The 
bottom of centrifuge tube containing DNA was tapped gently and centrifuged at 6000 rpm for 
5minutes. The DNA was quantified with a spectrophotometer (Thermo Scientific, Wilmington, DE) 
and intactness of DNA was checked by resolving 1µL genomic DNA in 0.8 % (w/v) agarose gel.  A 
DNA working solution of100 ng/µL was prepared and stored in a freezer at -20 oC until use.  
Bulked Segregant Analysis 
 The Bulked Segregant Analysis (BSA) following Michelmore et al., (1991) and Boukar et al. 
(2004) was employed to assess the segregation patterns and select more informative molecular 
markers for genomic analysis of the RILs. Equivalent amounts of genomic DNA from 10 resistant and 
10 susceptible F7 plants respectively from the population derived for the cross between IT97K-499-35 
and SARC-LO2 were pooled to form resistant and susceptible bulks. Both bulks were used along with 
the parents to and screened with three sequenced characterized amplified region (SCAR) primers 61R, 
61RM2 and C42-2B and one microsatellite primer, SSR-1. The ethidium bromide-stained gels were 
visualized on a UV transilluminator (M-15 UVP Upland, CA 91786 USA) and photographed using a 
digital camera. The highly polymorphic informative primers were selected and further used to analyze 
the population to determine the association of the markers with cowpea resistance or susceptibility to 
S. gesnerioides.  
Polymerase chain reaction (PCR) analysis 
 Each PCR  reaction mixture contained 8 μL Bioneer AccuPower® TLA PCR PreMix 
desolved in  Molecular Grade Distilled water (MGDw), 0.5 µL of forward primer, 0.5 µL reverse 
primer and 1 µL genomic DNA of sample were added to make up 10 µL total volume. The PCR 
amplifications were performed in an Eppendorf Mastercycler (Techne TC-512) comprising an initial 
denaturation at 94 °C for 1 min followed by 35 cycles of denaturation for 5 min, annealing at 55 °C or 
60 °C for 1 min, extension at 72 °C for 1 min and end with final extension at same temperature for 5 
min. The PCR products were resolved for 1 h at 120 V on 2% (w/v) Agarose gel in 1 × TAE buffer 
using a horizontal gel electrophoresis apparatus (Model V16.2 or V16; Gibco BRL, Gaithersberg, 
MD, USA). The gels were stained with ethidium bromide and visualized on a UV transilluminator 
(M-15 UVP Upland, CA 91786 USA) and photo-documented with a digital camera. The size of DNA 
bands in base pairs was determined using the 1 kb DNA standard ladder (Invitrogen, Carlsbad, CA, 
USA). 
Pot culture screening of cowpea against Striga-gesnerioides infection 
 The pot culture screening method used by Botanga and Timko (2005) was employed to assess 
the response of recombinant inbred lines of cowpea derived from IT97K-499-35 (resistant) × SARC-
LO2 (susceptible) with a local check GH3684 (resistant) to Striga gesnerioides infection in the 
glasshouse of SARI, Tamale-Nyankpala in 2009. Each pot (17 × 11cm) filled with garden was 
inoculated with about 1000 seeds of Striga gesnerioides from the Upper East Region of Ghana. Four 
seeds of cowpea were sown per pot in 3 replications. The seedlings were thinned out and two were 
maintained per pot at 2 weeks after germination. The soil was kept moist by watering regularly every 
two days or when necessary. Destructive sampling was carried out at 8 weeks. The plant-soil mass 
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was removed from each pot, immersed into a bucket of water, and gently agitated to loosen the soil 
mass. The roots were washed thoroughly free of soil and examined using hand lens for presence of 
necrotic hypersensitive lesions, attachment of Striga gesnerioides and tubercles. Plants that favoured 
attachment, healthy development and emergence of Striga gesnerioides were classified as susceptible 
and those that appeared free from infection, without any attachment were categorized as candidate 
resistant genotypes. 
Response of cowpea breeding lines to S. gesnerioides infection in field trial 
 Nighty-eight (98) recombinant inbred lines (RILs) selected by pot screening and molecular 
markers for resistance and susceptibility to the parasite were composed into a field trial. The trial was 
conducted under rain-fed sandy soil conditions from 3rd August- 31st October 2011 at the Savannah 
Agriculture Research Institute (SARI), Manga Station in Bawku located within latitude 11° 11ʹ 0, 
longitude 10° 40ʹ N and at an altitude of 249 m above sea level in a Striga seed-infested field 
(hotspot). with a local cowpea line GH3684 with resistance to Striga was included as a check. A 20 m 
× 40 m plot of land was ploughed, harrowed and ridges were constructed. The field was divided into 
two blocks at 1.5 m apart. 
 Three seeds of each cowpea breeding line were randomly sowed at 40 cm within row and 60 
cm between rows. The cowpea seedlings were thinned to one per stand at 14 days after germination, 
allowing 12 cowpea stands per breeding line in each row arranged in a randomized complete block 
design. The local cowpea accession, GH3684 included in the test trial was also used as border plant 
for the entire set-up. Cultural practices, including hand weeding, were carried out at 3 and 6 weeks 
after sowing seeds, and insecticide (Dimiprid® 200 SL at 35ml/15L knapsack capacity) sprayings 
were carried on 4 and 7 weeks old plants. The number of S. gesnerioides emerged per plot was 
recorded for each cowpea breeding line. The effects of the parasitic stress on growth and morphology 
of cowpeas caused by S. gesnerioides were observed from 6 to 8 weeks of the growth period. The 
weight of hundred seeds was determined. The data were subjected to analysis of variance (ANOVA) 
using Minitab 16.2.2 statistical software. The differences between mean values were assessed using 
the least significant difference (LSD) at 5% level of significance. 
Results 
 The pot test on F7 RILs of advanced cowpea progenies derived from a cross of IT97K-499-35 
(resistant parent) × SARC-LO2 (susceptible parent) expressed a segregation ratio of 1R:1S (χ2 = 
0.003; P = 0.995). This ratio conforms well to those of SSR-1 and C42-2B molecular markers in the 
cowpea genome and further confirmed by the response of the cowpea genotypes to S. gesnerioides 
infestation on the field (Plates 1 and 2; Table 1). The susceptible genotypes of cowpea had Striga 
seedlings attached to the roots after 45 days of germination or germinated Striga seedlings emerged 
on the surface of the soil. These cowpea plants expressed varied symptoms with age of culture due to 
Striga-parasitic stress including stunted growth, leaf necrosis, chlorosis, senescence, defoliation and 
reduced size of young leaves. The susceptible cowpea plants also had reduced flowering and pod 
formation as well as poor rooting and nodulation. Contrary, the resistant recombinant inbred lines 
(RILs) of cowpea had normal growth and development without Striga attachment or emergence 
comparable to the resistant parental genotype IT97K-499-35 and the local genotype cowpea 
accession, GH3684 used as a check.  

The details of Striga emergence and degree of parasite infection for the individual RILs in the 
field trial are presented in Table 1. There were significant (P ≤ 0.05) differences in the rate of 
emergence of S. gesnerioides among the genotypes of the F7 RILs of cowpea. The emergence of S. 
gesnerioides ranged from 1 – 13.0 plants per plot (Table 1). The RILs that were not associated with 
Striga emergence and had the SSR-1 or C42-2B maker were observed as resistant genotypes. 
However, the cowpea RILs that were associated with S. gesnerioides emergence on the field or in the 
pot, and devoid of the SSR-1 and C42-2B resistance marker in the genome were susceptible 
genotypes. On the whole, the cowpea RILs differed in their growth responses with corresponding 100 
seed yield under Striga infestation in the field.  

The mean 100-seed dry weight for susceptible RILs was significantly (P ≤ 0.05) lower (15.2g) 
than that (16.6g) for the corresponding resistant RILs. The influence of gene segregation, coupled 
with the Striga infection on 100-seed dry weight apparently followed the regular distribution pattern 
for a continuous variation (Fig. 2). The 100 seed weight ranged from 3.2g in the Striga-susceptible 
progeny UC96-05 to 23.0g in the Striga-resistant progeny UC96-223. On uninfected plots, the 
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susceptible parent (SARC-LO2) had large seeds with higher 100-seed weight (26.8g) (data not 
shown) compared to seeds from infected plots (19.8g). The 100-seed weight of the resistant parent 
(IT97K-499-35) was greater (16.2g) compared to the resistant local genotype GH3684 with a 100-
seed weight of 13.3g.  
 Bulk segregant analysis in addition to the pot and field screening data revealed that 
C42-2B and SSR-1 markers were more informative in distinguishing resistant from susceptible bulks. 
SSR-1 and C42-2B markers produced single bands of 150bp and 180bp PCR products, respectively, 
with amplification only in resistant genotypes (Plate 1 and 2). The marker segregation efficiency of 
SSR-1 was better (92.6 %) than that of C42-2B (85.7%) in identifying resistant cowpea genotypes 
among the RILs.  
 Twelve RILs (UC96-36, UC96-46, UC96-50, UC96-85, UC96-171, UC96-177, UC96-
191, UC96-264, UC96-290, UC96-333, UC96-357, and UC96-357) which had the C42-2B marker for 
resistance were found to be susceptible. Similarly, thirteen others (UC96-07, UC96-10, UC96-38, 
UC96-47, UC96-48, UC96-64, UC96-113, UC96-189, UC96-206, UC96-209, UC96-229, UC96-243 
and UC96-274) with both SSR-1 and C42-2B markers were also susceptible in field trials indicating 
crossing-over between the marker locus and the gene locus for resistance. 
 
Table 1. Reaction of cowpea RILs derived from a cross of IT97K-499-35 × SARC-LO2 to S. gesnerioides infection 

                          Phenotypic reaction Genotypic reaction 
 
       Genotypes 

   
SSR-1 
Marker  
150bp 

 
C42-2B 
Marker 
180bp 

Pot Test  Field         
Trial 
 

100-seed 
weight/g 

Striga 
Emergence/ 
Plot  

IT97K-499-35 R R 16.0 0 + + 
SARC-LO2 S S 19.8 13 - - 

UC96-02 S S 12.2 7 + - 
UC96-03 R R 16.4 0 + + 
UC96-05 S S 3.2 3 - + 
UC96-07 S S 15.8 2 + - 
UC96-08 S S 18.1 6 - + 
UC96-10 R S 13.4 2 + - 
UC96-11 R R 18.8 0 NA NA 
UC96-12 S S 13 11 - - 
UC96-17 S S 16.5 1 - - 
UC96-19 S S 16.1 5 - - 
UC96-20 R R 17.6 0 + - 
UC96-23 R R 16.9 0 - - 
UC96-24 R R 20.1 0 + + 
UC96-25 R NA - 0 + - 
UC96-30 R NA - 0 - + 
UC96-32 R R 19.9 0 + + 
UC96-33 R R 19.0 0 + + 
UC96-36 S S 16.0 1 - + 
UC96-37 S S 12.1 1 - + 
UC96-38 R S 14.2 10 + + 
UC96-39 S S - - - - 
UC96-44 S R 16.0 0 - - 
UC96-46 S S 17.3 4 - + 
UC96-47 S S 21.2 3 + + 
UC96-48 R S 16.1 2 + + 
UC96-50 S S 13.2 12 - + 
UC96-52 S S 16.6 1 - - 
UC96-56 R R 18.9 0 + + 
UC96-60 R R 16.9 0 - + 

R: Resistant, S: Susceptible, +: Presence of marker, -: absence of marker or product,  NA: Not   applicable 
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Table 1. Continued 

 
 Phenotypic reaction Genotypic 

reaction 
 
Genotypes 

    
Pot 
Test  

Field 
Trial 
 

100- 
seed 
weight/g 

Striga 
Emergence/ 
Plot  

SSR-1 
Marker  
150bp 

C42-
2B 
Marker 
180 bp 

UC96-64 S S 20.9 3 + + 
UC96-73 S S - 2 - - 
UC96-76 S S 20.2 1 - - 
UC96-77 R R 17.8 0 + + 
UC96-80 R R 15.1 0 + + 
UC96-85 S S 14.7 4 - + 
UC96-86 R R 14.6 0 + + 
UC96-99 S S 14.6 1 - - 

UC96-113 R S 16.5 2 + + 
UC96-122 R R 16.7 0 + + 
UC96-128 R R 14.1 0 + + 
UC96-139 R R 15.6 0 + + 
UC96-141 R R 16.5 0 + + 
UC96-144 R R - 0 + + 
UC96-145 S S 10.9 3 - - 
UC96-148 R R 16.3 0 + + 
UC96-151 R R 16.6 0 + + 
UC96-153 R R 17.7 0 + + 
UC96-154 R R 21.4 0 + + 
UC96-168 R R 16.9 0 - + 
UC96-171 S S 18.4 4 - + 
UC96-173 R R 16.2 0 + + 
UC96-174 S S - - - - 
UC96-177 S S 18.4 2 - + 
UC96-178 R R 16.5 0 - + 
UC96-186 R R - 0 - - 
UC96-189 S S - 2 + + 
UC96-191 R S 16.8 4 - + 
UC96-194 R R 16.0 0 + + 
UC96-198 R R 15.9 0 + + 
UC96-199 R R 16.6 0 + + 
UC96-200 R R 16.5 0 + - 

R: Resistant, S: Susceptible, +: Presence of marker, -: absence of marker or product 
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Table 1. Continued 

 
 Phenotypic reaction Genotypic 

reaction 
 
Genotypes 

    
Pot 
Test  

 Field 
Trial 
 

100-
seed 
weight/g 

Striga 
Emergence/ 
Plot  

SSR-1 
Marker  
150bp 

C42-
2B 
Marker 
180bp 

UC96-204 R R 17.9 0 + - 
UC96-206 R S 14.1 2 + + 
UC96-209 R S 16.0 3 + + 
UC96-211 S S 14.0 5 - - 
UC96-212 R R 13.1 0 + + 
UC96-216 S S 7.3 4 - - 
UC96-221 R R 16.9 0 + + 
UC96-222 R R 16.4 0 + + 
UC96-223 R R 15.8 0 + + 
UC96-226 R R 23.0 0 + + 
UC96-227 R R 16.4 0 + + 
UC96-229 R S 16.0 1 + + 
UC96-231 R R 16.6 0 + + 
UC96-236 R R 17.1 0 + + 
UC96-239 R R 18 0 + + 
UC96-241 R R 21.3 0 + + 
UC96-242 R R 13.9 0 + + 
UC96-243 R S 13.7 1 + + 
UC96-244 R R - 0 + + 
UC96-247 R R 17.5 0 + + 
UC96-253 R R 15.3 0 + + 
UC96-264 S S 10.0 3 - + 
UC96-270 R R - 0 + + 
UC96-274 R S - 2 + + 
UC96-275 R R 18.1 0 + + 
UC96-276 S S 13.9 2 NA NA 
UC96-288 R R 15.8 0 + + 

R: Resistant, S: Susceptible, +: Presence of marker, -: absence of marker or product, NA: Not applicable 
Table 1. Continued 

 
 Phenotypic reaction Genotypic 

reaction 
 
Genotypes 

    
Pot 
Test  

Field 
Trial  

100- 
seed 
weight/g 

Striga 
Emergence/ 
Plot  

SSR-1 
Marker  
150bp 

C42-
2B 
Marker 
180bp 

UC96-290 S S 17.6 3 - + 
UC96-292 R R 13.5 0 + + 
UC96-318 R R 17.2 0 + + 
UC96-321 R R 16.2 0 + + 
UC96-323 R R 17.8 0 + + 
UC96-328 R R 15.6 0 + + 
UC96-329 R NA - - + + 
UC96-333 R S 14.6 1 - + 
UC96-346 R R 18 0 + + 
UC96-352 R NA - - + + 
UC96-353 S S 16.2 1 - + 
UC96-357 R S 13.9 1 - + 
GH3684 R R 13.2 0 + + 

R: Resistant, S: Susceptible, +: Presence of marker, -: absence of marker or product, NA: Not applicable 
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Fig.2. Variation in 100-seed dry weight of F7 recombinant inbred lines of cowpea from a cross of IT97K-499-35 
× SARC-LO2 

 
 
 

 
Plate 1: DNA bands from PCR amplification products of SSR-1 for some F7 RILs of cowpea ( derived from 
IT97K-499-35 × SARC-LO2)  resolved in 2 % Agarose gel stained with ethidium bromide. The presence of 

150bp band indicates resistant genotype and absence of this band indicate susceptible genotype. L represents the 
standard 1kb ladder. 

 

 
Plates 2: DNA bands obtained from PCR amplification products of the SCAR primer C42-2B among some F7 
RILs derived from IT97K-499-35 × SARC-LO2 resolved in 2 % Agarose gel stained with ethidium bromide. 

Resistant lines have the 180bp band. L represents the standard 1kb ladder 
 
Discussion 

Significant effort has been made to identify natural sources of genetic resistance within 
cowpea and to select and breed for improved lines with resistance to S. gesnerioides (Singh and 
Emechebe, 1997; Singh et al., 2002). However, the use of most resistant varieties is limited due to 
concerns about the potential adaptability and small or medium seed size as found in variety IT97K-
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499-35 (Omoigui, et al., 2007). IT97K-499-35 is a derivative from B301, local landrace from 
Botswana, which produces small seeds but is a multi-race resistant genotype to both S. gesnerioides 
and Alectra vogelii (Singh, 2002). Earlier inheritance studies indicated that the nature of resistance to 
S. gesnerioides races SG1, SG2, SG3 and SG4 in some cowpea genotypes is monogenic dominant 
(Singh and Emechebe, 1990; Atokple et al., 1993; Moore et al., 1995).The observed segregation ratio 
of 1R:1S in the present study is what is expected in a RIL population for a trait controlled by 
monogenic inheritance.. . 

The SSR-1 and C42-2B primers distinguished between resistant and susceptible cowpea 
genotypes with different discriminating power. Indeed, the SSR-1 and C42-2B markers were found to 
co-segregate with S. gesnerioides race 3 or SG3 resistance gene (Li and Timko 2009; Omoigui, et al., 
2009). Both primers identified resistant cowpeas by amplification of the band in only resistant 
genotypes. According to Omoigui et al. (2009) C42B-2B identified resistant lines with a single band 
while the susceptible lines had no band. In the current study, the 150bp SSR-1 marker was more 
efficient at 92.6% discriminating ability compared to that of C42-2B (85.7%). The implication is that 
SSR-1 might be closer to the S. gesnerioides race specific-resistant gene (SG3) than C42-2B as 
applied to the unknown race of S. gesnerioides in Ghana from the Upper East Region.  

Crop yield losses due to stress imposed by S. gesnerioides can ranged from 83 to 100% 
(Aggarwal and Ouédraogo, 1989; Alonge et al., 2005; Cardwell and Lane, 1995; Emechebe et al., 
1991) depending on the extent of damage and level of infestation. The observed stunted growth, leaf 
necrosis, chlorosis, senescence, defoliation, reduced size of young leaves, poor flowering and poor 
pod formation as well as poor rooting and nodulation from pot culture to field trial emphasized the 
devastating effects of Striga parasitism on the crop. The significantly (P ≤ 0.05) low average 100-seed 
dry weight (15.2g) among susceptible genotypes compared to that of resistant genotypes (16.6g) could 
be due to the parasite-induced damages giving rise to yield loss. The decrease in seed weight might 
have resulted from reduced seed size and/or a direct effect of reduction in photosynthesis and 
translocation of photosynthates to sink due to Striga stress. Competition between parasite and host for 
solutes and water coupled with lower rate of photosynthesis in the leaves may retard root and shoot 
growth and, consequently, yield. The fact that dry seed weight of the progenies demonstrated a 
seemingly continuous variation, which closely conform to the normal distribution curve, suggest the 
existence of potential high yielding genotypes for cultivation in both Striga prone and non-Striga 
prone areas. 
 The current field trial involving F7 progenies attracted low emergence of S. 
gesnerioides per plot (1-13) compared to data obtained for other studies (Carsky et al., 2003; Kamara 
et al., 2008). The resultant low parasite emergence might have been influenced by poor rainfall during 
the trial or low density of seeds present in the soil. However, the identification of susceptible and 
resistant RILs conformed to the selection procedure by Singh and Emebeche (1990) and confirmed 
with the presence or absence of distinct markers associated with S. gesnerioides resistance. The 
combined conventional and DNA marker technology used facilitated selection of 59.2% genotypes of 
the RILs with the same resistance traits as the parent IT97K-499-35 which compared well with the 
local resistant check (GH3684) in both pot and field assessments.  
Conclusions 

The segregation ratio of resistance to susceptible cowpeas of 1:1 observed among the F6 
progenies indicates that inheritance of resistance to the race of Striga in Ghana is monogenic. 
Resistant genotypes were identified with the presence of single distinct DNA bands of 150bp and 
180bp for SSR-1 and C42-2B, respectively, which were absent in susceptible genotypes. SSR-1 was 
more efficient (92.6%) than C42-2B (85.7%) in discriminating between resistant and susceptible 
genotypes. The small number of crossover events between the markers and the gene indicates 
reliability of these markers in improving cowpeas for Striga resistance in Ghana. The stress imposed 
by S. gesnerioides infection resulted in significant (P ≤ 0.05) yield reduction compared to resistant 
genotypes due to reduced vegetative and reproductive growth.  The resistant RILs identified in the 
current study would have to be further evaluated for release to farmers to cultivate.   
The authors wish to thank Mr. Francis Kusi of the Savanna Agriculture Research Institute, Manga 
station in Bawku for the role played to phenotype the cowpea genotypes. We are also grateful to the 
Global Diversity Trust of Rome, Italy and the University of Cape Coast, Ghana for co-sponsoring this 
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Abstract: 

The study was carried out to assess the determinants of household food security among rural 
households in Sekyere-Afram Plains District of Ghana. Data were collected from 100 randomly 
selected households through the use of structured questionnaires. Analytical techniques employed 
included descriptive statistics to analyze the characteristics of respondent households, and logistic 
regression model to examine the determinants of food security among the households surveyed. 
Among the variables considered in the model, household size, farm size, off-farm income, credit 
access, and marital status were found to significantly influence household food security. Consistent 
with a priori expectation, larger households were found to be food insecure compared with 
households with smaller sizes, ceteris paribus. Also, consistent with findings from previous empirical 
studies, farm size, off-farm income and credit access were found to have significant positive effect on 
household food security. The study, therefore, recommended improved access to credit for rural 
households and diversification of household economic activities to include off-farm income 
generating businesses to improve food security at the household level. 

 
Key Words: Household Food security, Logistic regression, Ghana 
 
Introduction 
 Food security and insecurity are terms used to describe whether or not households have access 
to sufficient quality and quantity of food. Food security issues gained prominence in the 1970s and 
have since been given considerable attention. Food security is perceived at the global, national, 
household and individual levels. Food security at global level does not guarantee food security at the 
national level. Moreover, food security at the national level does not guarantee food security at the 
household or even the individual level. Ghana’s economy until recently had been strongly dominated 
by the agricultural sector. The agricultural sector is the second largest contributor to the country’s 
GDP after the service sector, yet it is characterized by low productivity and limited competiveness. 
This is because the sector is dominated by subsistence and smallholder production units applying 
mostly basic and low level technology (Duffour, 2010). It is a source of livelihood for majority of 
Ghana’s population. It is the source of raw materials for industries; a major foreign exchange earner 
and also the main source of food security for the country. Agriculture is the main employer of rural 
households. It is the small scale farmers who produce for incomes, food and employment.  
 Notwithstanding the enormous contribution of agriculture to the country, there are problems 
of food insecurity especially among producers. Food security issues in the country are also affected by 
both local and international issues. Some local challenges are linked to policies and their 
implementation, and exclusion of the poor and those affected in decision making. International 
constraints like policies of donors, trade arrangements, liberalization of the economy, and activities of 
the extractive industries affect the sector. 
 In 2000, world leaders committed themselves to the Millennium Development Goals (MDGs) 
and one aim of the MDGs is to eradicate poverty and hunger. The target is “to reduce by half the 
proportion of people who suffer from hunger” by 2015. Over 800 million people in the world are food 
insecure (Gyamfi, 2006). Ghanaians are no exception even though Ghana is endowed with numerous 
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natural and human resources. Ghana’s overall performance in terms of agricultural production and 
productivity remains inadequate and has failed to make progress on the food security front.   
Ineffective production techniques, low yielding varieties, inadequate supply of water, among others, 
are part of the constraints to the achievement of household food security (Gyamfi, 2006).  
 Food insecurity in Ghana is concentrated in the rural areas. Majority of the Ghanaian rural 
population chronically suffer from mass poverty in more severe situations than the urban dwellers. In 
2009, according to the report by Comprehensive Food Security and Vulnerability Analysis (CFSVA), 
19% of rural households were food insecure as compared to 10% of urban households. Under-
nourishment and malnutrition are common in rural Ghana and very large proportion of peasant 
farmers live under the absolute poverty line. Moreover, lack of means of production, and large family 
size (majority of which are dependants) are the main characteristics of Ghanaian peasant farmers at 
present. This is why the issue of food insecurity has become the concern of many academicians, 
political leaders and other professionals today.  
 Majority of the research works that have been done so far on the issues related to food 
insecurity in Ghana are very general and consider the problem from national or regional points of 
view. While aggregate data are generally available at the national level, little work has been done to 
understand the food security problem at the household level in specific locations/districts. Having 
national food balance data is not sufficient to understand the food security dynamics in the country. 
Most agricultural production comes from millions of rural households. Despite the increasing global 
concern of improving food security, the nature and extent of food security at the household level in 
rural areas is not well documented. The purpose of this study was, therefore, to investigate the critical 
determinants of food security in rural areas in Ghana using Sekyere-Afram plains District as a case 
study. 
 The main objectives of the study were to: 

• Determine the food security situation among households in the study area, and  
• Examine the principal determinants of household food security in the study area. 

Literature Review 
 Most of the world’s poorest countries are in Africa and many of these face chronic poverty 
and food insecurity. Agriculture, of which 85-90 per cent is rain-fed in Sub-Saharan Africa, accounts 
for 35 percent of the region’s gross national product (GNP), 40 percent of exports and 70 percent of 
employment (World Bank, 2000). Clover (2003), Smith (2007), Babatunde et al. (2007), 
Swaminathan (2008), Oriola (2009), Fayeye and Ola (2007) are some of the works that have 
examined food security in developing countries. The authors argue that domestic policies in many 
developing countries have contributed very marginally to food security especially in Africa, and that, 
despite the growing global food production, hunger, malnutrition and famine are prevalent in many 
developing countries. From their analysis it is evident that improvement in food production in Sub-
Saharan Africa will boost per capita GDP, raise purchasing power and access to food. Their major 
conclusion is that research is needed on new technologies that are output-driven, ecologically friendly, 
acceptable and affordable to the resource-poor farmers. Finally, they argue that good governance and 
stable political governance system will provide an essential and enabling environment for food 
security in Sub-Saharan Africa. 
 According to CFSVA (2009), 5 percent or 1.2 million of the Ghanaian population, of whom 
the majority reside in rural areas, is food insecure. Ghana has seen the number of people living in 
poverty reduced significantly; in 2005/2006 the share of the population living in poverty was 
calculated at 28.5% down from 39.5% in 1998/1999. This makes Ghana one of the few countries that 
are on track to meet Millennium Development Goal (MDG) before the target year of 2015. 
Definitions and Concepts of Food Security 
 Food security is a concept that has evolved over time. As much literature has spiraled, many 
definitions and conceptual models on household food security have been presented (Smith et al., 
1992). There are approximately 200 definitions and 450 indicators of food security (Hoddinott, 1999). 
In Africa, food crisis in the early 1970s stimulated a major concern on the part of the international 
donor community regarding supply short falls created by production failures due to drought and desert 
encroachment (Maxwell,1992). In 1983, FAO analysis focused on food access, leading to a definition 
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based on the balance between the demand and supply side of the food security equation: “Ensuring 
that all people at all times have both physical and economic access to the basic food that they need” 
(FAO, 1983). In the World Bank (1986) report, Poverty and Hunger, this concept of food security is 
further elaborated in terms of: ‘access of all people at all times to enough food for an active, healthy 
life.’ 

At the 1996 World Food Summit 182 nations agreed and adopted a still more complex 
definition: ‘Food security, at the individual, household, national, regional and global levels. Food 
security is achieved when all people, at all times, have physical and economic access to sufficient, 
safe and nutritious food to meet their dietary needs and food preferences for an active and healthy life’ 
(FAO, 1998). This definition integrates stability, access to food, availability of nutritionally adequate 
food and the biological utilization of food. As a result, a synthesis of these definitions, with the main 
emphasis on availability, access, and utilization, serves as working definition in projects of 
international organizations. 
Food security Components 
 Common to most definitions of food security are the elements of availability, access, 
utilization and stability or sustainability.  
Availability 
 In this context, availability refers to the physical existence of food, be it from own production 
or on the markets. On national level food availability is a function of the combination of domestic 
food stocks, commercial food imports, food aid, and domestic food production, as well as the 
underlying determinants of each of these factors. Use of the term availability is often confusing, since 
it can refer to food supplies available at both the household level and at a more aggregate (regional or 
national) level. However, the term is applied most commonly in reference to food supplies at the 
regional or national level (Riely et al., 1999). 
Access 
 Access emphasizes on having sufficient resources to obtain appropriate foods for a nutritious 
diet. It is the way different people can obtain the available food. Normally, we access food through a 
combination of home production, stocks, purchase, barter, gifts, borrowing or food aid. Food access is 
ensured when communities and households and all individuals within them have adequate resources, 
such as money, to obtain appropriate foods for a nutritious diet (Riely et al. 1995). Access depends 
normally on; income available to the household, the distribution of income within the household, the 
price of food, and other factors worth mentioning are individuals’ access to market, social and 
institutional entitlement/rights (ibid). 
Utilization 
 Utilization has a socio-economic and a biological aspect. If sufficient and nutritious food is 
both available and accessible the household has to make decisions concerning what food is being 
consumed (demanded) and how the food is allocated within the household. In households where 
distribution is unequal, even if the measured aggregate access is sufficient some individuals may 
suffer from food deficiency. 
Stability 
 Stability or sustainability refers to the temporal dimension of nutrition security ( i.e. the time 
frame over which food security is being considered). In much of the food security literature, a 
distinction is drawn between chronic food insecurity—the inability to meet food needs on an ongoing 
basis—and transitory food insecurity when the inability to meet food needs is of a temporary nature 
(Maxwell and Frankenberger, 1992).  
Determinants of Food security  
 Factors that affect household food security in various developing countries especially in 
Africa have been documented in some literature and these factors or determinants are most often than 
not location-specific (i.e. different study areas were found to have variant attributes as food security 
determinants with some attributes recurring). The study conducted in Nigeria by Oluwatayo (2008) 
using probit  model found out that sex of household head, educational level,  age and income have 
positive influence on food security whereas household size has negative influence on household food 
security. Study by Sikwela (2008) in South Africa using logistic regression model showed that per 
aggregate production, fertilizer application, cattle ownership and access to irrigation have positive 
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effect on household food security whereas farm size and household size have negative effect on 
household food security. 
 Babatunde et al. (2007) is another detailed work on food insecurity in Nigeria. The study 
utilized a three-stage random sampling technique to obtain a sample of 94 farm households and a 
cross sectional data in year 2005. Using the recommended calorie required approach; the study 
revealed that 36 per cent and 64 per cent of the households were food secure and food insecure 
respectively. The Shortfall/Surplus index showed that the food secure households exceeded the 
recommended calorie intake by 42 per cent, while the food insecure households fell short of the 
recommended calorie intake by 38 per cent. A logit regression model estimated showed that 
household income, household size, educational status of household head and quantity of food obtained 
from own production were found to determine the food security status of farming households in the 
study area.  
Methodology 
Sampling technique 
 With the creation of the Sekyere Afram Plains District from the old Sekyere East District, the 
District now covers an estimated area of 3,500.59 square kilometers and has 106 communities and 
settlements of varying sizes.  A two stage random sampling technique was employed in this study. 
Random sampling was used to select four communities and 25 households per community. Both 
primary and secondary data were collected through personal interviews with the use of structured 
questionnaires. The questionnaire used covered the personal characteristics of the farmers, land 
acquisition, credit access, crops grown, livestock number and household assets such as cutlass, hoe, 
pick axe, building, etc. Also included in the questionnaire was the USDA Household Food Security 
Scale (Revised in March 2000) which was used to measure the food security status of households.  
Analytical model 
 The binary logit model was used to investigate the determinants of household food security 
among the rural households surveyed. The USDA Household Food Security Scale (Revised in March 
2000) was used to disaggregate the households into food secure and food insecure households. The 
dependent variable in this case, food security, was a binary variable which took a value of one if a 
household was found to be food secure, and zero if otherwise. 
 A variety of models can be used to establish the relationship between the potential 
determinants and food security. The study employed the logit model in line with earlier researchers. 
Following Bogale (2009), the cumulative logistic probability model can be econometrically stated as: 

Pi = F(Zi) =
1

1+𝑒−(𝛼+∑βiXi)  ……………………(1) 
Where: 

Pi = the probability that an individual is being food secure given Xi 
Xi = a vector of explanatory variables 
α & β =  regression parameters to be estimated. 
 e = the base of the natural logarithm 

 For ease of interpretation of the coefficients, a logistic model could be written in terms of the 
odds and log of odd. The odds ratio is the ratio of the probability that a household would be food 
secure (Pi) to the probability of a household  not being food secure (1- Pi).  
That is: 

𝑃i
1−𝑃𝑖

=𝑒𝑧𝑖 …………………………………………… (2) 
Taking the natural logarithm of the equation yields: 

Ln ( 𝑃i
1−𝑃𝑖

) =Zi =α+β1x1+β2X2 +…+βmXm………. (3) 
If the error term, εi is taken into account the equation becomes:  

Zi= α+∑ βi𝑚
𝑖=0 Xi +εi ………………………………. (4) 

In this study the explanatory variables used in the model included: 
X1 = Age of Household Head (AGE) in years 
X2 = Gender of Household Head (GEND) – Male =1, Female = 0) 
X3 = Marital Status of household Head (MSTAT) – Married =1, Otherwise=0)  
X4 = Household size  
X5 = Education level of Household Head (Number of years of formal education) 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings- 

518 

X6  = Farm size (FSZ) in acres 
X7 = Off-farm income activity (If yes =1, otherwise= 0) 
X8= Credit Access (if yes =1, otherwise= 0) 
X9= Fertilizer Application (if yes =1, otherwise= 0) 
X10= Remittance (GHC) 

 The parameters of the logistic regression model were estimated using the maximum 
likelihood approach. 
Results And Discussion 
Respondent’s socio-economic characteristics 
 Respondents’ socio-economic characteristics are presented in Table 1. Male household heads 
constituted majority (61%) of the sampled people. The modal age was between 40 and 50 years, 
indicating that a typical farmer interviewed was economically active. There were more married 
household heads (74%) than those divorced (12%), widowed (9%) and single (5%). As high as 86% 
of households surveyed had more than four (4) members implying that the average household in the 
study area had a large size. Meanwhile, distribution of household heads by education revealed that 
majority of them had a junior high school education (42%). About 62% of household heads 
interviewed were engaged in off-farm income-generating activities. 

Table 1: Household Distribution by socio-economic characteristics 
Household Characteristics Frequency Percentage 
Gender 
      Male                                             
      Female 

 
61 
39 

 
61 
39 

Age 
      <20 
      21-30 
      31-40 
      41-50 
      51-60 
      61-70 
       >70 

 
2 

11 
20 
31 
27 
7 
2 

 
2 

11 
20 
31 
27 
7 
2 

Marital status 
      Single 
      Married 
      Divorced 
      Widowed  

 
5 

74 
12 
9 

 
5 

74 
12 
9 

Household size 
      1-3 
      4-6 
      7-9 
      10-12 
       >12 

 
14 
41 
35 
9 
1 

 
14 
41 
35 
9 
1 

Education level 
      None 
      Primary 
      JHS/Middle school 
      SHS/O’Level/A’Level 
      Tertiary 

 
18 
26 
42 
9 
5 

 
18 
26 
42 
9 
5 

Off-farm income 
      Yes 
      No 

 
62 
38 

 
62 
38 

Source: Field survey, 2011. 
 

Food security status of Households 
 As depicted in Table 2, majority of the households surveyed (79%) were found to be food 
insecure and only 21% were food secure. 
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Table 2: Food security status of the households 
Food security status Frequency Percentage 
Food secure 21 21.00 
Food insecure 79 79.00 
Total 100 100.00 

Source: Field Survey, 2011. 
 

Determinants of Food Security 
Table 3 below provides the parameter estimates for the logit model. From the maximum 

likelihood estimates of the model, the Pseudo R2 was 0.67 which implies that about 67% of the 
likelihood of a household being food secure is strongly explained by the independent variables. The 
marginal effects of the independent variables were estimated because they are very important for 
policy and decision making.  
 Among the 10 variables considered in the model, five were found to have significant impact 
on household food security. They included marital status, household size, farm size, off-farm income 
activity and credit access. With the exception of marital status, all the explanatory variables had the 
expected signs.  

Table 3: Parameter estimates of determinants of household food security 
Variable  Coefficients  Odds ratio z-values p-values  
Constant  1.871572    
Age -0.079428 0.9236445 -1.61 0.107 
Gender -0.149916  0.8607803 -0.13 0.897 
Marital status -2.900491 0.0549962 -1.74* 0.082 
Household size -1.387542 0.2496882 -2.84*** 0.004 
Education  0.5689745 1.766455 0.95 0.340 
Farm size 0.9084391  2.480448 1.86* 0.063 
Off farm  3.979105 53.46917 2.58** 0.010 
Credit access 2.258334 9.56714 1.82* 0.068 
Fertilizer 2.109547 8.244506 1.46 0.145 
Remittance -1.463556 0.231412 -0.96 0.339 
 
Pseudo R2                         =  0.6747 
Log Likelihood  function  =  -16.7147414 
Observations                       =  100 

*, **, *** Significant at 10%, 5% and 1% respectively 
 

Marital status was significant at 10% and the coefficient indicated that households headed by 
unmarried people are more likely to be food secure than those headed by married people. This finding 
was contrary to findings by Haliu et al. (2007) in Ethiopia and Kaloi et al. (2005) in Uganda, it is 
quite reasonable. The odds ratio in favour of food security decreases by the factor 0.0549962, and it 
may be due to the fact that households with married people as heads may have larger household sizes 
and thus many mouths to feed. 
 Household size had a negative and significant relationship with food security at the 1% 
significant level, implying that the probability of food security decreases with increase in household 
size. The odds ratio in favour of food security decreases by the factor 0.2496882 as the household size 
is increased by one member. An increase means more people to feed and indirectly reduces income 
per head, expenditure per head and per capita food consumption. The likely explanation is that in an 
area where households depend on less productive agricultural land, increasing household size results 
in increased demand for food. This demand, however, cannot be matched with the existing food 
supply from own production and this ultimately end up with the household becoming food insecure. 
This outcome is consistent with the outcome of a study conducted by Sikwela (2008) in Zimbabwe.  
 Farm size was positively and significantly related to the probability of a household being food 
secure. Farm size is significant at 10%.The odds ratio in favour of food security increases by the 
factor 2.480448 when the area under cultivation is increased by one acre. According to Van Der Veen 
(2010), food production can be increased extensively through expansion of areas under cultivation. 
With large farm size households can produce more and also diversify. This outcome is consistent with 
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the finding from a research conducted by Bogale (2009) in Ethiopia. it is however contradictory to the 
finding  by Sikwela (2008) who found farm size to be negatively related to food security in 
Zimbabwe. 
 The coefficient of off farm income was positive indicating that there is a positive relationship 
between off farm work and food security. Off farm work is significant at 5%. Households diversify 
their incomes by working as daily labourers, petty traders, artisans, and by working as daily 
construction labourers. Off-farm income generating activities have a paramount significance to 
diversify the sources of farm households’ livelihoods. It enables farmers to modernize their 
production by giving them opportunity to reduce the risks of food shortage during periods of 
unexpected crop failures. Income from these off-farm activities is also invested in agriculture to 
increase production and food availability at the household level. 
 Credit access was found to be significant and positively related to food security in the study 
area. Farmers’ access to credit will increase the food security status of his household by the factor 
9.56714. This may be due to the fact that households which have the opportunity to receive credit 
would build their capacity to produce more through the use of improved seeds and the adoption of 
improved technologies. This finding is also consistent with the findings of Bogale (2009) in his study 
in Ethiopia. 
 The coefficients of age, gender, education, fertilizer and remittances were not significant in 
explaining the food security status of households in the study area at the 10% level.  
Conclusion And Recommendations 
 The study has shown that majority (79%) of households in the Sekyere-Afram Plains District 
were food insecure during the period of the survey. Consistent with a priori expectation and findings 
from previous studies, farm size, off-farm income activity and credit access were found to 
significantly influence household food security in the study area positively. However, household size 
was found to influence food security negatively at the household level. Also, households headed by 
married people were found to have a higher probability of becoming food insecure compared to their 
counterparts headed by unmarried people. Contrary to a priori expectation, educational level of the 
household head was found to be statistically insignificant in explaining the food security situation at 
the household level. 
 In the light of the findings from the study, it is recommended that efforts to improve access to 
credit by farmers and the promotion of off-farm activities as alternative livelihood options should be 
pursued by both local and central government structures in Ghana to improve the household food 
security situation in rural Districts.  Policies that will make micro-credit from government and non-
governmental agencies accessible to rural farmers will go a long way in addressing their resource 
acquisition constraints and eventually improving household food security in the country. 
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Abstract: 
 The necrotrophic fungus Rhizoctonia solani is one of the most important, soil-borne 
pathogens with a wide host range. This pathogen is the casual agent of crown rot, root rot and 
damping off in tomato producing areas. The purpose of this research was to characterize the 
Rhizoctonia spp. isolates obtained from tomato at different taxonomic levels, to investigated genetic 
diversity and pathogenicity of these isolates Sampling was carried out in the main tomato growing 
regions of Khorassan-Razavi Province during 2011-2012. Morphological characteristics such as the 
hyphal diameter and conformation, presence of dolipore septum, the number of nuclei per hyphal cell, 
the size of monilioid cells and sclerotia were investigated for the 39 Rhizoctonia spp. isolates obtained 
from tomato plants. Additionally, 7 R. solani isolates obtained from potato were investigated in this 
research. In total, 46 Rhizoctonia spp. isolates were obtained which consisted of 41 R. solani isolates 
and 5 isolates belonged to binucleate Rhizoctonia spp. Morphological characterization revealed 
variability among the isolates. The anastomosis grouping on slide was primarily used for determining 
anastomosis groups (AGs) and intraspecific groups (ISGs). The PCR-RFLP method was used to 
confirm the identified AGs and determine the ISGs. In this method. The ITS1, 5.8S, and ITS2 regions 
of rDNA were amplified using the species-specific primers of R.solani including RS1 and RS4. Then 
the PCR product was restricted using various restriction enzymes such as Mun I, Mse I, Hinc II and 
Ava II. The AG and ISG of each isolate was determined by comparing the restriction pattern of each 
R. solani isolate obtained in this study with the pattern of standard isolates. The PCR- RFLP analysis 
revealed that R. solani isolates belonged to AG2-1, AG3 PT, AG4 HG I, and AG4 HG II with the 
number of 4, 15, 13, and 9 isolates respectively. 

 
Key Words: Molecular Identification, Destructive Phytopathogenic Fungus, Tomato Fields 
 

Introduction 
 Tomato foot and root rot, caused by Rhizoctonia solani (teleomorph: Thanatephorus 
cucumeris), is one of the most destructive diseases in some of the tomato production areas worldwide 
[1,2]. To date, this fungal species is subdivided into 14 anastomosis groups (AGs) designated as AG 1 
through 13 and bridging isolate (BI) group [3,4]. Several AGs of R. solani such as AG 2-1 [5], AG 3 
[5,6], and AG 4 HG I [2,7] have been shown to be pathogenic on tomato, the most frequently reported 
being AG 3. Knowledge about the prevalence and distribution of different AGs is important, since 
sensitivity to chemical control treatments and probably to other control strategies is varying among 
AGs [8]. In addition to the similarity of disease symptoms, distinguishing the various Rhizoctonia 
species in culture is difficult due to the lack of stable morphological characters on which to base a 
definitive classification of the genus Rhizoctonia and species assigned to it. Also, identification of the 
intraspecific groups of various AGs based on anastomosis grouping on a slide is not accurate. 

Foot rot symptoms can be characterized by soft rot of the seedlings near the soil surface. 
Because of the high variability in the Rhizoctonia populations, its wide host range, and living as a soil 
borne pathogen with long-term survival in soil, management of diseases caused by this fungus is 
difficult [9]. 

The objectives of the present study was to characterize Rhizoctonia spp. associated with 
tomato diseases in Iran by morphological characterization and hyphal anastomosis in conjunction with 
molecular techniques. 
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Materials And Methods 
 Fungal isolates. Samples from each of the geographically defined tomatorice-growing areas 
in Iran were collected using transect sampling by walking through the field diagonally. Per field, 10 
samples were collected all along the path of the diagonal. Plant tissues of tomato root, crown and 
leaves with the disease symptoms were surface-disinfected with 0.5% sodium hypochlorite solution 
for 2 min and rinsed three times with sterile distilled water. Then, pieces of sheath or leaf blade were 
dried on sterilized filter paper, placed on a petri dish containing acidified water agar (PH 4.5) with 
10% lactic acid (AWA), and incubated at 28°C in the dark. After 2 to 3 days, cultures were examined 
microscopically for hyphal characteristics typical of Rhizoctonia spp. . All plated samples readily 
yielded Rhizoctonia spp., and a hyphal tip of each isolate was subcultured onto AWA for further 
purification. Isolates were transferred to potato dextrose agar (PDA) test tube slants and maintained at 
28°C. Following sufficient growth and production of sclerotia, culture tubes were kept at 4°C for 
short-term storage. Tester strains of R. solani were used for AG typing on glass slides. For long-term 
storage of the isolates, one of the following methods was used: (i) culturing the fungus on sterile 
barley grains or (ii) storing lyophilized fungal mycelium or sclerotia at 4°C. 
 DNA extraction. Cultures were grown at room temperature without shaking in 125-ml 
Erlenmeyer flasks containing 75 ml of potato dextrose broth (PDB), 24 g/liter (Difco Laboratories, 
Detroit, MI). Mycelium was harvested after 5 days, preceding sclerotium formation. Lyophilized 
tissue was pulverized in liquid nitrogen. Total genomic DNA was extracted by the 
hexadecyltrimethylammonium bromide method according to Zolan and Pukkila (46). Total DNA was 
dissolved in 50 to 200 μl of Tris-EDTA (TE) buffer (10 mM Tris-HCl, 1 mM EDTA, pH 8.0) 
depending on the size of the DNA pellet, and quantified by spectrophotometry. Dissolved DNA was 
stored at –20°C until used. 
 PCR-RFLP of rDNA-ITS region. RFLP of rDNA-ITS was employed to clarify whether 
isolates of R. solani AG1 obtained from rice belonged to subgroup IA, IB, or IC. Tester strains of 
AG1-IA (CSKA) obtained from rice, and of AG1-IB (B19) and AG1-IC (BV17), both obtained from 
sugar beet, were included for comparison. Genomic DNA of the isolates was used for PCR 
amplification of the ITS region using a pair of primers, RS1 (5′-CCTGTGCACCTGTGAGACAG-3′ 
and RS4 (5′-TGTCCAAGTCAATGGACTAT- 3′), using the reaction conditions described by 
Guillemaut et al. (10). Restriction polymorphisms were detected using two discriminating restriction 
enzymes, MseI and MunI (MBI Fermentas, Vilnius, Lithuania) (10). Typical restriction enzyme 
reactions consisted of 7 μl of PCR product, 10 units of restriction enzyme, 2 μl of reaction buffer, 0.2 
μl of bovine serum albumin, and H2O to a total volume of 20 μl. Reactions were incubated for 3 h at 
37°C (or according to manufacturer's recommendations), then stopped by incubation at 70°C for 5 
min. 
Results and Discussion 
 The rDNA-ITS region, including ITS1, 5.8S, and ITS2 for 99 isolates of R. solani and the 
tester isolates of R. solani was amplified and digested using two discriminating restriction enzymes 
(MunI and MseI) (Figures 1 and 2). The three ISGs of R. solani AG4 (HG I and HG II) differed from 
each other in restriction sites generated with restriction enzymes used in this study. The smaller bands 
were 0.12 and 0.06 kb for the R. solani isolates, respectively. In both cases (digestion with MunI or 
MseI), restriction fragments less than 0.05 kb were not taken into consideration because they would 
not be clearly resolved by electrophoresis. The whole PCR-RFLP procedure was repeated twice with 
similar results and it was capable of separating the Rhizoctonia isolates belonging to various 
taxonomic groups. 
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Figure 1. Restriction pattern of Mun I                                  Figure 2. Restriction pattern of Mse I 
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Abstract: 
 The main objective of this study is to examine the existing condition of the ranchers, namely 
economic and social characteristics in related to the development of beef cattle. It examines factors 
that influences of policies on developing cattle beef and while designing integrated planning systems 
in South Sulawesi. The method for this study includes qualitative and quantitative approaches using 
survey method to obtain primary data. Data were analyzed and presented in the .form of descriptive 
tables graphs with analytical tools policy.  
Results were obtained .from choices of recommendations,  elaborated in the form of strategy and 
policy implications based on expert opinions (expert judgment), Internal and External Matrices with 
the SWOT analysis and the QSPM. Results show that current position for beef cattle in South 
Sulawesi is in grow and build.  Therefore, by analyzing all the factors from SWOT, four strategies 
were developed to support the beef cattle. Using the QSPM, results further suggests that the best 
strategy to develop is the first strategy.  
This strategy recommends that in order to develop the beef cattle in South Sulawesi, there should  be 
an integrating system between the beef cattle rancher and crop (rice and corn).  The strategy also 
implies that in order to achieve this goal, technology improvement and innovation play important 
keys, specially technology for the feed processing system. 

 
Key Words: Beef Cattle, IFE EFE matrix, SWOT and QSPM, South Sulawesi 
 
Introduction 
 Animal husbandry is part of the agricultural sector that represents the important sub-sector to 
support the people’s economy. Livestock commodities are prospectful to be developed, an example 
would be the Beef cattle industry which are among the producers of protein-rich meat. This is because 
of the advantages of local resources that exist in different parts of Indonesia. Dwiyanto and 
Priyanti(2006) noted several problems in the development of beef cattle in Indonesia which are: 
(1)lower livestock productivity, (2)limited availability of local cows, (3)lack of productive human 
resources and lower level of knowledge, (4) non-continuous availability of feed, especially in dry 
seasons, (5) less optimal farm system, and (6) inefficient marketing. 
 The South Sulawesi Provincial Office of Livestock Services will launch a program entitled A 
Movement for the Targeted 1 Million Cattle Population to 2013 in support the national program for 
self-sufficiency in beef for 2014. This is consistent with the South Sulawesi Provincial Office of 
Livestock Services, as the vision jurisdiction of for the main supplier of beef cattle and cows. The 
vision implies that livestock sector can increase population and genetic quality of cattle. Furthermore, 
cows are expected to have similar quality as local resources. The Bali cattle, which has been 
developed in South Sulawesi have been proven to be well-adapted to the local agro-climatic 
conditions. Furthermore, the Brahman and Limousin cattle were also raised to support the increase in 
number of beef cattle and cow population. 
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 Beef cattle farming in Indonesia serve a very strategic functions, especially in providing 
employment opportunities for rural communities, as a producer of meat for human well-being and to 
meet customer needs, all of which intended to improve the people’s quality of life and of intellectual 
(Samosa 2006).Therefore, empowering rural communities through community-based beef cattle 
breeding is a necessary, particularly in the province of South Sulawesi. The achievement of 
Accelerated Beef Sufficiency Program (P2SDS) 2014 requires more support to establish steps in order 
to implement the program. This is the reason for the author to conduct the study. 
 Beef cattle ventures in Indonesia generally took the form of traditional ranches and serves 
only as a sideline, which thus carried out on less optimal basis. This contributes relatively small 
income to farming households. Such non-optimal beef cattle farming also relates, to the lack of labor 
employed, green fodder, capital, and marketing. Thus placing farmers in a non-bargaining position 
and  explains the less optimal revenue from marketing. 
 The policy of beef cattle development has long been enforced by the government. A study by 
Nasution (1983) indicated that for cattle development efforts two policies has been implemented; 
extensification and intensification. The former put emphasize on the increase in number of cattle 
supported by the procurement of improved quality cows, disease prevention, business counseling and 
coaching, credit assistance, procurement and improvement of feed quality, marketing and partnership 
building with the stakeholders. The latter was implemented by increasing the economically viable 
production, supported by a particular combination through the use of superior cows and feed, as well 
as good management. 
 The study aimed to examine the existing characteristics of the farmers, i.e. their social and 
economic characteristics in relation to the development of beef cattle farming, to determine factors 
influencing the policy of beef cattle farming, and to design the policy of beef cattle farming 
development in South Sulawesi. The study is intends to contribute the development of science, 
particularly in management discipline and beef cattle business; to contribute data and information and 
ideas in relation to sustainable farm resource management planning; to provide inputs for policy 
makers, both at the central and local governments, and to develop the management plan for beef cattle 
development in order to fulfill the national food security needs. 
 Development of beef cattle was collaboratively undertaken by the government, communities 
(small scale farmers), and the private sectors. The government sets the rules, facilitates and oversees 
the supply and availability of products, quantity and quality, to meet the requirements of halal, safe, 
nutritious, and health concern. Private and public play their role in bringing about the adequacy of 
livestock products through the production, importation, processing, marketing, and distribution of 
beef cattle (Bamualim et al. 2008). 
 According to Hartono (2009), in order to increase the income and to protect the people’s 
breeding farm, there are some policies measures take that should place. They include tariff, subsidies, 
capital, institutional, and maintenance system.  Agribusiness policy analysis is a process which 
synthesizes information  recommendations to design agricultural policy option. Policies analysis is a 
process to synthesize mixed information, derived from the research, mass media or laws which then 
formulate further a policies to encouraging the advancement of agriculture and plantation. Therefore, 
it requires a comprehensive formulation to make it one of the driving forces of economic growth in 
Indonesia based on the economic results of the agricultural sector (Nugrohadi, 2009). 
 For animal husbandry in particular, livestock agribusiness is an integrated and comprehensive 
system of livestock management that covers all activities ranging from manufacturing and distribution 
of livestock production facilities (sapronak), production activities (breeding), storage and processing, 
and distribution and marketing of farm products, supported by the supporting institutions (Rahardi 
and Hartono, 2000). According to Saragih (2000), livestock-based agribusiness is a system that 
includes four subsystems; up stream, on-farm, down-stream agribusiness and supporting institutions. 
Data And Methodology 
 This study uses two types of data which are primary and secondary data. Primary data were 
obtained using questionnaires, interviews and focus group discussions. Secondary data were collected 
by conducting literature review to support, complement, and enhance primary data. 
 Descriptive analysis is used to obtain in-depth overview of the study object. To help explain 
the results of this analysis, the information will be presented in the form of labels, pictures, or matrix, 
according to the results obtained. The descriptive analysis in this study is used to describe the results 
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of interviews and questionnaires on beef cattle development policies. Analysis of the above data is 
processed using SPSS software. 

 
Figure 1. Research Implementation Flowchart 

 
External Factor Evaluation (EFE) Matrix 
 External Factor Evaluation (EFE) Matrix is used to evaluate the external factors that 
determine the success of a company in competition. The relevant external data are collected for 
analysis. These factors are related to economic, social, cultural, demography, environment, politic, 
government, legal, technology, and competition in industrial markets where the company is located, 
and other relevant external data. This is important because external factors have direct or indirect 
influence on the company. 
Internal Factor Evaluation (IFE) 
 Internal Factor Evaluation (IFE) Matrix is used to determine the internal factors that affects 
the competitiveness of a company, which deals with the strengths and weaknesses deemed important. 
Data and information on the internal aspects of the company can be obtained from companies 
functions, such as aspects of management, finance, human resources (HR), marketing, information 
systems, production and operation. 
IE Matrix 
 Internal-External (IE) matrix is used to evaluate external factors (opportunities and 
challenges) and internal factors (strengths and weaknesses) that results in a matrix form consisting of 
9 cells that in principle can be grouped into 3 main strategies, namely: 

1. Growth strategy is the company's growth (cells 1, 2 and 3) or diversification (cells 7 and 8). 
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2. Stability strategy is a strategy adopted without changing the direction of the predetermined 
strategy. 

3. Retrenchment strategy is an effort to minimize or reduce the work done by the company (cells 
3, 6, and 9). 

 The Internal-External (IE) Matrix is illustrated in Figure 2 below: 
 

 
Figure 2: Internal-External (IE) Matrix (David, 2009) 

 
 IE matrix is based on two key dimensions: EFI total weighted score is on the horizontal axis 
and the EFE total weighted score is on the vertical axis.  Of the total weighted score,  each division IE 
Matrix at the corporate level can be composed, on the horizontal axis of IE Matrix, the EFI total 
weighted score from 1.0 to 1.99 indicates a weak internal position; score from 2.0 to 2, 99 is 
considered moderate, and score of 3.0 to 4.0 considered as strong. This hold true for vertical axis, 
where the EFE total weighted score of 1.0 to 1.99 considered as low;  2.0 to 2.99 as moderate, and 3.0 
to 4.0 as high. 
SWOT Analysis 
 SWOT Analysis is a powerful analytical instrument if used accordingly. "SWOT" stands for 
Strengths, Weaknesses, Opportunities, and Threats.  The strength and weaknesses can be found in an 
organizational body, including the particular business unit, while opportunities and threats are 
environmental factors that confront organizations, companies or business units in question (Siagian, 
2004). 
 Analysis instrument used in this phase is the matrix of SWOT (Strengths-Weaknesses-
Opportunities Threats). Matrix combines the opportunities and threats that are being faced can be 
further tailored according to the existing strengths and weaknesses to produce SO alternative strategy, 
and WO, WT, and ST strategies. 
 SWOT matrix scheme consists of nine cells; where there are four cells of main factors 
(external and internal), four cells of strategy, and one cell that is always left empty (Figure 3). 

 
 
 

Strengths 
(S) 

1 
n-th 
(obtained from EFE Matrix 

Weaknesses 
(W) 

1 
n-th 
(obtained from EFE matrix) 

Opportunities 
(O) 

1 
n-th 
(obtained from IFE matrix 

S-O Strategies 
 
Develop strategies that use the 
strengths for addressing threats 

WO Strategies 
 

Develop strategies that minimize 
the weaknesses to take 

advantage of an opportunity  
Threats 

(T) 
1 
n-th 
(obtained from IFE matrix 

ST Strategies 
 
Develop strategies that use the 

strengths to cope with the 
threats 

WT Strategies 
 
Develop strategies that minimize 
the weaknesses to cope with the 

threats 
Figure 3. Schematic illustration of SWOT Matrix (David, 2009) 
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SWOT matrix preparation steps are described as follow 
a) Each of these external factors (opportunities and threats) and internal factors (strengths and 

weaknesses) of the EFE and IFE matrix are included in the SWOT matrix. 
b) Using in-depth discussions with experts, adjustments are then carried out between external and 

internal factors to produce and to formulate several alternative drafts of policy of on farms beef 
cattle development in South Sulawesi. These are intended to: match internal strengths with 
external opportunities (SO strategies); match internal weaknesses with external opportunities 
(WO strategy); match internal strengths with external threats (ST strategy) and to match internal 
weaknesses with external threats (WT strategy) 

QSPM (Qualitative Strategic Planning Matrix)Analysis 
QSPM (Qualitative Strategic Planning Matrix) analysis indicates objectively best alternative 

strategies that begins by determining the key success factors of the external environment with 
External Factor Evaluation (EFE) Matrix and finding the key success internal factors to companies 
with Matrix Internal Factor Evaluation (IFE) as the input of stage I. The next step is adjustment or 
phase II, which is analyze strengths, weaknesses, opportunities and threats using the SWOT matrix, 
analysis of internal and external with Internal-External (IE) Matrix and positions the company under 
investigation in one of the existing quadrants. QSPM uses input from the analysis of stage I and the 
results of phase I and phase II analysis adjustment to determine objectively among alternative 
strategies existed or referred to as phase III. 
 Furthermore, David (2009) noted that QSPM is an instrument that allows strategists to 
evaluate alternative strategies objectively, based on the internal and external key success factors that 
have been identified. Like other instruments of strategy formulations, strategy formulation using 
QSPM method requires good intuitive judgment. 
 The decision stage is a stage to determine which strategy is feasible and the best alternative 
strategies, using Quantitative Strategic Planning Matix (QSPM) or Quantitative Strategic Planning 
Matrix. QSPM uses the analysis results of the input and matching phases. QSPM main components 
are:  a) the key factors, b) alternative strategies, c) weights, attractiveness Score (AS), e) total 
attractiveness score (TAS), and f) sum total of Attractiveness Score. Attractiveness score is obtained 
by determining the numeric score indicating the relative attractiveness of each strategy in particular 
alternative set. Attractiveness scores were assigned to each strategy to determine the relative 
attractiveness of one strategy over the other. On the other contrary, the total attractiveness score is the 
score indicating a relative attractiveness of each alternative strategy that considers the impact of 
external and internal factors in that line. The higher the total score of attractiveness, the more 
attractive the alternative strategies will be. 
Results And Discussions 
Analysis Results for Internal and External 
External Factor Evaluation (EFE Matrix) 
 The Matix External Factor Evaluations (EFE) uses the weighting scoring system to identify 
the value opportunity weight and threat for beef cattle producers in South Sulawesi.  In Table 1, 
results show that government policy and programs has the highest value weight score of 0.082, 
compared to other external factors, meaning that government plays an important role in supporting the 
development of beef cattle program in South Sulawesi. The total weight score which is 3.487 is higher 
than average score of effective strategy of 2.5, implies that the strategies  used  are already effective 
by using existing opportunity while minimizing threat. This is consistent with Nugroho (2006) 
findings which states that the development of animal husbandry as a part of agricultural development 
will be associated with the reorientation of agricultural development policy. Animal husbandry 
development has new paradigms, namely alignment to people in general, responsibility delegation, 
structural change, and people empowerment. Therefore, it is necessary to formulate strategies and 
policies that are comprehensive, systematic, integrated—both vertically and horizontally—
competitive, sustainable and decentralized. 
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Table 1 EFE Matrix (External Factor Evaluations) 
External Strategies Factor Bobot Rating Score 

Opportunities       
Improved knowledge of ranchers and technology development 0.072 3.88 0.280 
Goverment support to develop beef cattle 0.082 4.00 0.328 
Develop opportunities to work  0.061 3.88 0.236 
Availability of sufficient transportation system  0.058 3.13 0.182 
High potential feed availability 0.077 3.98 0.335 
Crop intensification with hay being used 0.074 3.93 0.304 
Increasing trend for beef consumtion and demand 0.067 3.50 0.234 
Mutual benefit for partnership 0.065 3.50 0.228 
High number of population 0.055 3.75 0.207 

Opportunities Totally     2.335 
Threats        
Availability of imported product with higher beef quality 0.063 3.00 0.188 
High transportation cost 0.060 2.75 0.179 
Global marketing toward free marketing 0.065 3.25 0.178 
Low bargaining position of beef cattle rancher which reduces 
economic scale  0.064 2.75 0.207 
Tendency of people with higher education to find work else where 0.061 2.63 0.168 
Low level of cattle safetyness 0.077 2.63 0.203 

Threats Totally     1.123 
Total 1.000   3.457 

Internal  Factor  Evaluation (IFE matrix) 
 Internal Factor Evaluations (IFE) matrix is being used to determine the weight value for 
strength and weakness for internal factors affecting the development of beef cattle in South Sulawesi.  
From Table 2, it can be seen that the highest weight score is 0.666 which implies that factors that are 
effective are innovation, technology, maintenance and facilities. These factors are important internal 
factors which are effective to develop the beef cattle in South Sulawesi to support the food estate 
program. The result also shows that the sum of  total weight score is 2.603.  Therefore, it can be 
concluded that the strategy of developing beef cattle in South Sulawesi has been effective in using the 
strength and minimizing weakness factors which had contributed to negative impact.   

Table 2 IFE Matrix (Internal Factor Evaluations) 
Internal Strategies Factor Bobot Rating Skor 

Strength       
Availability of local cattle which are adaptive and productive (Bali 
cattle, cross PO) 0.059 2.75 0.162 
Availability of land and paddy/corn waste used for feed 0.064 3.00 0.191 
Availability of cattle fasilities and maintenance 0.066 2.67 0.176 
Goverment support from central, district or local consisting developing 
programs (such as GOS, SIPT, PPBP, PUTKATI, etc) 0.065 2.83 0.185 
High interest for cattle beef development from society 0.056 2.50 0.140 
Availability of cattle beef intitutions as a leader 0.052 2.58 0.135 
Availability of flexibility technology innovations 0.066 2.75 0.182 
Availability of cattle beef groups  0.054 2.75 0.148 

Strength Totally     1.582 
Weakness 
        
Financial limitation for cattle beef ranchers  0.064 1.92 0.123 
Limitation of local cattle breed  0.060 2.08 0.125 
Uncoordination between intitutions envolved 0.050 1.67 0.084 
Low knowledge and limitations for human resources  0.063 1.58 0.100 
Unavailability support from financial intitutions 0.058 1.67 0.096 
Limitations of supporting institutions related to cattle beef 0.055 1.92 0.105 
Unoptimazed and inconsistency of programs related 0.067 1.58 0.106 
Uncoordinated marketing system 0.053 1.50 0.080 
Rancher’s mindset where cattle are as if saving product 0.048 1.67 0.081 

Weakness Totally     1.021 
Total 1.000   2.603 
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 Suryana (2009) in his studies also stated that in order to enhance the role of beef cattle as 
meat suppliers and livestock income sources, it is advisable to apply an intensive maintenance system 
with an improved feed management and improved quality of cattle with disease control. Improvement 
of reproduction was conducted by IB and early weaning of calves to shorten the calving interval. As 
for the improvement of genetic quality of the female calves, it is suggested to keep them in the 
breeding area for subsequent use as grading up cattle. Increased interest and motivation of cattle 
ranchers to expand their business can be facilitated through incentives in production. 
Mapping of Internal External Matrix (IE matrix) 
 The EFE matix and IFE matrix which have been completed using the weighting scoring 
system, are then being integrated into the external and internal matrices.  These matrix shows that the 
mapping or position for beef cattle development in South Sulawesi, considering the strength and 
weaknesses factors involved. Figure 4 shows that based on weighted score and the evaluation of 
internal and external factors, the position for cattle beef development in South Sulawesi lies at the 
position of grow and build.  The position of 2.603 and 3.457 is the area were based on external and 
internal factors, the government policy should be aimed at intensive programs, such as market 
penetration, market development and developing products.  The other government policy should also 
aimed at integration programs such as backward integration, forward integration and product 
integration (David, 2009).  In addition policy aimed at beef cattle development in South Sulawesi for 
food security program is highly required. 

 

 
Figure 4.  Mapping of Internal External Matrix for beef cattle in South Sulawesi 

 
 An alternative incentive government policy that can be implemented for product development 
in South Sulawesi, is product diversification, which are programs involving processing meat, such as 
beef bacon, beef jerky, beef abon, sausages or other tradition  processed meat products. These type of 
programs could help improved local ranchers wellbeing and income.  Integrative government policies 
could also develop an increase beef cattle program in South Sulawesi.  An example would be a policy 
that integrates beef cattle with crops.  The program involves using corn and rice waste, which are 
potential for cattle feed, using improved technology.  Other government policies should focus in order 
to increase the development of beef cattle, with other stakeholders such as government, companies, 
ranchers or other local rancher groups. 
Formulating Alternative Strategies 
 In order to formulate alternative strategies based on external and internal factors, these 
alternative strategies are being formulated using the SWOT method.  Expert opinions are being used to 
formulate these strategies, which were then being analyzed based on factors of strength, weakness, 
opportunity and threat in the South Sulawesi faced by beef cattle development.  The results can be seen 
on Table 3. 
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 Results using SWOT Matrix show four alternatives developing policy for cattle beef in South 
Sulawesi. These 4 which are considered to be potential policies to be developed by ranchers in South 
Sulawesi, are as follow: 

1. Developing an integration strategy involving ranchers and crops (rice and corn). This can be 
achived using potential raw materials for feed with government support (central government, 
province or local) by using new developed technology or innovation specially for feed 
processing. 

2. Increasing product and cattle quality and meat through several technology innovations, 
product diversification in order to increase market target and increasing the role of safe guards 
to guarantee the safetyness of cattle.  

3. Optimizing government role by supporting programs which increase agribusiness potential 
with an integration system, increasing knowledge and ability of ranchers by training programs 
and assistance. 

4. Limiting cattle import or products while increasing the partnership with financial institutions 
to increase rancher’s finance. 
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Table 3 SWOT Matrix strategy development formulation for cattle beef in South Sulawesi 

 

 
 
 
          SW 

 
 
 
                 OT 

Strength 
1) Availability of local cattle which are adaptive and productive (Bali cattle, 

cross PO) 
2) Availability of land and paddy/corn waste used for feed 
3) Availability of cattle fasilities and maintenance 
4) Goverment support from central, district or local consisting developing 

programs (such as GOS, SIPT, PPBP, PUTKATI, etc) 
5) High interest for cattle beef development from society 
6) Availability of cattle beef intitutions as a leader 
7) Availability of flexibility technology innovations 
8) Availability of cattle beef groups 

Weakness 
1) Financial limitation for cattle beef ranchers 
2) Limitation of local cattle breed 
3) Uncoordination between intitutions envolved 
4) Low knowledge and limitations for human resources 
5) Unavailability support from financial intitutions 
6) Limitations of supporting institutions related to cattle beef 
7) Unoptimazed and inconsistency of programs related 
8) Uncoordinated marketing system 
9) Rancher’s mindset where cattle are as if saving product 

Opportunity 
1) Improved knowledge of ranchers and technology 

development 
2) Goverment support to develop beef cattle 
3) Develop opportunities to work 
4) Availability of sufficient transportation system 
5) High potential feed availability 
6) Crop intensification with hay being used 
7) Increasing trend for beef consumtion and demand 
8) Mutual benefit for partnership 
9) High number of population 

SO Strategies 
 
SO 1. (S1,S2, S3,S4,O1,O2) 
Developing an integration strategy involving ranchers and crops (rice and corn). 
This can be achived using potential raw materials for feed with government 
support (central government, province or local) by using new developed 
technology or innovation specially for feed processing 

WO Strategies 
 
WO 1. (W3, W4, W5, O1, O2,O6) 
Optimizing government role by supporting programs which increase 
agribusiness potential with an integration system, increasing 
knowledge and ability of ranchers by training programs and assistance 

Threat 
1) Availability of imported product with higher beef quality 
2) High transportation cost 
3) Global marketing toward free marketing 
4) Low bargaining position of beef cattle rancher which 

reduces economic scale 
5) Tendency of people with higher education to find work else 

where 
6) Low level of cattle safetyness 

ST Strategies 
 
ST 1. (S1,S2,S3, S7, T1,T4,T6) 
Increasing product and cattle quality and meat through several technology 
innovations, product diversification in order to increase market target and 
increasing the role of safe guards to guarantee the safetyness of cattle 
 
 

WT Strategies 
 
WT. 1. (W1,W2, W3, W5, T1,T5,T6) 
 Limiting cattle import or products while increasing the partnership 
with financial institutions to increase rancher’s finance. 
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Choosing Priority Strategy 
 Table 4 shows the results for choosing the priority strategy. 
 

Table 4. QSPM Results for Choosing Priorityt Strategy 

  
Strategies Factor 

  

  Strategies 

Bobot Strategy I Strategy II 
Strategy 

III 
Strategy 

IV 
  AS TAS AS TAS AS TAS AS TAS 

Strength                   
Availability of local cattle which are 
adaptive and productive (Bali cattle, cross 
PO) 0.059 4 0.236 3 0.177 4 0.236 4 0.236 
Availability of land and paddy/corn waste 
used for feed 0.064 4 0.254 4 0.254 4 0.254 4 0.254 
Availability of cattle fasilities and 
maintenance 0.066 4 0.264 3 0.198 3 0.198 3 0.198 
Goverment support from central, district or 
local consisting developing programs (such 
as GOS, SIPT, PPBP, PUTKATI, etc) 0.065 4 0.261 4 0.261 4 0.261 4 0.261 
High interest for cattle beef development 
from society 0.056 4 0.225 3 0.168 3 0.168 3 0.168 
Availability of cattle beef intitutions as a 
leader 0.052 4 0.208 4 0.208 3 0.156 3 0.156 
Availability of flexibility technology 
innovations 0.066 4 0.264 4 0.264 4 0.264 4 0.264 
Availability of cattle beef groups  0.054 3 0.162 4 0.216 3 0.162 3 0.162 
Weakness                   
Financial limitation for cattle beef ranchers  0.064 4 0.256 3 0.192 3 0.192 3 0.192 
Limitation of local cattle breed  0.06 4 0.240 4 0.240 4 0.240 4 0.240 
Uncoordination between intitutions 
envolved 0.05 4 0.202 4 0.202 3 0.151 3 0.151 
Low knowledge and limitations for human 
resources  0.063 4 0.253 3 0.189 3 0.189 3 0.189 
Unavailability support from financial 
intitutions 0.058 3 0.173 4 0.230 3 0.173 3 0.173 
Limitations of supporting institutions related 
to cattle beef 0.055 3 0.164 4 0.219 3 0.164 3 0.164 
Unoptimazed and inconsistency of programs 
related          
Uncoordinated marketing system 0.067 4 0.267 4 0.267 4 0.267 4 0.267 
Rancher’s mindset where cattle are as if 
saving product 0.053 3 0.160 3 0.160 4 0.213 4 0.213 
Weakness 
  0.048 3 0.145 3 0.145 3 0.145 3 0.145 
Opportunities                   
Improved knowledge of ranchers and 
technology development 0.072 4 0.290 4 0.290 4 0.290 4 0.290 
Goverment support to develop beef cattle 0.082 4 0.328 4 0.328 4 0.328 4 0.328 
Develop opportunities to work  0.061 4 0.244 2 0.122 2 0.122 2 0.122 
Availability of sufficient transportation 
system  0.058 3 0.174 3 0.174 3 0.174 3 0.174 
High potential feed availability 0.077 4 0.307 4 0.307 4 0.307 4 0.307 
Crop intensification with hay being used 0.074 4 0.295 4 0.295 4 0.295 4 0.295 
Increasing trend for beef consumtion and 
demand 0.067 3 0.201 3 0.201 3 0.201 3 0.201 
Mutual benefit for partnership 0.065 3 0.195 4 0.260 3 0.195 4 0.260 
High number of population 0.055 2 0.110 2 0.110 3 0.166 2 0.110 
Threats                    
Availability of imported product with higher 0.063 3 0.188 3 0.188 4 0.250 3 0.188 
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 QSPM (Quantitative Strategic Planning Matrix) is made in order to choose and determine 
which strategy is the best to recommend to cattle beef development in South Sulawesi. Based on 
SWOT Matrix analyses, results, these strategies are then being choosen to be implemented to the real 
condition of beef cattle. 
 The formulation of these strategies are based on interviews of experts. Values given by 
experts are then being, to find the whole score of all criteria. The highest score will be the priority 
strategy (Table 1 and Table 2). From all four strategies, based on QSPM matrix results (Table 1 and 
Table 2) shows that the first strategy or priority will be Strategy 1. The value from QSPM, based on 
Total Alternative Strategy (TAS) is 6,901. This priority strategy includes ; increasing and developing 
a model between cattle beef and crop (paddy and corn), based on the potential availability of feed. 
This model should also be supported by government (central, district, local) using advanced 
technology which aimed at feed processing innovations.  Table 4 shows these results 
 These findings are consistent with results from Ananto (2011) which suggested that strategies 
should be integrated in order to succeed.  Furthermore  in his research, concluded that the 
prerequisites for the fulfillment of an integrated plan for self-sufficiency in beef production include: 
(1) trading system which is conducive to the creation of value-added livestock industry, (2) defined 
policy of sectoral farm program, and (3) the availability of budget for cow-calf operation, breeding 
and the development of the breeding areas. As for the implementation phase, the institutions that play 
most significant roles are Coordinating Ministry for Economic Affairs, together with the Ministry of 
Agriculture and Ministry of Commerce (Ananto, 2011) 
Concluding Remarks 
 The study shows that the condition of cattle beef development in South Sulawesi is 
promising. The IFE and EFE matrices, concludes that based on weighted score and the evaluation of 
internal and external factors, the position for cattle beef development in South Sulawesi lies at the 
position of grow and build. Therefore, government policies should focus on increasing and developing 
cattle beef programs, incentives and supporting policies. 
 Furthermore, based on interviews with experts on strength, weakness, opportunity and threat 
factors, four strategies were then being formulated in order to develop the cattle beef in South 
Sulawesi. Thus from these four strategies provided, QSPM matrix results shows that the first strategy 
or priority will be Strategy 1. This strategy has the highest value compared to the other strategies, 
based on Total Alternative Strategy (TAS). This priority strategy includes ; increasing and developing 
a model between cattle beef and crop (paddy and corn), based on the potential availability of feed. 
This model should also be supported by government (central, district, local) using advanced 
technology which aimed at feed processing innovations. 
 This study recommends that the government should play more active role, specially 
institutions that are involved directly with the cattle beef programs. There should be an integrated, 
coordinated and consistency within the program.  The institutions related to cattle beef rancher should 
be more aggressive in recruiting and maintaining ranchers.  However, the study also recommends that 
the government should continue with existing programs that had been applied. 
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Abstract: 
The major objective of this study was to determine the priorities given by farmers to the 

previous selected goal statements and the factors which affect their  decisions. Data of 2005 year was 
provided from 162 farmers settled in 10 villages in İzmir, Turkey. The goal priorities and the effective 
factors were determined using Fuzzy Pairwise Comparison and Logistic Regression Analyses, 
respectively.  
Fuzzy Pairwise Comparison Analysis showed that risk minimization had the highest ranking in 
farmers’ preferences with weight of 0.53 followed by profit maximization with 0.48 weights among 
four selected goal statements. Logistics Regression Analysis indicated that farmers who tended to take 
higher risks were those who involved in crop production, and adopted contractual production and 
input storage strategies while risk averter farmers consisted of farmers who were susceptible to 
natural conditions and preferred crop diversification. 

 
Key Words: Farmers’ Goals Priorities, Fuzzy Pair-wise Comparison, Logistic Regression 
 
Introduction 

Profit maximization, sustainable profit, cost minimization and risk minimization are among 
the major aims of farmers during their production and marketing activities.  

Determining which aim has the priory is important in terms of efficient resource use and 
strategies to be selected (Van Kooten et al., 1986; Başarır and Gillespie, 2003; Günden and Miran, 
2007). The risk degree levels that the farmers are ready to take have a key role to reach a desired 
profit level. Despite of difficulty of obtaining clear responses, various methods have been applied in 
order to determine the farmers’ risk degree level (Karahan, 2002; Başarır, 2002; Günden, 2005; 
Miran, 2005; Şahin, 2008).  

Determination of farmers’ goal hierarchies is useful in terms of production planning and 
sustainable profitability. Studies regarding the goal preferences and ordering of farmers are abundant. 
Smith and Captick (1976) reported the farmers’ goals of ‘staying in business’ and ‘increasing farm 
size’ as the highest and lowest ranks, respectively among 10 goals.  ‘to be my own bosses, ‘selling 
through the free market’ and ‘can express myself’ were reported as the most important ones among 11 
selected goal statements (Kliebenstein et al., 1980). Van Kooten et al., (1986) reported  the ‘profit 
maximization’ and ‘reducing the farm dept’ as the highest ranks among eight selected goal statements  
using fuzzy pair-wise comparison method. Walker and Schubert (1989) classified the farm families in 
terms of family values, roles, characteristics and decision making process into two groups namely 
environmentally effective and efficient entrepreneurs and expressed the first and the second groups in 
the mood of ‘keeping the family farm’ and ‘business-oriented and profit maximization’, respectively.  
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Neutral 

The major objectives of farmers were reported as ‘maximize gross margin’, ‘minimize working 
capital’, minimize hired labor’, minimize management difficulty’ and ‘minimize risk’ using a multi-
criteria methodology (Sumpsi et.al. 1996). Aromolaran and Olayemi (2000), who used pair-wise 
comparison method, reported the major objectives of farmers as ‘farm household food security’, 
‘limited use of external inputs’ and ‘maximum gross farm income’. The goal hierarchies of beef and 
dairy farmers were compared by Başarır and Gillespie (2003) using pair-wise comparison. The most 
important goals were cited as ‘maintain and conserve land’ and ‘avoid years of loss / low profit’ 
among seven selected goal statements. Among the seven selected goal statements for Turkish farmers 
using fuzzy pair-wise comparison method the most important goals were cited as ‘preserving their 
lands’ and ‘paying their depth’ (Günden and Miran, 2007).  

The major aim of this study was to determine the farmers’ goal hierarchies and preferences 
among previously determined goal statements and the factors affecting farmers’ decisions.  
Methodology and data 
Fuzzy Pair-Wise Comparison 

Fuzzy theory began with a paper on “fuzzy sets” by Zadeh in 1965. Fuzzy set theory is an 
extension of crisp set theory (Tanaka, 1997). Fuzzy sets are sets with boundaries that are not precise. 
Thus, fuzzy sets describe ranges of vague and soft boundaries by degree of membership (Lai and 
Hwang, 1994). The membership in a fuzzy set is a matter of a degree (Klir and Yuan, 1995). Fuzzy 
set is characterized by a membership function, which is allowed to choose an arbitrary real value 
between zero and one.  

Fuzzy pair-wise comparisons were first used by Van Kooten et.al., (1986) to study farmers’ 
goal hierarchies for use in multiple-objective decision making. The first step of fuzzy pair-wise 
comparison approach is data collection by using a unit line segment as illustrated in Figure 1. Two 
goals, profit (P) and cost © are located at opposite ends of the unit line. Farmers are asked to place a 
mark on the line to indicate the degree of their preferred goal. A measure of the degree of preference 
for goal P over C, rpc, is obtained by measuring the distance from the farmer’s mark to the P endpoint. 
The total distance from P to C equals 1. If rpc<0.5, goal C is preferred to P; if rpc=0.5, the farmer is 
indifferent between P and C; and if rpc>0.5, then goal P is preferred to C. rpc=1 or rpc=0 indicates 
absolute preference for goal P or C. For example, if rpc=1, then goal P is absolutely preferred to C 
(Van Kooten et al, 1986). 
 

 
 
Figure 1. Fuzzy method for making pair-wise 
comparison between goals P and C 
 

This study employed four farmers’ goal statements. The number of pair-wise comparisons, λ, 
was calculated as follows: 

( )1 / 2n nλ = ∗ −    (1) 
 Where n = the number of goals. Thus, a farmer made six pair-wise comparisons in a personal 
interview. 

In the second step of fuzzy pair-wise comparison method, for each paired comparison (i,j), rij 
(i≠j) was obtained. rij’s values was  collected directly from the farmer. Also rij (i≠j) is a measure of the 
degree by which the farmer prefers goal i to goal j and rji=1- rij represents the degree by which j is 
preferred to i. farmers’ fuzzy preference matrix R with elements was constructed as follows (Van 
Kooten et al.,1986). 

0 , 1,...,
, 1,...,ij

ij

if i j i j n
R

r if i j i j n
= ∀ =

=  ≠ ∀ =
   (2) 

 Finally, a measure of preference, μ, was calculated for each goal by using farmers’ preference 
matrix R. The intensity of each goal was measured separately by the following equation: 
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 μj has a range in the closed interval [0,1]. The larger value of μj indicates a greater intensity of 
preference for goal j. As a result, farmers’ goals were ranked from most to least preferable by 
evaluating the μ values. 

To analyze farmers’ preferences derived from fuzzy pair-wise comparison, nonparametric 
statistical tests were used (Başarır and Gillespie, 2003). Friedman test was used to establish whether 
the goals were equally important within a block, which farmers’ goal is ranking according to his/her 
preferences. Since four goals were presented to farmers, each row included four values which are the 
degree of goals exposed from a farmer. The null hypothesis was that there would be no difference in 
preferences over the goals among farmers. Alternatively, at least one goal would be preferred over the 
others.  
Logistic Regression 

Logistic regression extends the linear model to problems in which the response is either a 
category or a binomially distributed count (Agresti, 1996).  Logistic regression allows one to predict a 
discrete outcome, such as group membership, from a set of variables that may be continuous, discrete, 
dichotomous, or a mix of any of these. 

Logistic regression predicts the probability that the dependent variable event will occur given 
a subject's scores on the independent variables. The predicted values of the dependent variable can 
range from 0 to 1. If the probability for an individual case is equal to or above some threshold, 
typically 0.50, then our prediction is that the event will occur. Similarly, if the probability for an 
individual case is less than 0.50, then our prediction is that the event will not occur. 

Logistic regression is more flexible than the other techniques. It has no assumptions about the 
distributions of the predictor variables; the predictors do not have to be normally distributed, linearly 
related, or of equal variance within each group in logistic regression. Unlike multiple-regression 
analysis, which also has distributional requirements for predictors, logistic regression cannot produce 
negative predicted probabilities (Hosmer and Lemeshow, 2000).  

Logistic regression analysis is especially useful when the distribution of responses on the 
dependent variable is expected to be nonlinear with one or more of the independent variables. In 
logistic regression, there is a (binary or dichotomous) response of interest, and the predictor variables 
are used to model the probability of that response. Since the model produced by logistic regression is 
nonlinear, the equations used to describe the outcomes are slightly more complex than those for 
multiple regressions (Tabachnick and Fidell, 2001). 

In this study, binary response variable was of interest. Independent variables denoted by the 
vector x={x1, x2 ,..., xp} . The conditional probability that the outcome is present was calculated with 
the following formula. 

)()/1( xxYP π==          (4) 
 The logit of the multiple regression model was given by 

ppxxxxg ββββ ++++= ...)( 22110        (5) 
 in which case the logistic regression model was 
π (x) = [1+ exp(−β 0 −β1X)] -1        (6) 
 where the outcome variable, π(x) , is the probability of having one outcome or another based 
on a nonlinear function of the best linear combination of predictors with two outcomes 
(Gujarati,1989).  

This linear regression equation created the logit or log of the odds: 

( )[ ] ∑
=

+=−
p

j
ijj X

1
01log ββππ         (7) 

That is, the linear regression equation is the natural log (loge) of the probability of being in 
one group divided by the probability of being in the other group. The procedure of estimation that 
leads to the least squares function under linear regression model, when the error terms are normally 
distributed, is maximum likelihood, and the goal is to find the best linear combination of predictors to 
maximize the likelihood of obtaining the observed outcome frequencies. Maximum likelihood 
estimation is an iterative procedure that starts with arbitrary values of coefficients and determines the 
direction and size of change in the coefficients that will maximize the likelihood of obtaining the 
observed frequencies.  
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Four goal statements were selected and presented to farmers to respond. 
 a)  Profit Maximization: The producers is supposed to be optimistic regarding production and 
marketing conditions. Profit maximization requires the producer take high risks in his activities.  
 b) Reasonable Profit: The producer is supposed to be pessimistic and he is satisfied with the 
highest income from the worst alternative.  
 c) Cost Minimization: A given production quantity is aimed with minimum cost. The 
producer minimizes his probable regrets. 
 d) Risk Minimization: This goal statement assumes that the producer is risk averter. He wants 
to obtain a guarantied profit with minimum risks. 
Data 

The data of 2005 year was obtained from 162 farmers in 10 selected villages of İzmir, 
Turkey. (The third biggest city in terms of population suited near Aegean Sea) by personal 
interviewing through means of a structured questionnaire. The sample size was determined by simple 
random sampling method (Newbold, 1995). 
 The variables used in the analyses and their descriptions are presented at Table 1. Base 
statistics for general characteristics of farmers and farms is given at Table 2. 
Results and discussions 
Goal hierarchies of Farmers 

Fuzzy pair-wise comparison model showed that the risk minimization was farmers’ most 
important goal with the weight of 0.53 followed by profit maximization with 0.48 weights (Table 3). 
Friedman test was significant, which indicated the producers’ priority of some goal statements over 
the others. Kendall’s W test showed that farmers’ agreement in goals ranking was weak. The priority 
goal statements found in this study was in line with some previous reported results, which indicated 
the highest farmers’ goal statements as risk minimization and gross margin maximization (Sumpsi et. 
al, 1996; Başarır and Gllepspie, 2003; Aromolaran and Olayemi, 2000; Walker and Schubert, 1989). 
However, the highest ranking goal statements of this study differed from the farmers’ goal statements 
reported as ‘to be my own bosses, ‘selling through the free market’ (Kliebenstein et al. 1980) and 
‘preserving our lands’ and ‘paying our depth’ (Günden and Miran, 2007).   

The groups of age, education level, risk attitude of farmers and land size differed significantly 
in terms of reasonable profit, cost minimization, risk minimization and reasonable profit/risk 
minimization goal statements of farmers, respectively (Table 4).  
Factors Effective on Goal Statements 
 The logistic regression analysis results indicated that crop production had negative effect on 
risk minimization; natural conditions had positive effects on profit maximization and reasonable 
profits and negative effect on cost minimization and risk minimization; contractual production had 
positive effect on cost minimization and risk minimization and negative effect on profit maximization; 
production planning had positive effect on cost minimization; crop diversification had negative effect 
on cost minimization and risk minimization;  input storage had positive effect on profit maximization 
and negative effect on cost minimization and risk minimization; product processing had positive 
effect on risk minimization; suggestions regarding agricultural activities had positive effect on cost 
minimization and finally chance had positive effect on profit maximization and negative effect on cost 
minimization (Table 5).  
  The farmers who involved in crop production; and who adopted contractual production and 
input storage strategies tended to take a higher risk to reach profit maximization. The risk averter 
farmers were those who considered the natural conditions seriously; and who adopted the crop 
diversification and thus satisfied with a comparable low profit.   
 Cost minimization goal was preferred by farmers who believed in product planning; who took 
into consideration the suggestions made regarding the agricultural activities; and who considered the 
chance as a big player in agricultural production.  
Conclusion 

The highest and lowest priority of farmers was risk minimization and cost minimization, 
respectively, which indicates that the farmers are ready to afford high costs to reach profit 
maximization goal as long as they are protected against risks stemmed from production and marketing 
activities.  
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To alleviate the production risks, contractual production is seen as a useful tool, which infers 
that policies to expand the contractual farming in various fields are expected. In addition, further 
product processing is another measure, which the farmers in the region are ready to adopt. 
Agribusiness is already at high concentrated level in the region compared to most of other regions in 
Turkey. However, it can still be improved in terms of relatively disadvantages sub-sectors.   

Taking into consideration the susceptibility of farmers against risks, the policy makers is 
required to expand the scope of agricultural insurance, which a significant step was initiated under 
Agricultural Insurance Pool application in 2005 through Agricultural Insurance Code No. 5363. 
Among the cited aims of Insurance Pool are extending the insurance coverage; incentive for 
participation to reinsurances; coordination of activities of insurance companies and government 
subsidies; encouraging the participation in insurance and prevent unfair competition in the prices.    
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Table 1: Variables used in the analyses and their descriptions 

Variables Unit Description 
Age year Age of farmer in years 
Education year Farmer’s years of schooling 

Farm size categorical Total cultivated land 
1: <30, 2: 31-100, 3: 101+ decar 

Crop production dummy 1: Yes 
0: No 

Risk attitude dummy 1: Risk averter 
0: Risk lover 

Agree with agricultural 
production affected by 
natural conditions  

scale Five point scale;  
1: Strongly disagree, ..., 5: Strongly agree 

Agree with contractual 
production scale Five point scale;  

1: Strongly disagree, ....., 5: Strongly agree 
Agree with agricultural 
planning scale Five point scale;  

1: Strongly disagree, ....., 5: Strongly agree 
Agree with crop 
diversification scale Five point scale;  

1: Strongly disagree, ..., 5: Strongly agree 
Agree with storage inputs 
before production period scale Five point scale;  

1: Strongly disagree, ....., 5: Strongly agree 
Agree with processing 
agricultural production scale Five point scale;  

1: Strongly disagree, ..., 5: Strongly agree 
Apply suggestion for agr. 
activities scale Five point scale;  

1: Strongly disagree, ..., 5: Strongly agree 
Agree with agricultural 
production affected by 
chance 

scale Five point scale;  
1: Strongly disagree, ..., 5: Strongly agree 

 
Table 2. Base Statistics for General Characteristics of Farmers and Farms 

Variables Mean Standard 
deviation 

Min Max No.  
Respondents* 

% 

Age (years) 44.92 11.87 18.00 76.00   
0-35     44 27.16 
36-55     89 54.94 
56-+     29 17.90 
Education (years) 6.09 2.37 3.00 15.00   
Farm size (decar) 81.21 76.88 6.00 400.00   
0-30     56 34.57 
31-100     65 40.12 
101-+     41 25.31 
Crop production (dummy)       

1: Yes     94 58.02 
0: No     68 41.98 

Risk attitude (dummy)       
1: Risk averter     105 64.81 
0: Risk lover     57 35.19 

Agree with agricultural 
production affected by 
natural conditions (scale) 

4.13 1.41 1.00 5   

Agree with contractual 
production (scale) 

1.65 1.24 1.00 5   
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Agree with agricultural 
planning (scale) 

1.99 1.23 1.00 5   

Agree with crop 
diversification (scale) 

3.20 1.53 1.00 5   

Agree with storage inputs 
before production period 
(scale) 

2.11 1.50 1.00 5   

Agree with processing 
agricultural production 
(scale) 

1.25 0.62 1.00 5   

Apply suggestion for agr. 
activities (scale) 

2.31 1.27 1.00 5 237 62.37 

Agree with agricultural 
production affected by 
chance (scale) 

1.69 1.29 1.00 5 143 37.63 

 
Table 3: Base statistics for farmers’ goal statements 

Farmers’ goal statement Mean Standard deviation Minimum Maximum 
Minimize risk 0.53 0.27 0.10 0.90 
Maximize profit 0.48 0.29 0.10 1.00 
Making suitable profit 0.42 0.17 0.07 0.90 
Minimize cost 0.39 0.14 0.10 0.86 

Friedman p<0.01 
Kendall’s W = 0.02 

 
Table 4:  The relationship of some variables with farmers’ goal statements 

Variable Number of 
Farmers 

Profit 
Maximization 

Reasonable 
Profit 

Cost 
Minimization 

Risk 
Minimization 

Age      
0-35 44 0.49 0.46* 0.40 0.48 
36-55 89 0.46 0.42* 0.38 0.55 
56-+ 29 0.52 0.36* 0.40 0.53 
Education      
0-5 125 0.49 0.41 0.38** 0.52 
6-11 22 0.38 0.42 0.46** 0.58 
12-+ 15 0.48 0.48 0.36** 0.47 
Land      
0-30 56 0.45 0.38** 0.40 0.57* 
31-100 65 0.51 0.46** 0.38 0.48* 
101-+ 41 0.47 0.41** 0.39 0.54* 
Risk attitude      
Risk averter 105 0.46 0.42 0.39 0.56* 
Risk lover 57 0.52 0.42 0.38 0.47* 

* p<0.10 Kruskal Wallis ** p<0.05 Kruskal Wallis 
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Table 5: Logistic regression analysis results for farmers’ goal statements. 

Variables Profit 
Maximization  Reasonable 

Profit  Cost 
Minimization  Risk 

Minimization  

Constant -6.41871 
(0.257548) 

*** -5.84728 
(0.156957) 

*** -5.12439 
(0.12924) 

*** -4.78136 
(0.216977) 

*** 

Crop 
Production 

0.15988 
(0.124622) 

 0.104228 
(0.0759481) 

 -0.0470497 
(0.0625361) 

 -0.181877 
(0.10499) 

* 

Natural 
Conditions 

0.112058 
(0.0410837) 

*** 0.045668 
(0.0250376) 

* -0.0664898 
(0.0206161) 

*** -0.0982707 
(0.0346118) 

*** 

Contractual 
Production 

-0.119112 
(0.0568892) 

** -0.0202147 
(0.03467) 

 0.0740089 
(0.0285474) 

** 0.104584 
(0.0479275) 

** 

Production 
Planning 

-0.025062 
(0.0616745) 

 0.0014818 
(0.0375863) 

 0.0650997 
(0.0309488) 

** 0.000465879 
(0.051959) 

 

Crop 
Diversification 

0.0431444 
(0.0393456) 

 0.0339616 
(0.0239784) 

 -0.0331744 
(0.0197439) 

* -0.0727777 
(0.0331476) 

** 

Input Storage  0.132403 
(0.0751163) 

* 0.0417103 
(0.0457781) 

 -0.111119 
(0.0376939) 

*** -0.152523 
(0.0632833) 

** 

Product 
Processing  

-0.132448 
(0.108173) 

 -0.0908649 
(0.065924) 

 0.0895682 
(0.0542822) 

 0.214727 
(0.0911329) 

** 

Suggestion for 
Agricultural 
Activities 

0.0942634 
(0.0584918) 

 0.0228888 
(0.0356466) 

 -0.0646614 
(0.0293516) 

** -0.0052092 
(0.0492777) 

 

Chance 0.0877417 
(0.045103) 

* -0.022686 
(0.0274871) 

 -0.080873 
(0.0226331) 

*** -0.0551131 
(0.037998) 

 

χ2 13.0588 *** 4.45749 *** 2.6085 *** 11.1684 *** 

R-sq 0.0584614  0.0240567  0.201726  0.0280553  
***Significant at 1% level,   ** Significant at 5% level,  * Significant at 10% level 
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Abstract: 

The paper examines the profitability of broiler production, using the break even concept. The 
break even quantities, net present values and internal rates of returns have been estimated for 20 
selected poultry farms. Poultry farms located in Kumasi area broke even in the production of broiler 
while about 38.5 percent of the farms in Accra-Tema area produced below their break even levels. 
Only 30 percent of the farms registered positive net present value. Under an interest rate scenario of 
25 percent about 70 percent of all farms, would be profitable (break even). The results suggest that 
lower interest rate is essential for more farms to break even (be competitive) and stay in the poultry 
business. 

 
Key Words: Break even, interest rate, installed capacity, broiler production, Accra – Tema and 
Kumasi areas 
 
Introduction 

Poultry production, especially broiler production is a big business throughout the world today. 
It has become a standard form and source of cheap protein. It is also a competitive industry in the 
developed world and fast becoming so in the less developed countries. With continued population 
growth, urbanization, income growth and changes in lifestyles and food preferences, it was projected 
that meat demand in the developing world will double between 1995 and 2020 to 190 million tons and 
increase by 25 percent in developed countries to 122 million tons (Delgado et al, 1999). Demand for 
meat will grow faster than cereals in the developing world by 2.8 percent per year for meat compared 
with 1.8 percent for cereals (Pinstrup-Andersen et al, 1997).  It has estimated that the demand for 
poultry meat in the developing world is expected to increase fastest, at an average of 3.6 percent, 
compared with 2.8 percent for beef and 2.3 percent for pork (pig meat).  The demand for livestock 
products in Ghana is estimated to be increasing at a rate of about 5 to 7 percent per annum 
(Government of Ghana, 1995). 

The early 1970s witnessed the emergency of poultry farming as a major source of meat and 
profitable enterprise in Ghana (Tachie-Mends, 1992). The poultry industry started to decline in 1981 
when prices of inputs began to shoot up and many farmers could not afford the cost of production.  By 
1987, however, production of poultry had picked up as a result of increased demand due to increase in 
population (Tachie-Mends, 1992). Most of the current meat import is poultry parts, with a substantial 
content of turkey tails and chicken wings (Government of Ghana, 1992). Both frozen poultry and beef 
are imported from European Union countries. These imports are heavily subsidized, in the European 
Union countries, therefore, depressing domestic prices in importing countries such as Ghana. 

Whereas producers are complaining of competition from subsidized imported frozen chicken, 
high cost of inputs and lack of credit facilities as hindering the local poultry industry, consumers are 
equally dissatisfied with the expensive poultry meat produced locally. These issues raise the following 
research questions: Is broiler production in Ghana really profitable? What is the break-even level for 
broiler production for the firms in the industry? What is the rate of return on the firms’ investment? 
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The primary objective of the study therefore is to assess the profitability of broiler production in 
Accra-Tema and Kumasi areas. The specific objectives are to determine the break even levels for 
broiler production and estimate the rate of return on the investment for the poultry firms in the two 
study areas. 

The economy of Ghana depends on agriculture and to ensure growth in the general economy, 
the agricultural sector needs to be improved. The poultry industry has an important role in this 
respect. If the broiler meat sub-sector is well developed, it could help the economy conserve foreign 
exchange used to import poultry products and provide employment for the youth of Ghana. The 
estimation of the break-even point is useful because it shows at what quantity to produce without 
losing.  If the break-even quantity of birds is close to the installed capacity, then the problems of 
being able to produce at the most profitable level would be crucial. The two areas have been chosen 
for the study because a large proportion (about 89 percent) of poultry farms in Ghana are located in 
these areas (MOFA, 1996), and they provide ready market for poultry products.  
 Previous related studies have given mix conclusion about the performance of the poultry 
industry. Using the enterprise costing method, Boa-Amposem (1988) recommended that for efficient 
broiler production, overhead cost such as management salaries, office expenses and electricity 
expenses should not exceed 15 percent of the variable cost. Applying the comparative cost analysis 
for two modern poultry production technologies and implications for policy under Nigeria’s Structural 
Adjustment Programme, Akinyodoye, and Pingpoh (1992) concluded that poultry production in 
Nigeria is financially but not economically profitable given the prevailing high cost of imported feed. 
Maham, et al (1990) in an assessment of the cost of producing cockerel and estimating a break-even 
point in India, observed that the fluctuations in the price of chickens and the unpredictable supply of 
broiler chicks encouraged broiler farmers in Tamil Nach, India to take up cockerel production.  
Methodology 
 Data: The period within which the study was conducted, covered June 1996 to May 1997. In 
all 20 farms were selected including 13 farms from Accra/Tema area and 7 farms from the Kumasi 
area.  Each farmer provided information on three production cycles. A total of 60 production cycles (3 
cycles of 20 farms) were used for the analysis. The data collected included information reported in the 
income and expenditure statements or the profit and loss accounts, production accounts; and general 
information on the assets of the farm. Some secondary data collected included the banks lending rates. 
 Method of Analysis: Financial analysis requires identification of all revenues and costs 
streams over the life of the project. For the present study, the costs include the fixed and variable 
costs. The fixed costs constitute the capital outlay of the firms. The fixed costs include land, structures 
and buildings, machinery, insurance, payment on interest and rent. For the fact that fixed inputs 
decline in value or productivity as the annual use of the machinery, equipment, and buildings increase 
(or are not used up completely in one season), their annual depreciated values were estimated and 
used in undertaking the undiscounted break even analysis. The depreciated values of the fixed inputs 
were summed to give the total fixed cost of a production cycle. 

The variable cost can be divided into production cost, overhead costs and in some cases 
research and development cost. For the purpose of this study, the production cost for broiler 
production included the costs of feed, veterinary drugs, wood shavings, day old chicks, fuel for 
vehicles, electricity and water expenses as well as other energy such as charcoal and gas, and salaries 
of personnel directly involved in the production process. Overhead costs included the costs of indirect 
materials, indirect labour (management and office staff), office expenses and maintenance of vehicles. 
These costs were summed up to give total variable cost (TVC). The total cost (TC) of a production 
cycle therefore is the sum of the total fixed cost (TFC) and total variable cost (TVC). 

Total revenue is the cash value realized from the sales of broilers during the accounting 
period (a production cycle).  To arrive at the sales revenue, the total quantity of broilers sold (Q) was 
multiplied by the unit price (P) of the product. Thus, TR = Q x P, where TR is total revenue. 
 Break-Even Analysis (Undiscounted): Break-Even (B/E) analysis normally assists in 
establishing the relationship between fixed costs, variable costs, sales revenue and profit. The point at 
which sales revenue and total cost are equal is termed the break-even point. The break-even quantity 
is derived from the costs and revenue of the farms. It is assumed that poultry farms in Kumasi and 
Accra areas operate in a competitive local market and therefore they are price takers. At the Break-
Even point the total cost of production is equal to the total revenue.  
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Thus, TR = TC                                                             (1) 
At the equilibrium level, TR = QE x PE      (2) 
Therefore QE x PE  = TVC + TFC     (3) 
Then, QE   = (TVC + TFC)/PE    (4)     

 where, QE is Break-Even output (quantity) and PE is the average market selling price for the 
area. The break-even analysis was carried out for the individual farms, Accra/Tema farms, Kumasi 
farms and then for all the farms in the two areas combined.  The simple average of the three 
production cycles for each farm was used for the analysis.  
 Estimation of the Net Present Value and Internal Rate of Return: The net present value 
(NPV) is given by the present (discounted) value of benefit minus present (discounted) value of cost 
(Gittinger, 1982). In calculating the financial NPV, the prevailing bank interest rate of 45 percent per 
annum during the period of the data collection (1996/97) was used as the discount rate. Each of the 
farms was expected to generate a positive NPV, denoting the profitability of the broiler operation. The 
internal rate of return (IRR) method was applied to determine the financial interest rate which will 
equate the present value of the benefit to the present value of the cost and therefore drives the NPV to 
zero (a break-even point). The IRR was thus used to estimate the interest rate that would make the 
firms break even under the given production environment. The annual net income from broilers was 
calculated for each farm and projected over an assumed project life period of 25 years. The net 
income was given by the total revenue less the total variable costs.  
 Also, the economic net present value and rate of return were estimated after adjusting the 
values used for the financial analysis. Direct transfer payments such as taxes paid by the poultry 
farmers, direct subsidies and credit transactions including loans receipts and repayments, insurance, 
interest on loans were omitted when the financial values were converted to economic values. The 
exchange rate effect for imported inputs were not adjusted because the exchange rate in the economy 
is determined on a daily basis by the commercial and development banks in a unified manner based 
on the supply and demand situation. Similarly, the interest rate used to discount the economic values 
was not adjusted. In relation to labour in the poultry industry, the wages of labour used for the 
financial analysis were also used for the economic analysis, because of the unemployable nature of 
unskilled labour in the economy.  
Results And Discussion 

The results of the break even analysis are presented in Tables 1, 2 and 3. The estimated mean 
unit selling price for broiler in the Kumasi area was ¢6,900 (Table 3). At the estimated mean selling 
price level, the estimated break even quantity and percentage change in production from the break 
even level for the different farms in the Kumasi area are presented in Table 1.  All farms in the 
Kumasi area produced at levels above their break even levels, with output ranging between 2.6 
percent and 35.5 percent above the break even point.  The implication is that the farmers in the 
Kumasi area broke-even in the production of broilers. Three of the farms, representing 42.9 percent, 
produced above 60 percent of their installed capacity, while another three (42.9 percent) farms 
produced below 20 percent of their installed capacity. On the average a farm in Kumasi area produced 
20.5 percent above the break even level, while utilizing about 50.2 percent of the installed capacity 
(Table 3).  

Table 1: Break-Even Analysis for Broiler Meat Production in Kumasi area 
FARM 1 2 3* 4* 5 6 7 
Sales (¢’000’) 
Total variable cost(¢000 
Total Fixed cost (¢000) 
Installed Capacity(birds)  
Quantity produced (birds) 
Unit price(¢’000’) 
Capacity utilized (%) 
 
Break Even Quantity (birds) 
Percentage increase 

4140 
3614 
54.7 
4000 
625 
6.5 
15.6 
 
532 
17.48 

2967 
2608 
30 
2000 
392 
7.2 
19.6 
 
382 
2.62 

34255 
29524 
9336 
10000 
6981 
4.9 
69.8 
 
5632 
23.95 

29015 
18820 
3324 
6000 
3768 
7.7 
62.8 
 
3209 
17.42 

3356 
2772 
38.2 
2500 
435 
8.0 
17.4 
 
407 
6.88 

3425 
2958 
26 
500 
475 
7.2 
95.0 
 
432 
9.95 

5698 
4429 
40 
2000 
878 
6.5 
43.9 
 
648 
35.49 

Source:     Calculated from field data, 1996/97 
Note:        *Farms 3 and 4 sell dressed birds in kilo weight only. 
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For the Accra-Tema area, the mean unit price for broiler was estimated as ¢7,300 (Table 3). 
The estimated break even quantity and percentage change in production from the break even level for 
the different farms in the Accra-Tema area are presented in Table 2. Five of the farms, representing 
38.5 percent, produced below their break even levels. Five farms, representing 38.5 percent, produced 
above 60 percent of their installed capacity, seven (53.8 percent) farms produced between 30 and 60 
percent of their installed capacity while one farm (7.7 percent) produced below 30 percent of its 
installed capacity. On the average a farm in Accra-Tema area produced 18.7 percent above the break 
even level with the utilization of about 59.1 percent of the installed capacity (Table 3). For the two 
study areas combined, about 55.03 percent of the installed capacity was used to produce 20.5 percent 
above the firms’ break even level (Table 3). 
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Table 2: Break-Even Analysis for Broiler Meat Production in Accra-Tema Area 
FARM 1 2 3 4 5* 6 7 8 9 10 11 12 13 
Sales¢0000 23756 2529 6408 4083 27044 3667 15656 12296 2970 28033 6383 3040 2721 
TVC (¢000) 15563 2078 6476 3555 23400 2863 9136 10959 2878 20198 4677 2774 2352 
TFC (¢000) 239.3 39 982 83 3894 189 140 250 38 2356 100 35 55 
Installed  
capacity 

4000 700 3000 1000 5000 1500 4000 3500 500 5000 2000 1000 500 

Qty produced 2852 281 961 578 3698 380 2037 2049 398 3781 890 467 380 
unit price 
(¢000) 

8.3 9 6.7 7.3 7.4 7.7 9.8 6 6.3 7.7 7.2 6.5 5.1 

Capacity 
utilized (%) 

71.3 40.1 32.0 57.8 74.0 25.3 50.9 58.5 79.6 75.6 44.5 46.7 76.0 

              
B/E Quantity 2165 290 1019 498 3739 418 1271 1535 399 3090 654 385 330 
Percentage 
increase (%) 

31.73 -3.10 -5.69 16.06 -0.10 -9.09 60.27 33.49 -0.25 22.36 36.09 21.30 15.15 

Source: Calculated from field data, 1996/97.  * Farm 5 sells dressed broiler in kilo weight only. 
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Table 3: Break-Even Analysis for Broiler Production, Mean Values for Study Areas 
VARIABLE ACCRA-TEMA KUMASI All Farms 
Sales  (¢‘000’)   
TVC   (¢‘000’) 
TFC    (¢‘000’)  
Installed capacity(birds) 
Qty Produced(birds) 
Unit price (¢‘000)   
Capacity utilized (%) 
 
B/E Quantity(birds) 
Percentage increase on: 
B/E Quantity (%)   

10,660 
8,224 
646 
2438 
1442 
7.3 
59.1 
 
1215 
 
18.68 

11,837 
9,246 
1,836 
3,857 
1936 
6.9 
50.2 
 
1606 
 
20.55 

11,072 
8,582 
1,067 
2935 
1615 
7.1 
55.0 
 
1359 
 
18.84 

Source: Derived from Tables 1 and 2. 
 

The capital outlay per farm and the calculated expected annual net income, the net present 
value and the internal rate of return for each of the farms in Accra-Tema and Kumasi areas are 
presented in Table 4. 

Table 4: Capital Outlay, Net Income, Net Present Value (NPV) and Internal Rate of Return (IRR) for Broiler 
Meat Production in the Study Areas 

 
F A R M 

 
Capital Outlay*  
(¢'000) 

 
Net Income  (¢'000) 
/Year 

 
NPV at 45%  
(¢'000) 

 
IRR (%) 

 
ACCRA-TEMA 
   1 
   2 
   3 
   4 
   5 
   6 
   7 
   8 
   9 
   10 
   11 
   12 
   13 
 
KUMASI 
   1 
   2 
   3 
   4 
   5 
   6 
   7 

 
 

    10,000 
     3,800 
     9,800 
     7,000 

  191,600 
   12,000 
   40,000 
   25,000 
    3,500 

   11,500 
    6,000 
    7,000 
    3,900 

 
 

   10,800 
    6,300 

   42,800 
   15,000 
    6,800 
    3,000 

   11,000 

 
 

24110 
1256 

( 5888) 
2341 

13439 
3655 

10501 
8240 

(1508) 
12650 
6263 
1952 
1316 

 
 

1540 
1020 

(5030) 
31360 
4492 
2800 
3780 

 
 

43,572.42 
(1,009.17) 

(22,883.14) 
(1,798.30) 

(161,738.54) 
(3,878.59) 

(16,666.78) 
(6,690.72) 
(6,850.78) 
16,608.30 
7,916.39 

(2,662.66) 
(975.85) 

 
 

(7,378.12) 
(4,033.56) 

(53,976.66) 
54,681.92 
3,181.22 
3,221.60 

(2,600.84) 

 
 

241.14 
33.20 

- 
33.58 

4.92 
30.48 
26.34 
33.11 

- 
110.00 
104.40 
28.04 
33.86 

 
 

13.95 
15.95 

- 
209.05 
66.12 
93.39 
34.42 

Source: Calculated from Field Data, 1996/97. 
* The capital outlay of each farm was revealed to reflect 1996/97 prices. 

NPV = (Annuity Factor x Net Income per year) – Capital outlay 
where, Annuity Factor = [(1 + r)t – 1]/r(1 + r)t ; r = interest (discount) rate and t = 25 years 

Net income per year = total revenue per year less total variable costs per year 
IRR = rL + [(rH – rL)* NPV+ /(NPV+ + |NPV-|)] 

where, rL = the (low) discount rate that gives the positive net present value (NPV+) 
rH = the (high) discount rate that gives the negative net present value (NPV-) 

To reduce estimation error and obtain a more accurate IRR the interval rH – rL was not more than 5. 
 

The estimated results show that at an interest rate of 45 percent that prevailed during the 
survey time in 1996/97 only six farms, representing 30 percent of the farms, registered positive net 
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present value.  This means that most of the farms were likely lose their invested capital and would 
find it difficult to continue their operation. Consequently, farms that continue to record negative net 
present value would either go in for more bank loans or fold up. A rise in product price relative to 
input price would help struggling farms to recover production cost. The farms that recorded positive 
net present value included 42.9 percent and 23.1 percent of farms located in Kumasi and Accra/Tema, 
respectively, suggesting that a farm located in Kumasi is more likely to record positive profit than one 
located in Accra/Tema area. 

The internal rate of return (IRR) analysis, similarly, shows that only the six farms (30 percent 
of the farms) registered IRR above the interest rate of 45 percent (Table 4). The summarized results 
for the estimated IRR presented in Table 5 shows that if the banks’ interest rate was reduced from 45 
percent to 33 percent, then 25 percent additional farms, made up of 30.8 percent and 14.3 percent of 
farms in Accra-Tema and Kumasi, respectively, would break even. The estimated IRR results suggest 
that should the interest rate drop further to about 25 percent, then about 76.9 percent of farms in 
Accra-Tema area would be breaking even. Under the 25 percent interest rate scenario about 70 
percent of all farms would be profitable (break even). The results suggest that lower interest rate is 
essential for more farms, particularly those located in Accra-Tema area, to become competitive and 
stay in the poultry business. 

Table 5: Possible Interest Rate Charges and Percentage of Farms Breaking Even 
Interest Rate (%) Percentage of farms breaking even at the specified rates 

Accra/Tema Kumasi  All Farms 
45 
33 
25 

23.1 
53.8 
76.9 

42.9 
57.1 
57.1 

30.0 
55.0 
70.0 

Source: Deduced from Table 4 
 

Economic Rate Of Return  
The estimated economic net present value and the economic rate of return are presented in 

Table 6. Though the necessary economic adjustments were carried out, the economic net present 
values were estimated at the commercial and development banks’ interest rate of 45 percent.  

Table 6:   Net Present Value at 45 percent and the Economic Rate of Return Accra-Tema and Kumasi Areas 
Area  Capital Outlay Income/Year NPV at 45% ERR (%) 
Accra-Tema 
Kumasi  

331,700 
95,700 

99,200 
86,200 

(76,900) 
65,860 

29.9 
90.1 

All Farms 427,400 185,400  (15,441) 43.5 
Source: Calculated from Field Data, 1996/97. 

 
Table 6 shows that generally the farms in the Kumasi area recorded a positive economic net 

present value, while farms in Accra-Tema area recorded a negative economic net present value. The 
overall net present value for the economy was negative, suggesting that broiler production is not 
economically viable in the country.  The estimated economic rates of return suggest that, 
economically it is worth investing in the broiler meat production in the Kumasi area but probably not 
in the Accra-Tema area. The estimated economic rate of return suggests that if broiler meat 
production is to be economically viable, then a reduced economic interest rate of about 30 percent 
must be available and accessible to the poultry farms. 
Conclusions 

The study attempted to examine profitability of broiler production, using the break even 
concept. Farms located in Kumasi area broke even in the production of broiler with about 42.9 percent 
producing above 60 percent of their installed capacity, while about 38.5 percent of the farms in Accra-
Tema area produced below their break even levels. About 38.5 percent of the farms in Accra-Tema 
area produced above 60 percent of their installed capacity. Only 30 percent of the farms, including 
42.9 percent and 23.1 percent of farms located in Kumasi and Accra-Tema, respectively, registered 
positive net present value. The implication is that a farm located in Kumasi is more likely to record 
positive profit than one located in Accra-Tema area. Under an interest rate scenario of 25 percent 
about 70 percent of all farms, including 76.9 percent in Accra-Tema area and 57.1 percent in Kumasi 
area, would be profitable (break even). The results suggest that lower interest rate is essential for more 
farms to break even (be competitive) and stay in the poultry business. 
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Abstract: 
 This paper studies the revelation of human relationships that drive the marketing activities of 
agricultural products, the producers (farmers and ranchers), collectors, dealers and the modern market, 
which focuses on the producers of agricultural products (vegetables, fruits and chicken pieces) in 
West Java Jakarta and surrounding areas, research only limited investigating the relationship between 
sellers and their suppliers, not the relationship between the seller (the traditional markets, modern 
market) with the end consumer.  
The research was conducted in West Java and Jakarta and its surrounding areas with the 
implementation in November 2010 to January 2011. Site selection is done on purpose (purposive) on 
the grounds in West Java and Jakarta and its surroundings have a sufficiency objects to be studied 
about the manufacturer, supplier and retailer for agricultural commodities. 
In this study involving 205 respondents as a source of information that consists of four business 
groups of the modern market by 18 respondents (8.79%), vegetables by 84 respondents (40.97%), and 
fruits totalling 50 respondents (24, 39%), and the chicken pieces as much as 53 respondents (25.85%). 
In data collection conducted through face-to-face interviews, each respondent was instrumental in 
accordance with its position in the business chain, such as manufacturer, suppliers or retailers. 
Especially for the respondent retailers, they are managers or management of a modern market 
primarily responsible for the procurement of commodities.  
Analytical methods to be used include Descriptive Analysis and Structural Equation Model (SEM). 
Descriptive analysis aims to obtain an overview of the characteristics of the respondent (respondent 
relations and behavioural profile of research). Processing is done using frequency analysis and cross 
tabulation analysis, while SEM is used to validate the built model. 
The results revealed that long-chain trading system that occurs not only because of economic factors 
alone, but discovered the existence of socio-cultural involvement in decision-making system of 
trading activity. Trading system that occurred more informal, in the sense that there are no rules as a 
guide, the factor of trust and commitment between actors trading system is crucial in encouraging the 
emergence of shared values that motivated the early emergence of cooperation. Performance of the 
three aspects will be the basis for decision-making as well as a selection for the establishment of long-
term cooperation of mutual benefit both financially and socially. Future research should be pursued to 
investigate the direct influence of relational benefits for the trust, commitment and shared values. 
Therefore, this research theme will be more developed and interesting to do further research if there 
are other important factors that could affect the partnership.  

 
Key Words: Relationships marketing, commitment, trust, cooperation, shared values, Social Cultural. 
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Introduction 
 Indonesia is a hugely diverse nation made up of over 17,500 islands with 33 provinces, which 
are home to over 300 ethnic groups, each province has its own language, ethnic make-up, religions 
and history. Most people will define themselves locally before nationally. In addition there are many 
cultural influences stemming back from difference in heritage. Due to the diverse nature of Indonesian 
society there exists a strong pull towards the group, whether family, village or island. People will 
define themselves according to their ethnic group, family and place of birth. The family is still very 
traditional in structure and family members have clearly defined roles and a great sense of 
interdependence 
 Java is the most densely populated island and is divided into three provinces with 61% of the 
population of Indonesia, in which West Java is the province with the highest population of 41 million 
(18.1%) and East Java provinces with 37.5 million inhabitants (15. 8%), while the province of Central 
Java, 32.4 million people (13.6%). As the province with the largest population in Indonesia, West 
Java, a region with diverse cultures and local languages or dialects, and is characterized in contrast to 
the identity of the two urban communities who mostly live in the Greater Jakarta and traditional 
peoples living in the countryside. 
 It reflects a fraction of the facts of cultural diversity in Indonesia to the characteristics and 
customs that differ from one another. How they interact and what kind of social relationships occur 
and then may continue the business relationship is an interesting thing to note. In Indonesian people, 
quite a lot of social value (social capital) as the culture of mutual aid, institutional outcomes, various 
forms of local knowledge (local wisdom) possessed all the ethnic and may be developed as part of the 
culture of the modern economy. 
 Social capital has been proven by history as an important mechanism in their efforts to 
achieve economic growth and equitable society. Therefore, the economic empowerment of the people 
and role of social capital becomes very important to note (Mawardi, 2007). Agribusiness market has 
vast dimensions, both as a site of interaction between supply and demand of agriculture products 
(goods or services), the transactions and agreements ranging from the value, quantity, product 
specifications, mode of delivery, acceptance and payment, as well as the transfer of ownership of 
goods. Agribusiness marketer is someone who is looking for products or services then offer or sell it 
to another party or to the final consumer, on this basis agribusiness marketers can serve as a buyer and 
/ or seller. 
 Some researchers say the study of agricultural trade system from the standpoint of economic 
science only reveal the shape and structure of the marketing chain, prices and fluctuations, cost and 
margin trade system, the integration of markets, market efficiency, marketing effectiveness, 
transmission rates, and others. Meanwhile, human activity is involved in moving the little researched 
and written, that is the actor who drive the flow of goods from the downstream to upstream. 
 Farming communities as major stakeholders in the process of production in the agricultural 
sector has not been much enjoyed encouraging results, especially from the aspect of income and 
welfare. Although the government has given great attention to this sector, it is thought caused there is 
no price guarantee of agricultural products, while agribusiness development by a partnership between 
employers and farmers / groups farmers have not developed as expected. 
 The extent to which the role of social aspects in colouring behaviour and marketing 
relationships between actors in the agricultural sector, and what factors are the key to the occurrence 
of a partnership and cooperation as well as a guarantee of continuity is not widely expressed 
quantitatively. Socio-cultural differences can be accounted for in the five dimensions of culture 
(Hofstede, 2001). These dimensions consist of: (1) individualism / collectivism, (2) uncertainty 
avoidance, (3) power distance, (4) masculinity / femininity, and (5) long-versus short term orientation. 
In accordance with the environmental survey done then focus on the first dimension is the dimension 
of individualism / collectivism describes the relationship between individual and collectively that can 
be found within a given society.  While this relationship is reflected in how people live together, it is 
also related to social norms and value system related programming will therefore affect the 
individual's mental and guide their behaviour. While individuals who are part of the culture with a 
more collectivist system and direct their behaviour toward value oriented collective goals. Therefore, 
an attempt to determine patterns of relatedness (causal models) among agribusiness relationship based 
marketing approach becomes very crucial. This is not only intended to reveal the values that become 
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the key marketing relationships between actors, but also the values that a guarantee sustainability and 
future development of quality relationships. 
 Relationship Marketing or Customer Relationship is an approach that involves all actors in a 
marketing system, as well as reviewing various values of the reference or the key factor that links 
between actors in the system. In implementation, relationship-based marketing effort tracing the 
involvement of all actors and activities related to the marketing mix, where the consumer or customer 
is placed at the centre of the overall marketing activity (Palmatier et al. 2006, Brady and Roehm, 
2007, Gregoire et al. 2009, and Fournier, 2002). 
 In Indonesia, relationship marketing in agribusiness case has not been widely studied, 
especially if not be said to be very rare. Meanwhile, the entities which act a role in moving 
(marketing) of agricultural commodities including growers, collectors, wholesalers, dealers, 
wholesalers and retailers (Kuma'at, 1992). According to Irawan et al. (2001), lack of harmony of the 
relationship between agribusiness that occur frequently due to the absence of equality of bargaining 
power between actors that have an impact on the imbalances of profit margin obtained as well as the 
difficulty for farmers get the fair price. The problems that arise in the marketing system of agricultural 
commodities, among others: marketing activities or trading system that has not run efficiently, so the 
absence of a fair wage. 
 Therefore, efforts to determine the pattern of agribusiness linkages with relationship 
marketing approach and how the socio-cultural influences become very crucial, given the close 
relationship and the relationship between prices, production and trading system, each has a crucial 
role and influence each other. This is not only intended to reveal the values that become the key 
marketing relationships between actors, but also the values of sustainability guarantee and the future 
development of relationships quality. Therefore, in the second part we submit the data and 
methodology used, then we submit the results and discussion in section three and in the end we give 
concluding remarks. 
Data And Methodology 
  The research was conducted in West Java and Jakarta and surrounding areas, site selection is 
done on purpose (purposive) on the grounds in West Java and Jakarta and its surrounding have been 
studied regarding the adequacy of the object that producers and traders (collectors, wholesalers, 
dealers, wholesalers and retailers) in agricultural commodities. The study involved 205 respondents as 
a source of information. Respondents are decision makers or the company management (producers of 
agricultural commodities or livestock) and traders of fruits, vegetables, and chicken broilers. 
  Conceptual framework used in this study based on the model Morgan and Hunt (1994) theory 
of trust and commitment as home base, then from the concept model was developed by some of the 
results of previous studies such as (1) Trust and Commitment in Collaborative Business Relationships 
involving the Company in New Zealand (Palakshappa and Gordon, 2005), (2) Understanding the role 
of relational capabilities in relation to the buyer and seller (Smirnova and Kushch, 2006), (3) belief in 
the relationship between private buyers and sellers in the B2B (Akrout and Akrout, 2007 ), (4) the 
conceptual model for the retailer and vendor relationships based on trust and commitment theory 
(Smith, 2008), and (5) a direct relationship of trust and commitment among the sellers, distributors, 
and customers (Wang, 2009). 
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Figure 1. Conceptual Model Research 
 

  From the model above can be explained that: trust and commitment are the foundation of a 
business relationship. This implies a power base to stimulate the emergence of shared values that will 
strengthen the decision-making uncertainty. A bond of trust and commitment between partners 
relating signifies that would work in a mutually beneficial long term and build a positive foundation 
to a productive relationship. When viewed the relationship between trust and commitment fully it will 
increase the chances of a long-term cooperation or a strategic partnership to achieve a goal that can 
deliver value and profit for the company and its partners. 
  Trust is the basic attitudes and expectations of both parties who will partners. The trust not the 
things that appeared out of nowhere, but it was built by the competence and communication abilities 
of the parties to the partnership. This is consistent with the findings of Malecki and Tootle (1996) 
which says that trust requires a personal relationship that goes beyond an individual contact, and 
reinforced by face-to-face relationship, while the benefits of the relationship and termination costs to 
build a commitment, which requires long-term benefits that a relationship should be maintained and 
enhanced in order to fulfil the promises given. 
  Indicator variables are used to explain each latent variable and its source in detail described in 
appendix 1. There are 33 indicators variables measured by ordinal scale with 5 strata, where each 
stratum has a label to reinforce the strata (Lickert). 
  In accordance with the conceptual model that has been described, it is to predict the value of 
the model coefficients that indicate the degree of influence of each latent exogenous variable to 
endogenous latent, as well as the magnitude of the contribution of each indicator variable on its latent 
variable used rule Structural Equation Model (SEM). SEM is basically aimed to confirm the 
conceptual model of the characteristics of the population (Suharjo and Suwarno, 2002). SEM analysis 
is an analysis based on Confirmatory Factor Analysis (CFA), a method that combines correlation 
analysis, regression analysis, traffic analysis and factor analysis (Suharjo, 2002). 
  Modelling carried out in accordance with the modelling step Suharjo (2007), as follows: 
• Development model, at this stage is to analyse the principle of causal relationships between 

exogenous and endogenous variables, as well as checking the validity and reliability study. 
• Convert the cross diagram, this diagram serves to show the flow of a causal relationship between 

exogenous and endogenous. To see the flow of causal relationships created several models were 
then tested using SEM to obtain the most appropriate model with the criteria Goodness of Fit, and 
convert it into Eel Cross Diagram. 

• General model equation: 
   Measurements:  y  =  Λyη  +  ε  

   x  =  Λxξ  +  δ       
         Structural:  η = Вη + Гξ + ζ    
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• Determining the type of input matrix, in this study used the covariance matrix, because the 
purpose of the analysis is to test a model that has a theoretical justification. 

• Identification of Model, problems that often arise in the structural model is the estimation of 
parameters can be Un Identified or Under Identified causes estimation process does not produce a 
unique probe and the model can not be trusted. Symptoms appear a problem of identification 
include: There are standard error of the parameter estimators that are too large, the inability of the 
program presents a matrix of information that should be presented, parameter estimation can not 
be obtained, figures emerged a range of negative error, and there was a high correlation -1 or 1. 

• Criteria for Determination of Suitability Model, to obtain valid analytical results required several 
assumptions in parameter estimation and hypothesis testing. Assumption of parameter estimation 
and hypothesis testing include, among observational units are independent, the data are a random 
sample of the population and the pattern of all linear relations among variables. SEM analysis is 
very sensitive to the distribution of data so that major deviations to the multi normal will affect 
the Chi-Square test. Suitability of the model the indices mentioned above must meet the following 
criteria; 

Size suitability The suitability of acceptable levels 
Chi-square (χ²) The smaller the better. Used small chi-square value so that  

Ho : ∑ = ∑(θ), is not rejected 
Probability ≥ 0,05 

AGFI The higher value more better. AGFI ≥ 0,90 is good fit, 
0,80 ≤ AGFI< 0,90 is a marginal fit 

RMR Residual average between the observed matrix and the estimation result.    
RMR ≤ 0,05 good-fit 

RMSEA Average difference per degree of freedom is expected to occur in the 
population and not in the sample. 

RMSEA ≤ 0,08 is a good fit, 
RMSEA ≤ 0,05 is a close fit. 

• Interpretation and Modification Model, if the model is good then the model can be interpreted, but 
if not, whether modifications need to be done. Modifications can be made when there is a 
significant change with the support of empirical data. 

• Additionally Construct Reliability and Construct Validity also calculated respectively with the 
following formula: 
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• The software used in SEM analysis is LISREL 8.7. While the methods used in estimating the 
coefficient is unweight least squares (ULS). 

Results And Discussion 
 This section describes the pattern of linkages that occur among the factors thought to play a 
role in building a relationship based on the marketing of agricultural commodities. Initial stage is to 
conduct sub model analysis of relationship marketing. In terms of the SEM stage is referred to as the 
reliability of testing the measurement model. The goal is to determine the ability of each indicator in 
explaining the latent variables. To determine whether a set of indicators capable of explaining the 
latent variables, will be used reliability and construct validity of measurement. In this regard Hair et 
al. (2006) states that a construct is said reliable if the construct reliability (CR) not less than 0.7, or the 
construct validity (CV) is less than 0.5. While Joreskog et al. (1996) provide a simpler requirement, 
namely the value of the variable indicator coefficient (lambda) is the standardized value of minimum 
0.5.  

Based on structural models have been proposed, then the coefficients of the model to 
determine the value or contribution of each latent exogenous variables to endogenous latent 
coefficient estimate done by using the rules Unweight Least Square (ULS). The results of the model 
coefficient estimates that states the influence of each latent variable to the latent endogenous and 
exogenous contributions to the latent variable indicators presented respectively in Figure 2 below: 
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Figure 2. Coefficient Structural Equation Model relationship marketing 

 
 The results of estimation and testing of the structural model shows that the value p-value = 
0.000 and RMSEA = 0073. That is, the overall empirical model can be accepted in accordance with 
the criteria required by Joreskog et al. (1996), although the P-value less than 0.05. From this it can be 
concluded that the coefficients of the model can be used as a probe the contribution or influence of 
latent exogenous variables to endogenous latent. 
 To elucidate the structural model will be discussed in stages with the expectation relationship 
or causal processes that occur between the latent variables can be explained in detail as follows: 
Shared values 
 Sets of aspects that underlie the establishment of cooperate between the entities. One of the 
main aspects of shared values, according to Fukuyama (1995) is a trust. Aspects of trust that exist on 
both sides who will partner will deliver them to formulate goals and benefits of cooperation are 
compatible or agreed upon. In this study, shared values represented by three indicator variables, 
namely: 
 a. Enhance the image of the company (U1) 
 b. Enhance the mutual benefit financially (U2) 
 c. Enhance mutual trust with (U3) 
 The three indicators used to describe the shared values have a relative different degree of 
agreement. In a separate effort to increase mutual trust has a level of agreement (agree and strongly 
agree) the highest, while enhancing the image of the company or business entity is relatively low. 
Although information on the level of agreement of each indicator can be read independently, but 
explains the latent variables can not be done independently because of the correlation aspect between 
the indicator variables to each other. In addition, sequential effects are contained in a set of indicators 
in explaining the latent variables. Therefore, to clarify the contribution of each variable used indicator 
measurement model based on Confirmatory Factor Analysis (Joreskog et al.1996). 
 To determine the performance or contribution of each of these indicators in explaining its 
latent variable, and then use the rules of Unweight Least Squares (ULS) in the SEM is intended to 
estimate the value of the coefficient of the measurement model. Results of analysis of the 
measurement model of shared values indicate that the three indicators used have a level of reliability 
(CR = 0.64) and adequate validity, although slightly below 0.7, but the value of CV = 0.51 and the 
coefficients of the indicator exceeds 0.5. The results of this analysis show that trust is an indicator of 
shared values that are important as a basis for establishment of cooperation, in which the value of the 
coefficient is 0:57 and the significance of test results of T with values above 1.96 T test (alpha = 
0.05). This study shows that the mutual benefit financially have a greater contribution as a foundation 
of cooperation between parties with a coefficient value of 0.67. While for the coefficient of image 
enhancement, the amount is equivalent to a 0:57 or belief variables. 
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 Results of the measurement model test show and prove that trust is not enough to be the main 
basis of cooperation between parties. In cooperation efforts or business, other major aspects of the 
hidden even more important is the expectation of mutual financially benefit. This means that the 
mutual advantage to have a stronger position than the trust. What is interesting here is that there is a 
high emotional relationship between farmers and suppliers. For example, at once time farmers need 
funds while the situation was still entering the growing season and not yet in production, then the 
supplier easily provide loans without any doubt will be paid back at harvest time, this relationship is 
different from what is called “pengijon” (the plant have been purchased prior to harvest so that the 
course is very detrimental to farmers). 
 Based on these findings we can conclude that efforts to build trust and positive image of the 
working party are two aspects that are important, but the shared values associated with efforts to 
increase financial gain has a stronger role. Finally, this construct was obtained from the general 
picture that the establishment of cooperation between farmers, suppliers and outlets (modern and 
traditional market) in the business of agricultural commodities (vegetables, fruit and chicken pieces), 
along the major and essential to be achieved between the parties those involved is a desire for mutual 
benefit against the backdrop of efforts to foster mutual trust and positive image of the parties involved 
in such cooperation. 
Relationship commitment 
 According to the journal is used then there are two perspectives on the perspective of the 
attitude of commitment (affective commitment) (Kumar et al, 1995) is a commitment to produce 
effect on others, and behavioural commitment (Morgan and Hunt, 1994) is more towards the 
commitment of the behaviour being assessed. 
 In practice, committed relationship is strongly associated with the values that are the result of 
positive evaluation of the relationship that has happened in the past. Accordingly, in this study the 
relationship of commitment shown by three indicator variables as follows: 
 a. The growth of mutual trust that the higher (U12) 
 b. Generate interest for long-term partner (U13) 
 c. Generate interest to enhance cooperation in the supply of another product (U14) 
 Level agreement of the indicator variables suggest that the relationship's commitment to 
partner long-term interests and the growing confidence is a strong indicator in explaining the 
relationship commitment. While the interest to enhance cooperation in the provision of other products 
is relatively lower. By using the CFA analysis to find out the contribution of each indicator variable in 
explaining the relationship of commitment. 
 The results of the measurement analysis model and testing of the coefficient relationship 
commitment, it appears that the three indicators reflect these constructs have high levels of reliability 
and validity are very reasonable with their respective values above 0.73 and 0:51. T test results of the 
model coefficients showed significant results even though the value of U14 is less than 0.5. The 
results of this analysis indicate that a possible interest in long-term cooperation is a very strong 
indicator of the exercise of the commitment by both the parties work together. This is indicated by the 
high value of the coefficient of the indicator is 1.0. These results prove that the relationship-based 
marketing that occurs in agricultural commodities currently in favourable conditions in which each 
party involved in co-operation has been running in earnest agreement has been agreed. Not 
surprisingly, all the parties desire to continue the cooperation that has existed so far. 
 Looking at these facts interest for cooperation in the long run actually contains several 
meanings, among others, is because of the habits of farmers and suppliers who have established long 
before the existence of emotional ties of kinship and mutual trust that has grown as well as a sense of 
comfort in the attempt. It is also common in relationships between suppliers and retailers in traditional 
markets. Here the emotional bond also has a major role of the bond business because of relationships 
that occur more influenced by informal factors. 
Trust 
 Melanie and Christian (2007) explain that trust is an important factor in business relationships 
such as corporate networks, alliances, or partnerships that involve elements such as interpersonal and 
inter-organizational competence, benevolence, integrity, and communication. The most important 
factor of trust is a positive experience that has been made in private, personal relationships that 
develop in accordance with time and become a bridge of communication in the relationship. Beliefs 
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related to commitment. It is based on the fact that in assessing the trust is often based on consistency 
of related parties in carrying out what has been agreed. In fact, Smith and Barclay (1997) confirmed 
the trust based on reputation and reinforced by the experience and the interaction between related 
parties. Based on the above, in this study of confidence shown by the three variables as follows: 
 a. During the partnership, consistently carrying out a cooperative agreement (U27) 
 b. During the partnership, consistently to fulfil what was promised (U28) 
 c. During the partnership, consistently creates a feeling of trust (U29) 
 Estimation results of the measurement model coefficients, coefficients of test results and the 
value of its CR and CV. Seen that all three of these indicators have a level of reliability and validity 
are very reasonable with their respective values above 0.80 and 0.60. The results of this analysis 
indicate that the construct of trust is reflected strongly by the U28 indicator for partnership-related 
parties are always trying to keep what has been promised by the coefficient of 0.87. This is in line 
with what has been affirmed by Guilbert and Fenneteau (1998) that initial perceptions of trust can 
only be demonstrated through the behaviour of the parties concerned, which is reflected through the 
effort to keep what has been agreed. 
 On the other hand U27 indicator reflects the trust is consistency in carrying out cooperation 
with the coefficient of 0.77. This may mean that within a certain time each party seeks to establish a 
consistent relationship marketing practice what has been a mutual agreement. These results are in 
accordance with the said Gabarro, (1978) that belief starts from the weakest level (perceptions of 
trust), then gradually grew and strengthened through a consolidated relationship or accuracy of the 
fulfilment of what has been promised. It is understood that the U29 indicator for partnership-related 
parties is always cause a sense of trust has the lowest coefficient (0.55) because this indicator is the 
result of the previous two indicators. 
 Thus it can be said that the awakening of a trust will only be successful after going through a 
sense of trust that grows in stages and is followed by verification of the accuracy of what has been 
promised. 
Decision making uncertainty 
 The absence or lack of commitment and trust is a burden to any of the parties that partner and 
can lead to dismissal. Element in the long-term relationship commitment and trust are considered to 
follow the rules of the stability and cumulative (Ford, 1990). But in reality sometimes the initial 
perception of the assumption or belief is often not evident after the cooperation takes place. That is, 
there are elements of uncertainty that are not anticipated at the beginning of the on-going cooperation. 
Based on this, in this study indicated the uncertainty of decision-making with three variables as 
follows: 
a. Decision to be taken, always take into account or anticipate the factors that are unexpected and 

can disrupt cooperation (U32) 
b. Decisions that take into account is always good or bad effects caused to the business environment 

(U33) 
c. Decisions are often faced with incomplete information (U34) 
 From interviews about the level of agreement on the indicators above, obtained the following 
results, in relationship marketing in agriculture, the parties always take into account the impact on the 
business environment (U32), has the highest level of agreement (96.1 %). In addition, approximately 
95.2% of the parties who work together to anticipate the unexpected factors that can disrupt the 
working relationship (U33). The interesting thing is almost half of the actors in this relationship-based 
marketing (47.8%), in its decisions making, often do not have complete information (U34). All three 
indicators are considered to be capable of reflecting the latent variables, the results of the test statistic 
T showed significant results and in general construct has a level of reliability and validity are very 
reasonable with each of the CR and CV values above 0.68 and 0.50. 
 CFA analysis results obtained from the parties involved in cooperation in the field of 
agriculture stating that the decision will be taken into account is always good or bad effects caused to 
the business environment (U33) with a coefficient value of 0.99. It is becoming norm, especially in 
agriculture is very vulnerable to climate change conditions. The result of this partnership the parties 
take into account or anticipate the factors that are unexpected and can disrupt cooperation (u32). 
Meanwhile, the contribution of U34 indicator that is often faced with decisions on incomplete 
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information has the lowest coefficient. This could mean that partnering parties have fairly complete 
information related to the factors required in cooperation. 
Cooperation 
 In many cases of cooperation between parties is due to shared goals and mutual interests. 
Morgan and Hunt (1994) found that commitment and trust is important to ensure the emergence of 
cooperation in a partnership relationship. Even, Bodi Schubert (2010) confirmed a partnership or 
cooperation is good and successful innovation will support the company's competence, and the search 
for creative solutions from the organization. It can be considered as wholly or partially the fulfilment 
of a reciprocal relationship between goals and expectations set together and received by each member 
to support the relationship (usually long term) are oriented on the efficiency and development. In this 
study the cooperation shown by the two variables as follows: 
a. During the partnership, always try to promote mutually beneficial cooperation (U30) 
b. Partnerships that have been awakened, plan to encourage long-term cooperation established (U31) 
 The results of the parameter model measurement estimates show that both indicators have 
high levels of reliability and validity are very reasonable with their respective values above 0.81 and 
0.68. The results of this analysis indicate that the partnership has been built always focuses on the 
mutually beneficial cooperation (U30), and seeks to be a partnership that extends into a long-term 
cooperative relationship (U31), has the equivalent position in the construct of working together to 
build each with a coefficient of 0.82. That is, in relationships marketing in the agricultural fields 
studied, there are motivations of the parties who partner to constantly strive to find harmony in order 
to gain mutual benefits in the long run. 
 When referring to the findings of Bodi and Schubert (2010), this advantage can not be 
interpreted to benefit financially, but also on non-financial benefits such as increased competence of 
the company's innovation, and the search for creative solutions for the challenges of organizations in 
the future to ensure the work same value over the long term. 
Concluding Remarks 
 The findings indicate that the pattern of linkages that occur in agricultural products is not only 
based on the purchase and sale transactions (transactional relationship) only, in which aspects of 
benefit financially be the main objective, but also involves psychological aspects that transform some 
aspect of your financial goals into a more emotional and social. The results showed the main factors 
that initiate the occurrence of relationship marketing in general is not solely based on the value of 
rupiah that is the agreement of transfer of ownership of the commodities traded, but also based on 
commitment and trust. This occurs because the purchase and sale transactions are generally not made 
in cash, but through the payment term (payment period). 
 This research also showed that the pattern of trading that occurs not only based on rational 
desire to obtain short-term benefit financially from the parties relating to business sustainability, but 
the relationship is also influenced by shared values which includes a sense of comfort, image 
enhancement and holistic long-term benefits.  
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Appendix 1. Indicators of Latent Variables and Structural Models 
 

 
 
 
 
 
 

Variabel Latent Variabel Indicator Scale Reference 

Commitment 
X1 Mutual trust 

Likert 1-
5 

Canning dan Lloyd (2001) 
X2 Long term partner  Smith (2008), Wang (2009) 
X3 Cooperation Anvari dan Salmiah (2010) 

     
 X4 Impact on Supply 

Likert 1-
5 

  
Relationship X5 Impact on Profits Morgan dan Hunt (1994)  

Termination Cost X6 Impact on Trust Ganesan (1994)  

 X7 
Impact on Business 
Continuity   

     

Relationship 
Benefit 

X8 Sense of Comfort 
Likert 1-

5 

  
X9 Customer Satisfaction Palakshappa dan Gordon (2005) 
X10 Corporate Performance Baglieri, Croom dan Secchi (2006) 
X11 Increased Net Income   

     

Trust 
X12 Consistent 

Likert 1-
5 

Akrout dan Akrout (2007) 
X13 Fulfill the Promise  Smith (2008) 
X14 Sense of Trust (Confidence) Wang (2009) 

     

Competency 

X15 Infrastructure 

Likert 1-
5 

  
X16 Human Resources Doney dan Cannon (1997) 
X17 Knowledge Morgan dan Hunt (1994) 
X18 Experience   
X19 Capability   

     

Communication 

X20 Regular Formal Meeting 

Likert 1-
5 Palakshappa dan Gordon (2005) 

X21 Regular Informal Meeting 
X22 Communication of Ideas 
X23 Communication of Problem 
X24 Up to Date Information 
X25 Reliable Information 

     

Share Values 
X26 Image 

Likert 1-
5 

Palakshappa dan Gordon (2005) 

X27 Benefits Smith (2008) 

X28 Belief   

     
 X29 Anticipation 

Likert 1-
5 

  

Decision Making X30 
Taking into account the 
impact Bloombaeck (2006) 

Uncertainty X31 Decision Making   
     

Cooperation X32 Profitable Likert 1-
5 

Walter et al. (2000), Canning dan Lloyd 
(2001) 

X33 Long Term Planing 
Palakshappa dan Gordon (2005), Smith 

(2008) 
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Appendix 2. Coefficient Models And Values Construct Reliability and Validity 
 

Variabel Latent  
 

Variabel Indicator Lamda Error T test CR CV 

 X1 Mutual trust 0.53 0.72 5.50 
0.73 0.51 Commitment X2 Long term partner 1.00 0.00 6.99 

 X3 Cooperation 0.37 0.63 4.42 
   

       X4 Impact on Supply 0.94 0.12 10.14 

0.8 0.61 Relationship X5 Impact on Profits 0.64 0.60 8.18 
Termination Cost X6 Impact on Trust 0.48 0.77 6.44 

  X7 Impact on Business Continuity 0.97 0.06 10.59 
   

      X8 Sense of Comfort 0.59 0.65 6.93 

0.81 0.59 
Relationship 

 X9 Customer Satisfaction 0.85 0.28 8.59 
Benefit X10 Corporate Performance 0.50 0.75 6.13 

 X11 Increased Net Income 0.78 0.39 7.26 
   

      X12 Consistent 0.77 0.41 10.58 
0.8 0.60 Trust X13 Fulfill the Promise 0.87 0.24 11.87 

 X14 Sense of Trust (Confidence) 0.55 0.70 7.70 
   

      X15 Infrastructure 0.69 0.53 9.73 

0.76 0.54 
 X16 Human Resources 0.71 0.49 10.14 

Competency X17 Knowledge 0.64 0.59 8.95 
 X18 Experience 0.57 0.67 7.85 
 X19 Capability 0.51 0.74 6.87 
   

      X20 Regular Formal Meeting 0.53 0.72 4.86 

0.60 0.30 

 X21 Regular Informal Meeting 0.27 0.93 2.64 
Communication X22 Communication of Ideas 0.83 0.31 6.45 

 X23 Communication of Problem 0.57 0.68 5.96 
 X24 Up to Date Information 0.31 0.90 3.83 
 X25 Reliable Information 0.30 0.91 3.72 
   

      X26 Image 0.57 0.67 6.57 
0.64 0.51 Share Values X27 Benefits 0.69 0.52 7.37 

 X28 Belief 0.57 0.68 6.52 
   

      X29 Anticipation 0.70 0.50 7.69 

0.68 0.50 Decision Making X30 
Taking into account the 
impact 0.99 0.02 9.10 

Uncertainty X31 Decision Making 0.12 0.99 1.71 
   

     Cooperation X32 Profitable 0.82 0.32 8.73 0.81 0.68  X33 Long Term Planing 0.82 0.32 8.72 
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Abstract: 
 Oil and Gas play very important role in Indonesian Economy as a source of domestic energy, 
feedstock for national industry and source of government income. Therefore the government of 
Indonesia through Law No. 22 of 2001 and Presidential Regulation No. 5 of 2006 trying to utilize 
alternative energy to reduce fuel subsidies including the utilization of natural gas. To support the 
government's plan, this study need to formulate the strategy of the Gas City development in Indonesia 
by identifying the factors that influence consumer’s perceptions, attitudes and intentions in using 
natural gas, which refers to the model proposed by Icek Ajzen (1991) which is known as The Theory 
of Planned Behaviour. 
Based on statistic examination toward γ parameter (Gamma) are able to conclude that there is a 
positive and significant influence from attitude toward behaviour, power of controlling behaviour 
factor and perceived risk toward the intention to use gas. But the attitude toward behaviour, give the 
most influence for decision. Trust to control of power factor give a positive and significant influence, 
and it happened to trust toward perceived risk. But subjective norm toward intention bring a negative 
influence. In addition to, the demography factor is including a significant factor in forming respondent 
decision for using natural gas. The respondent in higher economic status, have more independent 
opinion (attitude toward behaviour, the consequence evaluation, control beliefs, power of control 
behaviour) to determine using or not using natural gas. The suggestion which come from government 
and most of user is turn out them to influence using the natural gas. Likewise to the respondent in 
middle and low economic status but they still also have been thinking about the perceived risk that 
might be come when using the gas. 

 
Key Words: city gas, intention, Theory of Reasoned Action, Theory of Planned behaviour 
 
Introduction 
 Indonesian Law No. 22 year 2001 on Oil and Gas, said that the implementation of oil and gas 
should be able to ensure the efficiency and effectiveness of the availability of oil and gas, both as a 
source of energy and as industrial raw materials or as a source of state revenue. Further in Presidential 
Regulation No.5 Year 2006 on National Energy Policy is to be taken step-by-step use of alternative 
energy as a substitute fuel in order to reduce fuel subsidies, and including the use of natural gas. 
 Based on data sourced from the Directorate General of Oil and Gas, Ministry of Energy and 
Mineral Resources, in 2011, natural gas production averaged 8.43 BSCFD (Billion Standard Cubic 
Feet per Day or billion standard cubic feet per day). Of the total production, which is used in the 
country at 41.2% or BSCFD of 3.47, while those exported by 53% or by 4.47 BSCFD. While the rest 
of 5.8% or 0.49 BSCFD is loses. Portions export of natural gas are still great, in addition due to the 
obligation to fulfil contractual commitments that have been signed in the past, also due to the export 
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price of gas is much higher than the price of gas to the domestic market, so the producers prefer to 
export natural gas of the selling in the country. 
 Increased use of natural gas in addition will reduce kerosene consumption, it will also reduce 
the consumption of LPG, so the LPG which was originally use to meet the needs of urban areas will 
be used as additional allocations to meet the needs in areas that do not have natural gas distribution 
network. The areas that have the potential sources of natural gas supply, such as Samarinda, 
Balikpapan, Tarakan, Bontang and shoves a region which has a gas production field, or who skipped 
transmission pipelines or areas that already have a natural gas distribution pipelines need to be 
prioritized town gas. 
 Energy needs from day to day continues to increase, but this condition is not offset by the 
availability of energy resources, especially petroleum energy sources (fuel), coal and natural gas. The 
main factors that determine the level of demand for fuel, is economic growth, population, fuel prices, 
and the pattern of energy use in the past. Therefore, to ensure the security of energy supply in the 
country and to support sustainable development, the Government set a National Energy Policy as a 
guide in the management of national energy. The policy stipulated in Presidential Regulation. 5 year, 
2006, on National Energy Policy. 
 On the other hand we are more gas reserves than oil reserves, but in fact the use of petroleum 
has been widely spread throughout the archipelago. While the use of gas, only spread to several cities 
and provinces only. Therefore, the city government communicate the formation of gas, which aims to 
improve the utilization of gas for our country.  
 Increased use of natural gas in the country, besides aiming at providing cheap energy and 
environment-friendly society, can also reduce the financial burden of the state in subsidizing energy, 
particularly oil. Providing for the needs of the natural gas with natural gas selling prices are lower 
than the fuel subsidy, it will encourage people to switch from using natural gas to fuel subsidies. Fuel 
Subsidy burden state finances have been so, especially in 2008, when crude oil prices break the 
USD140/barrel. At that time, the financial burden of the state to achieve energy subsidies IRD 223 
billion, consisting of a fuel subsidy by the IRD 139.1 trillion and electricity subsidies for IRD 83.9 
trillion. The realization of fuel subsidy (fuel) in 2011 based on sources from the Directorate General 
of Oil and Gas Ministry of Energy and Mineral Resources mentioned reach 165.2 trillion or IRD 
127.4 per cent above the target set in budget change 2011 of IRD 129.7 trillion.  
 Increased use of natural gas with larger portions and more widely in various areas in 
Indonesia is expected to provide added value (added value) and a greater increase in macro economic 
side. Through integrated planning and analysis is expected to be produced a draft strategic plan and in 
the development of gas distribution pipeline infrastructure and facilities to serve the household 
consumers and small customers in various regions in Indonesia. 
Research Objectives. 
 This study aimed to identify the presence of the influence of each of the latent exogenous 
variables, endogenous latent variable, by means of statistical tests on the parameters γ (Gamma) that 
can ultimately be one of the corner stone Gas City development strategy formulation in Indonesia. 
Intention model examined in this study refers to the model of Theory of Plan Behaviour proposed by 
Icek Ajzen (1991). 
Novelty. 
 Based on the facts uncovered, the novelty aspect of this research is the application concepts of 
Theory of Planned Behaviour in the program grow the town gas. This study also proves the 
confidence to provide an immediate effect in the control of behaviour to accept, but found a 
correlation between the variables of trust with subjective norms and attitudes on behaviour, as well as 
the correlation between the variables attitude toward behaviour with subjective norm. 
Reasonable Behaviour Theory and the Theory of Planned Behaviour 
 An important step in the history of the theory of attitude has developed through the Theory of 
reasoned Action and its successor, the Theory of Planned Behaviour (Armitage and Conner, 2001). 
These theories are based on the idea that the behaviour of jointly dependent on the intention and 
behavioural control (Ajzen, 1971; 1991). However, empirically, the operationalization of the theory of 
reasoned attitudes (Fishbein and Ajzen, 1975) states that the link between behavioural intention and 
attitude toward the behaviour. The intention is not only dependent on the attitude, but also on 
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subjective norms or perceived social pressure given by others, such as parents and good friends, to 
perform or not perform a behaviour. 
 The theory of planned behaviour (Ajzen, 1991) is a continuation of the theory of reasoned 
attitude through two variables controlling behaviour, i.e. the attitude toward behaviour and subjective 
norm. Fishbein and Ajzen joined forces to explore how to predict behaviours and outcomes. They 
assume that individuals are usually quite rational and systematic use of information made available to 
them. One considers the implications of their actions before they decide to engage or not engage in a 
particular behaviour (Ajzen and Fishbein, 1980, p 5). The theory of reasoned attitude is a theory that 
can predict and understand the behaviour and outcomes through attitude toward behaviour and 
subjective norm, this framework is known as the Theory of Reason Action. 
 According Sumarwan (2011) theory of reasoned attitude is the development of theories that 
emphasize the attitude towards an attitude object, the theory linking between the beliefs and attitudes 
of consumers with the intention behaviour (Sumarwan, 2011). The theory of reasoned attitudes began 
to become part of the social sciences, Ajzen and other researchers realized that this theory is not 
adequate and it has some limitations (Godin and Kok, 1996). 
 The main difference between the theory and the theory of reasoned behaviour attitude is the 
addition of a third determinant of behavioural intention, perceived behavioural control or perceived 
behavioural control. 
 Perceived behavioural control, are additional variables that exist in the theory of planned 
behaviour. It is assumed to have a direct impact on intention and behaviour (Ajzen, 1991). 
Behavioural control refers to the availability of the necessary opportunities and resources such as 
time, money, and the cooperation of others, have a direct impact on behaviour. Since this process is 
often difficult to measure, perceived behavioural control is usually used as an approach to controlling 
the actual behaviour (Eagly and Chaiken, 1993). It is often assumed that the two are correlated 
(Garling et al, 1998). 
 Perceived behavioural control is determined by two factors that control beliefs or control 
beliefs and perceived power or perceived power. Perceived behavioural control suggests that 
motivation is influenced by how difficult behaviours that are considered, as well as perceptions of 
how individuals can succeed, or cannot do activities. If someone holds strong control beliefs about the 
factors that would facilitate the behaviour, then the individual will have a major impact on perceived 
control behaviour. Instead, the person will have a low perception of control if he holds strong control 
beliefs that inhibit behaviour. This perception may reflect past experience, anticipating the upcoming 
situation, and attitudes influence the norms that surround the individual (Mackenzie and Jurs, 1993). 
Trust as an element in Consumer Behaviour. 
 According Simamora (2003) belief is a descriptive thought that a person has about something, 
trust can be knowledge, opinions or simply believes and this belief will form the image of the product 
and brand 
 Some journals that discussed the theory of planned behaviour as developed by Mazzocchi et 
al (2004) put his beliefs as an additional predictor of consumer behaviour. Darby and Karni (1973) 
explains that even though the trust is a certainty, but it is similar to the knowledge and attention needs 
to be placed on the individual's perceived risk in combination with certain patterns of behaviour. 
Integration of perceived risk and trust within the framework of the theory of planned behaviour were 
also considered affected individual characteristics of different generating new development model 
called SPARTA II. SPARTA is an acronym for baseline variables suspected to establish consumer 
behavioural intentions, namely wiki norm or subjective norm, perceived behavioural control or 
perceived behavioural control, attitude toward behavioural or attitude toward the behaviour, perceived 
risk or perceived risk, and alia or variable sub demographics (Mazzocchi et al, 2004). 
 Confidence hypothesized effect on the perceived risk in particular, which only directly affects 
consumer intentions. 
 In another study Pavlou and Chai (2002) explain that trust is hypothesized as a faith that does 
not directly affect attitudes and intentions through perceived behavioural control, although the journal 
Pavlou and Chai (2002) also investigated the involvement of culture in influencing intentions. 
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Assessment Research Accomplished 
 Many researchers have contributed his thought in the realm of theory of planned behaviour. 
Some of the researchers like McKnight, Choudhury, Kacmar (2002), Kim, Ferrin and Rao (2007) and 
Dierks (2007). 
 McKnight, Choudhury, Kacmar (2002) in his journal entitled The Impact of Initial Consumer 
Trust on Intentions to Transact With a Web Site: Faith Development Model explains that the research 
conducted to develop and test a model of consumer confidence in online business (e-commerce 
vendors). Building trust is the key to consumer sales of web-based, strong beliefs influence consumer 
intentions to transact with a seller over the web. Confidence allows consumers overcome perceptions 
of uncertainty and risk, and link three critical behaviours that follow; receive offers advice from the 
seller, the seller circuitry sharing personal information, and purchase run website seller. Confidence is 
defined as a multi-dimensional with two interrelated components called Belief in belief itself 
(perception of competence, kindness and integrity of the seller) and the belief in the intention-
willingness to depend (a decision that remains of the seller). Three factors are proposed to build 
consumer confidence: certainty structural (consumer perceptions of web security), owned by the 
seller's reputation and perception of the quality of the website. In this case the quality of the website 
and the reputation of being a major factor for fostering consumer confidence to overcome the negative 
perception of them. The study also suggested that perceived risk negatively impact online consumer 
intention to want to interact with web-based sellers. 
 Kim, Ferrin and Rao (2007) in his journal entitled A Trust-based consumer decision-making 
model in electronic commerce: The Role of Trust, Perceived Risk, And Their Antecedents explained 
that the purpose of the research to develop a theory that explains the basic process of decision-making 
by consumers when deciding to buy from a particular website, and test the proposed model using 
structural equation modelling the behaviour of buying through the Internet by using data collected 
through a web research, and consider the impact of these models. Results showed that consumer 
confidence and acceptable risk have a strong impact on the consumer to make a purchase decision. 
The tendency of consumers to trust the web reputation, concern for privacy and security, the quality 
of information from the Internet and corporate reputation has a strong effect on consumer confidence 
in the Internet. Interestingly, the guarantee of the three parties did not give a great effect on consumer 
confidence. 
 Dierks (2007) in his journal entitled does trust influence consumer behaviour Dierks explains 
that examines the role of trust as a determinant of consumer behaviour in Germany. The empirical 
analysis suggests that the impact of belief on consumer behaviour at this time may have been 
overlooked. Although there is the essential element of trust is incorporated with a deeper 
understanding of the behaviour of consumerism. The results showed that trust plays an important role 
when the product to the attention of the market. 
Research Location and Time.  
 Tarakan city is selected with an area 250.80 km ² including the town close to the source of gas 
that consists of 4 (four) District; West Tarakan, Middle Tarakan, East Tarakan and north Tarakan. 
Interviews were conducted on January 19 to March 31, 2012. While the data processing began in 
April 2012 to complete. 
Research design. 
 Research was conducted by using descriptive survey approach by distributing questionnaires 
to the public (respondents) aged 20 to over 55 years. Respondents were asked to fill out about 
preferences, personal factors, socio-economic, educational, and factors related to the use of natural 
gas as a fuel for household activities. 
Research Methods. 
 Study used the descriptive method approach through the distribution of questionnaires to 
survey respondents aged 20 and over 55 years as many as 416 respondents. The variables used are the 
people who use or do not use natural gas as the dependent variable. While the independent variables 
thought to affect consumer intentions are perceived, the level of interest and demographics (personal, 
socio-economic, educational). Data processing is performed using AMOS 18 of SPSS software 
through analysis approach SEM (Structural Equation Modelling). 
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Sampling Techniques. 
 Sampling technique used in this study was multistage random sampling. Sampling started 
from the district till the neighbourhood by using purposive sampling. Research took a sample of 416 
respondents aged 20 and over 55 years were randomized in Tarakan City. Prior to sampling, the study 
mapped the first sub-villages in two sub categories, namely village fed by natural gas pipelines, each 
taken 100 respondents / village temporarily represent this in the Karang Balik Village and Sebengkok 
Village. 
 While the village is not flowed gas pipelines represented by region West Tarakan and Central 
Tarakan and took 50 respondents each districts randomly. In addition, the use of secondary data 
obtained by the method of documentation or direct quotes from various sources through library 
research (library research). Studying and examining in the form of books, journals, or papers with a 
view to obtaining the theories and concepts related to the problem studied do the research literature. 

 

 
Figure 1. Sampling Technic 

 
Descriptive analysis. 
 In data processing, a descriptive analysis is intended to transform the raw data set into more 
concise information that is easy to understand. Thus, the purpose of the analysis is descriptive is to 
simplify the data into a form that is more easily read and interpreted. Descriptive analysis consists of 
two stages. The first stage is to tabulate data on the respondents, and the second stage is to interpret 
the data from the tabulation. The descriptive analysis in this study is used to simplify the demographic 
data, perceptions and consumer behaviour. 
Research variables. 
 Consumer Intentions consists of the intention to use and not use natural gas. Measurement 
intention or interest of consumers is done using a scale of measurement interval. Variable to 
determine the consumer intention consists of: consumer intention to use / not using natural gas 
(behaviour intentions, Attitude Toward Behaviour: According to Gagne and Briggs (1974) in Aiken, 
SC (2002), attitude is an internal state (internal state) that affect individual's choice of action to the 
object, person or event, wiki norm: factors outside the individual that contains a person's perception of 
whether others will approve or disapprove of a behaviour that is displayed (Baron and Byrne, 2000) or 
a person's perception of the social pressure to display or not display the behaviour (Ajzen, 2005), 
perceived control behaviour: perceptions about the ease or difficulty to display the behaviour of use / 
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continue to use natural gas. Demographics: Demographics aimed to describe the grouping of 
respondents into categories based on age, education level, monthly income, monthly expenses. 
Method of Data Analysis 
 The method used in this study using SEM analysis approach (Structural Equation Modelling / 
Structural Equation Models. Reasons for using SEM analysis techniques in this research involve the 
measurement and analysis of the latent variables. Latent variables are variables that are not measured 
directly but measured through indicators where these indicators are measured directly / asked directly 
to the respondent as an object of research. In terms of SEM, the indicators that directly measured from 
observations of objects are often referred to as manifest variables or observed variables. Equation 
model of Structural Equation Modelling (SEM) allows examining a set of relationships between one 
or more independent variables and the dependent variable is either continuous or discrete. Basically 
SEM is a combination of factor analysis and path analysis. Structural model so that a formula based 
on the model and hypotheses are as follows: 
 η1 = γ1.1 . ξ1 + γ2.1 . ξ2 + β2.1 . η2 + β3.1 . η3 
 η2 = γ 3.2 . ξ 3 
 η3 = γ 3.3 . ξ 3 
 While the similarities between the indicator variables and the latent variables are as follows: 
 ξ1 = λ1.1 X1 + λ2.1 X2 
 ξ2 = λ3.2 X3 + λ4.2 X4 
 η2 = λ5.2 X5 + λ6.2 X6 
 η1 = λ7.1 X7 
Where: 
 ξ1 = Attitude toward the behavior 
 ξ2 = Subjective norm 
 ξ3 = Confidence 
 η1 = Intention 
 η2 = perceived behavioural control 
 η3 = perceived risk 
 X1 = Confidence behaviour 
 X2 = Evaluation of consequences 
 X3 = normative belief 
 X4 = motivation to comply with 
 X5 = power factor control 
 X6 = Confidence control 
 X7 = Demographics 
Structural Model 
 In this study is a latent variable is the variable Attitude Toward Behaviour, Subjective Norm, 
Perceived Behavioural Control, Trust, Perceived Risk and Intention to Use Natural Gas (Intention). 
Latent variable is measured through indicators that can be directly measured through scores on each 
object of research. In the structural equation model (SEM) are two important parts, namely: 
Measurement Model and Structural Model. Hair et.al in the Imam Ghozali (2004) propose structural 
equation modelling stage and into seven steps: Development of model-based theory, the path diagram, 
line diagram conversion into structural equation, selection of input matrices and estimation techniques 
on the proposed model, Assessing the structural model identification, estimation model evaluation 
criteria Goodness-of-fit, interpretation and modification / re specification model. Basically, the seven 
steps are systematic steps to test the fit between the hypothesized model is based on the theoretical 
framework of the model estimates are calculated based on data from the measurement of the object of 
research. The degree of fit between the hypothesized models with a model based on sample data 
obtained indicated the suitability index model (GFI / Goodness of Fit Index). 
 While the reliability of the measurement of latent variables can be calculated from the 
estimated value of the standardized loading factor Construct Reliability view using the following 
formula 
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Where, 
  λ = Loading factor  
  δ = measurement error = 1- λ2  

 Limitation reliability coefficient used is the standard coefficient of reliability of Guilford and 
Fruchter (1972) where values: reliability coefficient> 0.9 otherwise very reliable, 0.7 - 0.9 otherwise 
reliable, 0.4 - 0.7 otherwise quite reliable, 0.2 - 0.4 otherwise less reliable, the reliability coefficient 
<0.2 otherwise unreliable. 

 Based Output AMOS 18 program, the results of testing the research model can be described 
in the following chart: 

 
Figure 2. Structural Equation Modelling 

 
 Based on the structural model diagram above looks all parameters have estimated p-value 
below 0.05, thus all the parameters are expressed significant. But the value of GFI above structural 
models is relatively low (0.734); in the sense that it is possible to do re specification the model in 
order to obtain a better structural models fit the data. 
 Based on the modification index values AMOS output results showed no significant 
correlation relationship between the exogenous latent variables, namely: a correlational relationship 
between the latent variables Subjective Norms with confidence, correlational relationships between 
latent variables Attitudes Toward Behaviour with confidence, Correlational relationship between 
latent variables Attitudes Towards Conduct by Subjective Norms. Modification / re-specification of 
the hypothetical model can be described as follows: 

 
Figure 3. Modification Model 

 
 The model that has been in the re-specification of the above has a value greater than 0.802 
GFI GFI value of the previous model. It shows the results of the model fit to the data re specification 
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more research. Furthermore, these models serve as the best model to make the interpretation of the 
relationship between variables. 
 Parameter γ (Gamma) represents the amount of influence of each of the latent endogenous 
latent exogenous, If the value of the parameter γ (Gamma) equals 0 (zero) means there is no effect of 
these factors on preference and if the parameter γ (Gamma) is not equal to 0 (zero) means there is the 
influence of these factors on preferences To test the hypothesis statistically tested against the values of 
each parameter γ (Gamma). The results of hypothesis testing on the value of the gamma parameter 
indicate p-value less than 0.05 chance of making mistakes. 
Interpersonal Latent Variables 
 Based on the model already looks di re-specification correlational relationship between 
exogenous latent variables. The results of the statistical test for correlations between parameters of 
latent exogenous variables conclude that: There is a positive relationship between latent variables 
Subjective Norms with Confidence, There is a positive relationship between latent variables Attitudes 
Toward Behaviour with Confidence, There is a positive relationship between latent variables 
Attitudes Toward Behaviour Subjective Norms. Based on the output values obtained AMOS influence 
of each variable on the variable Using Natural Gas Interests that are shown in the following table: 

Table 1. The Direct and Indirect Variable Intention Of Using Natural Gas. 

 
  Based on the table above, we see that the variable Attitude Toward Behaviour has the greatest 
influence on Intentions Using Natural Gas that is equal to 0.634. While the influence of Perceived 
Risk variable is equal to 0.185, this variable has the smallest influence than other variables. Variable 
belief though not directly affect Intention Using Natural Gas, but remains an important variable that 
affects the variables Intentions Using Natural Gas as it can influence indirectly through a variable 
power control and Risk Factors in feel, while demographic factors in this case the level of socio-
economic effect on the intention of using natural gas 0.285. 
Attitudes of Respondents by Demographics (The Economic Status) 
  Demographics are a factor that has a significant role in shaping one's intention in using 
natural gas. Demographics are reviewed in this study is the economic status of the respondent-level 
factors. Based on the role of demographic factors (level of economic status) on the factors that 
influence the intention shown in the following table. 

Table 2. Role of Demographic Factors Against Latent Factors 
    A, B C1, C2, D, E 
Attitudes toward behavioural Behavioural belief 79.0% 79.5% 

 
Evaluation of consequences 91.7% 89.0% 

Subjective norm Normative beliefs 71.8% 61.6% 
  Motivation comply 44.8% 66.6% 
Controlling behaviour Confidence control 94.4% 85.9% 
  The power factor control 94.4% 85.1% 
Confidence Confidence 83.3% 65.5% 
Perceived Risks Perceived Risks 76.2% 63.5% 

  
The table above shows the responses of the respondents in answering agree or strongly agree 

to each of the latent factors based on the level of economic status of respondents. The level of 
economic status in this study was divided into 6 categories such as A, B, C1, C2, D, and E each have 
a different status levels i.e. from high to low in order. Factor A has a higher level than B, B is higher 
level than the C1 and so on up to the level of E. How to measure each level of the economic status 
was calculated by considering three measures, namely the classification based on the observation of 

Variable Effect of Intention Total Effect 
 Direct Indirect  
Attitudes toward behavioural 0.6340 0.0000 0.6340 
Subjective norm -0.4320 0.0000 -0.4320 
Confidence 0.0000 0.0032 0.3320 
Socioeconomic level 0.2850 0.0000 0.2850 
The power factor 0.2020 0.0000 0.2020 
Perceived Risks 0.1850 0.0000 0.1850 
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the surveyor, the number of facilities or property owned and expenditures each month. In this analysis 
created two groups of respondents, the respondents who have a high level of economic status (level A 
and B) and respondents with high medium and low economic status (level C1, C2, D and E). 
 In the table it can be seen that respondents in the high-level economic status tend to have a 
degree of independence or autonomy in determining the opinions or decisions that are high by 
respondents at the middle and lower economic status. The level of agreement among respondent on 
the high level of economic motivation variable comply substantially lower (44.8%) compared with the 
group of respondent medium and low economic level (66.6%). On the other hand, the level of 
agreement of respondents on the high level of economic factors attitude toward the behaviour 
(behavioural beliefs (79%) and evaluation of the consequences (91.7%) and behavioural control 
(control beliefs (94.4%) and power factor control (94.4%) appear higher than the group of 
respondents in the middle and lower economic level. It is clear that the respondents in the higher 
economic status into account the personal opinions of attitude and personality they have and come 
from the perception of being digested through a process to determine the respondents have confidence 
in the decision, in this case whether to use natural gas or not. 
 As has been reviewed that respondents in the high economic level are less likely to have the 
motivation to follow the views of others in determining the decision to use natural gas. This is 
supported from the facts on the ground about the agreement of respondents was quite low in receiving 
influence from parents / husband / wife (49.2%), advice from friends (49.2%) and advice from TV, 
radio and magazines (47.6%). Yet another interesting fact is seen when a high economic level 
respondents prefer to hear an appeal from the government (84.5%) and the advice of most people 
(61.9%). This suggests that this group of respondents will use the cognitive role in making decisions, 
i.e., following the government's appeal as a driver program or policy makers and decided to digest the 
information that is circulating in the community. 

Table 3. Role Of Motivation Factors Demographics Comply 
  A, B C1, C2, D, E 
Prompts most people 61.9% 65.4% 
Influence of parents / husband / wife 49.2% 64.2% 
Advice from friends 49.2% 65.9% 
Appeal of the Government 84.5% 74.6% 
Prompts from TV, radio and magazines 47.6% 64.1% 

 
Conclusion 

 Based on the results of statistical tests on the parameters γ (Gamma) can be concluded that 
there is a positive and significant effect of Attitudes Toward Behavioural latent variables, latent 
variable Power Factor Control and Perceived Risk of latent variables to latent variable intention to use 
natural gas. But the attitude toward the behaviour latent variables showed the greatest influence in 
decision-making respondents in the use of natural gas. In addition there is a positive and significant 
effect of the latent variables to the latent variables Confidence Power Factor Control, and a positive 
and significant effect of the latent variables Belief latent variable Perceived Risk. But found a 
negative and significant effect of the latent variables to the latent variables subjective norm intention 
using natural gas. 

 Demographic factors such as economic status, age, gender, and level of education is also a 
significant factor in influencing the decision to use the respondent or not using natural gas. 
Respondents to the economic status of the general attitude to own independence to make decisions in 
the use of natural gas, while respondents in the middle and lower economic status is still worrying the 
risk that may occur when using natural gas. The appeal of the government is still giving a big 
contribution in the decision influencing respondents. Generally a young age respondents is a negative 
response to the program, while concerns still perceived by respondents with full-time jobs. Male 
respondents also had the same concerns as compared to female respondents. Level of education also 
affects the attitudes of respondents, mainly related to the low or the high gas prices and concerns 
about emerging risks.  
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Abstract: 
Polyglandular autoimmune syndrome (PAS) is made up of a group of autoimmune disorders of the 
endocrine glands. Polyglandular autoimmune syndrome type III (PAS III) comprises autoimmune 
thyroiditis, immune-mediated diabetes mellitus, celiac disease, hypogonadism, myasthenia gravis, 
sarcoidosis, Sjogren syndrome, rheumatoid arthritis, gastric neoplasia, and malabsorption.  The 
purpose of this study is to determine the prevalence of PAS type III in a group of adults with thyroid 
diseases and diabetes mellitus (DM). The studied group was of 350 cases with an age between 17-79 
years. 
The group of adults was subdivided according to the type of changes in the glycemic balance in 2 
subgroups: DM type 1 represented by 60 cases (17.14%) and DM type 2 represented by 290 cases 
(82.86%).  
The methods of investigation were represented by clinical, imaging, biochemical, hormonal and 
immunological parameters. 

 
Key Words: Diabetes Mellitus, Autoimmune Thyroid Disease, Polyglandular Autoimmune 
Syndromes, Adults 

 
Introduction 

Polyglandular autoimmune syndrome (PAS) is made up of a group of autoimmune disorders 
of the endocrine glands [10]. There are 3 autoimmune polyglandular syndromes: 

Polyglandular autoimmune syndrome type I (PAS I) is an autosomal recessive disorder 
caused by a mutation in the short arm of chromosome 21, characterized by the triad: muco-cutaneous 
candidiasis, hypoparathyroidism and Addison’s disease.  

The symptoms and signs appear in childhood; candidiasis is usually the first sign, followed 
usually by hypoparathyroidism and Addison disease [1, 12]. DM type 1 occurs in less than 4% of 
affected children, but increases to 12% by adults. 

Polyglandular autoimmune syndrome type II (PAS II) [3, 13] is the most common 
endocrinopathy. Occurs in adult life and affects mostly women. The same patient has two or more of 
the following conditions: Addison’s disease, Graves’s disease, autoimmune thyroiditis, DM type 1, 
primary hypogonadism, myasthenia gravis and celiac disease. Most disorders are associated with the 
following HLA: A1, B8, DR3 (DQA1 * 0501, DQB1 * 0201) and DR4 (DQA1 * 0301, DQB1 * 
0302). The autoimmune syndrome disorders present usually a long prodromal phase and the 
antibodies are present prior to the development of the disorder. 

Polyglandular autoimmune syndrome type III (PAS III) [2] is a PAS II syndrome, but 
without the adrenocortical involvement. It comprises a group of autoimmune disorders characterized 
by severe glandular insuffiency. A quarter of the patients with hypo functional glands present other 
endocrine diseases as well. This syndrome is associated with diseases as:  organ-specific autoimmune 
diseases (celiac disease, hypogonadism, and myasthenia gravis), organ-nonspecific or systemic 
autoimmune diseases (sarcoidosis, Sjogren syndrome, and rheumatoid arthritis), other diseases 
(gastric carcinoid tumor, malabsorption due to exocrine pancreatic deficiency), and may be classified 
into the following 3 subcategories: 

• PAS III A – Autoimmune thyroiditis with immune-mediated diabetes mellitus  
• PAS III B - Autoimmune thyroiditis with pernicious anemia 
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• PAS III C - Autoimmune thyroiditis with vitiligo and/or alopecia and/or other organ-
specific autoimmune disease 

Autoimmunity, environmental factors, and genetic factors are the 3 major factors that should 
be considered in the physiopathology of PAS III.  

Autoimmune disease affecting a single endocrine gland is frequently followed by impairment 
of other glands, resulting in multiple endocrine failures. The identification of circulating organ-
specific auto antibodies provided the earliest and strongest evidence for the autoimmune pathogenesis 
of polyglandular failure syndromes [2]. 

Some studies show that environmental precipitators of autoimmunity might play a role in 
polyglandular autoimmunity. Viral infection may exaggerate the ongoing immune response and 
precipitate glandular failure (ex. the role of congenital rubella infection in ethiopathogenesis of type 1 
diabetes mellitus and hypothyroidism) [10].  

PAS III, as well as PAS II, is associated with HLA class II genes with apparently distinctive 
HLA alleles for each. The underlying non-HLA genes of PAS III remain to be further defined 
genetically. PAS III is often observed in individuals in the same family, suggesting that its inheritance 
could be an autosomal dominant trait with incomplete penetrance. [6, 9, 15]. 

Multigenetic involvement in the development of the individual components of PAS III has 
been proved. For example, DM type 1 is linked to several loci in non-HLA genomic regions. 
Furthermore, autoimmune thyroiditis also is polygenic [4].  

Family and population studies showed that the PAS III A has a strong genetic background.  
Several gene variations present in both autoimmune thyroiditis and DM type 1 have been identified by 
whole genome and candidate gene approaches [4]. 

About PAS III epidemiology, the exact international prevalence is unknown. The morbidity 
and mortality of PAS III is determined by the individual components of the syndrome. PAS III 
typically is observed in middle-aged women but can occur in persons of any age; it is more common 
in females than in males and no racial or ethnic difference in its frequency has been reported [2].  

Characteristic for PAS III is the absence of adrenal insufficiency. Once adrenocortical 
insufficiency develops, such patients are reclassified as having PAS II. The involvent of multiple 
glands may be apparent at the time of initial presentation, but, more commonly, individual glandular 
failure develops sequentially. No specific sequence exists by which the individual glandular failures 
develop. The clinical symptoms of PAS III are a constellation of manifestations of endocrine gland 
failures that comprise the syndrome [10].  
Material And Method 
Method 
Investigated Population 

350 people with DM (307 F and 43 M), aged between 18 and 79 years represented the studied 
group. 

Depending on glycemic balance, the group was divided into:  
-   the group with DM type 1 – 60 (17, 14%) (55 F and 5 M) 
- the group with DM type 2 – 290 (82, 86%) (252 F and 38 M) 

Fig. 1. Cases classification depending on glycemic balance  
Methods Of Investigation 

The methods of investigation were represented by clinical data - case history, current status, 
imagistic- thyroid ultrasound, biochemical - for glycemic balance: fasting blood glucose, glycosylated 
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hemoglobin, investigation of the thyroid gland: TSH, FT4, FT3, thyroid antibodies, investigation of the 
adrenal gland: ACTH, 21-hydroxylase antibodies, gonadotropins: FSH, LH and appropriate sex 
hormones (testosterone, estradiol), investigation of celiac disease: antitissue transglutaminase 
antibodies, investigation of pernicious anemia: complete blood count with mean cell volume and 
vitamin B12 levels, parietal cell and anti-intrinsic factor antibodies.  

Determination of plasma glucose was performed by enzyme technique with glucosooxidasis. 
Normal values were taken between 70 - 110 mg%; diabetes mellitus - values equal or over 126 mg%, 
impaired glucose tolerance - values between 110 - 125 mg% and the OGTT at 2 h between 140 - 200 
mg% and impaired fasting glucose - values between 110 - 125 mg% and OGTT at 2 h under 140 
mg%.  

Determination of HbA1c was achieved through the DiaStat for measuring HbA1c reported to 
the total HbA.  

To determine the TSH level in plasma, the free fraction of triiodotironin (FT3), and the plasma 
free fraction of thyroxin (FT4) were performed a quantitative method ARCHITECT; witch is an 
immunological method, Chemilumnescent Microparticle Immunoassay (CMIA). Normal values were 
following: TSH = 0.465-4.68 Miu/ml, FT3 = 3.69 -10.4 pmol/l, FT4 = 10-28.2 pmol/l.  

To obtain the level of cortisol was performed the technique IMMULITE / IMMULITE 1000, 
an imunometric method, in solid phase, competitive, of chemiluminescent, Immuno Chemilumino 
Enzymometric assay (ICEM). It was considered normal: a.m. 5-25 microgram/dl.  

FSH level was measured quantitatively by the ARCHITECT method; a Chemilumnescent 
Microparticle Immunoassay. Reference values: determined with ARCHITECT test. 

Table I. The reference values for FSH 
Population field mIU/ml 

Women: 
- Follicular phase 
- Ovulating phase 

- Luteal phase 
- Postmenopausal 

3.35 – 21.63 
4.97 – 20.82 
1.11 – 13.99 
2.58 – 150.53 

Men 1.37 – 13.58 
 

Testosterone was determinate by ELISA method. The references values are depending by age 
and gender: 
 

Adults: 
- men: 0.019-0.145 nmol/L; 
- women in fertile period: <0.014 nmol/L; 
- pills: 0.001-0.0069 nmol/L; 
- postmenopausal: 0.0003-0.0058 nmol/L. 

 
Estradiol was determinate by immunochemical with electrochemiluminiscent detection 

method (ECLIA). The references values are depending by age and gender, and at women also with the 
menstrual cycle period and pregnancy.  

Table II. The reference values for estradiol 

Age and gender References values 
(pmol/L) 

Adults – Women •  Follicular phase 
• Ovulating phase 

• Luteal phase 
• postmenopausal 

– Men 

46.0-607 
315-1828 
161-774 

<18.4-201 
28.0-156 

Pregnancy (first quarter) 789 – 15781 
Children (1-10 years) • girls 

• boys 
22.0-99.1 

<18.4-99.1 
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The immunological parameters were represented by autoimmune thyroid markers - antibodies 
(antiTPO and antiTg antibodies).  

To determine serum levels of antiTPO antibodies it was used the kit AxSYM antiTPO, an 
immunological method (Microparticle Enzyme Immunoassay) (MEIA). Normal values:  antiTPO 
antibodies <35 IU/ml.  

To determine serum levels of antiTg antibodies it was used the kit AxSYM antiTg, a MEIA 
method as well (Microparticle Enzyme Immunoassay). Normal values: antiTg antibodies <55 IU/ml.  

To determine 21-hydroxylase (anti 21-OH antibodies) antibodies level it was used the 
radioimunodetermination method combined with a technique of imunoprecipitation, based on human 
21-OH marked with I 125 reacting with the antibodies anti 21-OH from the samples test and forming 
immune complexes that precipitated with the solid-phase of protein A. Normal range: <1 IU/ml  

ACTH was determinate by immunoassay with chemiluminescent detection method.  
Antitissue transglutaminase antibodies were determinate by ELISA method.  
References values: IgA, IgG : <10 U/mL: negative;  ≥10 U/mL: positive. 
Vitamin B12 levels were determinate by immunochemical with electrochemiluminiscent 

detection method (ECLIA). References values: 191-663 pmol/L (for european population). 
Parietal cell antibodies were determinate by indirect immunofluorescence. References values: 

negative. 
Anti-intrinsic factor antibodies were determinate by ELISA method.  
References values: < 6 U/mL: negative. 
Determination of complete blood count was achieved with automatic method: electric 

impedance method. Normal values:  erythrocytes = 4-5.5 mil/mm3 (men: 4.9 ± 0.7 mil/mm3, women: 
4.3 ± 0.6 mil/mm3), leucocytes = 5000 – 9000 mil/mm3, plateled = 150000 – 350 000/mm3, 
hematocrit (Ht): men 45 ± 7%, women 42 ± 5%, hemoglobin (Hb): men: 15 ± 2 g/dl, women: 14 ± 2 
g/dl.  

Constants and red cell indices are calculated automatically, depending on the values of Hb, Ht 
and red blood cells (RBC) count. Normal values: mean corpuscular volume (MCV) = 80-100 fl, mean 
corpuscular hemoglobin concentration (MCHC) = 32-36 g Hb/100 ml erythrocytes, mean corpuscular 
hemoglobin (MCH) = 27-32 pg.  

Thyroid ultrasound was performed in all cases and allowed us to measure thyroid volume, 
thyroid study and the changes in parenchyma’s density. 

An increased density, uniform, characterizes normal thyroid parenchyma easily distinguished 
from the neck muscles that are hypo dens.  

Inflammatory processes and autoimmune pathology appears hypo dens.  The scale was 
assessed as being discreet +, moderate ++ and marked +++.  

In the autoimmune thyroid disease the parenchyma of the gland appears hypo dens.  
Chronic autoimmune thyroid disorder appears with a hypoecogenity of the parenchyma and 

normal or increased thyroid volume.  
Results And Discussion 

In the group of adults 17.14% had DM type 1 and 82.86% had DM type 2.  
In the group with DM type 1 the main endocrine immune combinations were represented by 

DM type 1 with autoimmune chronic thyroiditis (ACT). Other endocrine immune associations were 
represented by autoimmune ovarian insufficiency and the nonendocrine disorders as vitiligo, alopecia, 
Biermer anemia (Tab. III).  
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Table III. Prevalence of endocrine autoimmune disorders in the studied group 
Associations Subject group 

No. % 
DM type 1 60  

DM type 1 + ACT 31 51.66% 
DM type 1 + ACT + decalvant pelad 2 3.33% 

DM type 1 + ACT + vitiligo 3 5% 
DM type 1 + ACT + autoimmune ovarian failure 6 10% 

DM type 1 + ACT + vitiligo + Biermer anemia 1 1.66% 
DM type 2 290  

DM type 2 + ACT + vitiligo 6 2.06% 
 

In the group of adults with DM type 1 the first imunopathy was DM type 1, present in 24 of 
the cases and was associated with ACT in all 24 cases. In 2 cases, thyroid disorder and DM type 1 
were detected at the same time.  In 17 cases thyroid disorder preceded the DM type 1 (Tab. IV). 

Tracking the association with autoimmune ovarian insufficiency led to determine the levels of 
FSH, which was increased > 25 IU/l in 6 cases. Primary ovarian insufficiency (early menopause) 
usually occurs before the age of 40 years (in the absence of iatrogenic causes) and its clinical signs are 
secondary amenorrhea and hypergonadotropism with hypoestrogenemia.  

Autoimmune ovarian insufficiency (AOI) is usually associated with other autoimmune 
pathology such as diabetes mellitus type 1, Addison’s disease, ACT, vitiligo, etc.; its diagnosis is 
difficult and it is usually based on the exclusion of other possible causes of primary ovarian 
insufficiency and the notice of autoimmune etiology [2].  

Also estrogen therapy in autoimmune ovarian insufficiency may increase the risk of 
cardiovascular disease [11].  

Endocrine immunopathys may be linked to a variable incidence of systemic organ-specific 
nonendocrine disorders. 

In 4 cases it was associated vitiligo, which occurred before the onset of endocrine 
immunopathys. Pelade decalvant appeared in 2 cases and also preceded the onset of autoimmune 
endocrinopathys. One case in the group of adults with autoimmune endocrine diseases had associated 
more than one nonendocrine autoimmune disorder respectively Biermer anemia and vitiligo. 

 
Table IV. Range (years) between the onsets of imunopathys in adults with type 1 diabetes  

Period of time No. of cases Media ± SD (age) 
Onset DM – Onset ACT 24 22.29 ± 12.42 
Onset ACT - Onset DM 17 2.47 ± 1.94 

 
In adults, the average time between the onset of type 1 DM and ACT was 22.29 ± 12.42 

years.  
In 17 cases the first immunopathy was ACT, followed at a distance of 2.47 ± 1.94 years by 

DM type 1.  
All the patients with DM type 1 and ACT were women, with the median age 43 ± 18.95 years 

and the average age of onset 30.46 ± 22.94 years. It was no thyroid familial history disease found.  
In the study group, all patients had DM type 1 clinically manifest, all being treated with 

insulin in different therapeutic schemes 
 
Prevalence of ACT in DM type 2 was 26.55% (77 patients, 69 F and 8 M). In adults with DM 

type 2 PAS type III was found in 6 (2.06%) cases, of which all have ACT + vitiligo. The first disease 
was vitiligo follow by ACT after 2-5 years. All cases were females. The median age was 55 ± 14.14 
years and the average age of onset was 53.5 ± 12.02 years. DM type 2 appears after ACT, at 5-10 
years, possible because of replacement therapy for thyroid disease. It was no thyroid familial history 
disease found. At all patients with DM type 2 the treatment was diet. 

Also in these cases it is useful to determinate the antibodies for diabetes because these 
patients may be latent autoimmune diabetes in adults (LADA) types and in time requires insulin.  
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The prevalence of PAS III is unknown. It is more often met in women than by men; usually 
by middle-aged women but it can occur in people of any age. Death is determined by the individual 
components of the syndrome [2].   

So, in our study, the prevalence of PAS type III was 14% (100% F and 0% M, p<0.001, X2 
=52.69).  

PAS type III prevalence in DM type 1 was 71.66% (100% F and 0% M, p<0.001, X2 = 67.01) 
and 2.06% in DM type 2 (100% F and 0 % M, p = 0.01, X2 = 6.06).  

In the case of DM type 1 we have PAS type III A, and in the case of DM type 2 only PAS 
type III C.  

Significant differences regarding PAS prevalence were found between the group with DM 
type 1 and 2 (71.66% vs. 2.06%, p <0.001, X2 =200.01).  

Fig. 2. PAS prevalence in study group 
 
In general, in the first stage of PAS antibodies levels are elevated. In the second stage the 

disease is sub clinical and in the third stage becomes clinically manifested.  
By ACT, 24 cases were with euthyroidism and 96 cases with hypothyroidism (76 clinical 

cases and 20 cases sub clinical). 24 cases did not require treatment; the remaining had substitution 
treatment with thyroid hormones. AntiTPO antibodies were present by 27 of cases of ACT and DM 
type 1, the remaining cases presenting insignificant values.  

Ideal is to determine the presence of antibodies, especially in DM type 1, because they may 
be present by subjects without clinical symptoms. If their levels are raised, it is good to monitor 
annual the TSH level and if it is normal it is recommended to doze antithyroid antibodies by intervals 
of 2-3 years [5, 14].  

Also, if the disease is autoimmune, the patient should be investigated for other autoimmune 
associations of endocrine or nonendocrine nature.  

A study in Czech Republic on 51 patients with DM type 1 showed that it is associated with 
autoimmune thyroid diseases, with Addison’s disease and celiac disease. 

The authors recommend finding the specific antibodies for each disease, to diagnose the 
disease in the initial phase, and to prevent the complications that will affect the quality of the patients’ 
life [7].  

If DM type 2 is present it is recommended to evaluate TSH levels, and if it is normal, to 
repeat this evaluation every 5 years.  

If pre-existing thyroid pathology is present it is recommended to evaluate plasma glucose 
levels annually.  

 
Conclusion 

The prevalence of PAS type III in the study group was 14%; all the patients with this were 
middle-aged women.  

PAS type III has prevailed in the group with type 1 diabetes (71.66%) due to autoimmune 
origin, part of the polyglandular autoimmune syndrome (PAS) type III A.  

In the case of DM type 2 the prevalence of PAS III was only 2.06%, and the type was PAS III 
C. In these cases the patients with autoimmune disease may be type latent autoimmune diabetes in 
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adults (LADA). So, if we have a patient with two or more autoimmune disease, we must investigate 
this for another possible autoimmune disease.  

Many disorders involved in PAS present a long prodromal phase, characterized by the 
presence of characteristics antibodies for each disorder in part, before the clinical manifestations.  

The treatment of patients with PAS involves early identification of all components.  
The treatment of PAS is currently the treatment of each component of endocrine disorder 

(usually through hormone substitution therapy). 
Isohormonal therapy has "immunomodulatory” capacities (hormone produced by the target 

organs may be able to influence autoimmunity).  
Associations of specific autoimmune endocrinopathys require specific management. 

Controversial discussions are described in the literature on the effectiveness of thyroxin in patients 
with positive antibodies, but with euthyroidism or sub clinical hypothyroidism [8].  

Some show a significant reduction of the TSH and of the anti-TPO antibodies in patients with 
autoimmune thyroiditis and euthyroidism after 1 year of treatment with thyroxin [8].  

The PAS classification is not final. This may change over time, with the onset of new 
endocrine disorders or associations with new autoimmune determination.  
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Abstract:  
Immunisation of children is not a straightforward process for parents. 
The United Kingdom [UK] has a structured immunisation programme which continues to evolve and 
develop in meeting the demand to improve and control preventable infectious diseases. 
Following a measles outbreak in Quebec, Canada in 1989 it was suggested that a single Measles, 
Mumps and Rubella [MMR] vaccine did not provide enough seroprotection to ensure herd immunity 
levels of 95%.  Therefore the UK introduced a second dose of the vaccine in 1996. 
Factors influencing parental decision making in relation to uptake of the MMR vaccine are the 
prevention of disease, the consequences of contracting infectious diseases, perceived pain and the 
media. 
Practice Nurses are a credible source of information that parents actively seek to inform their decision 
making in relation to the immunisation of their children. 
Immunisation decision making is not a straightforward process for parents.  Many factors influence 
parental decision making on whether they immunise their child with the Measles, Mumps and Rubella 
[MMR] vaccine. The feasibility study described in this article provides insight into influencing factors 
associated with decisions regarding the immunisation of children by parents. The study findings 
suggest the practice nurse is a credible source of information parents actively seek to inform decision 
making. At a time when the incidence of measles and mumps is rising in the United Kingdom [UK] 
the provision of appropriate information by the Practice Nurse has the potential to increase uptake of 
the MMR vaccine.  

 
Key Words:  MMR Vaccine, Immunisation, Influencing Factors, Practice Nurses, Decision Making 
 
Introduction 

Immunisation is a proven tool for controlling and eliminating life-threatening infectious 
diseases.  It is estimated to avert between 2 and 3 million deaths worldwide annually (World Health 
Organisation [WHO], 2010a). After clean water, immunisation is the most effective public health 
intervention in the world for saving lives and promoting good health (Health Protection Agency 
[HPA], 2010a). The WHO credits immunisation as one of the most cost-effective health investments 
in the world today (WHO, 2010b).   

This article presents insight into influencing factors associated with decisions regarding the 
immunisation of children by parents.  It begins by providing an account of the background to the 
resurgence of measles and mumps in the UK and the role of health professionals involved in the 
administration of the MMR vaccine. This article describes the perspective of five parents whose 
children have been immunised with the MMR vaccine.  In particular, it explicates the rationale, aims, 
design, methodology, results and discussion associated with a feasibility study which provides the 
foundation for a larger study that will discern influencing factors in parental decision making 
associated with the MMR vaccine.  
 
Resurgence of Measles and Mumps 

The UK has a structured childhood immunisation programme, which continues to evolve and 
develop in meeting the demand to improve and control preventable infectious disease (Salisbury et al, 
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2006).  The overall aim of the childhood immunisation programme is to protect all children against 
the preventable diseases of: diphtheria, pertussis, tetanus, polio, haemophillus influenzae type b, 
meningococcal serogroup C, measles, mumps, rubella and pneumococcus (Salisbury et al, 2006).  
Many of these vaccines are combined vaccines. One of these combination vaccines is the MMR 
vaccine, which is recommended to be administered at 13 months and again at approximately 4 years 
of age (Salisbury et al, 2006).    The success of any immunisation programme, such as the childhood 
immunisation programme, is dependent on meeting 'herd immunity' levels to prevent local outbreaks 
and epidemics of the diseases it is targeting. Therefore, it is crucial that the uptake of vaccines such as 
the MMR vaccine meets the recommended herd immunity level of 95% of the targeted population in 
order to prevent disease outbreaks of measles, mumps and rubella (Salisbury et al, 2006). 

Measles has been a notifiable disease in England and Wales since 1940 (Salisbury et al, 2006; 
Asaria and MacMahon, 2006; Kassianos, 2001). A single monovalent measles vaccine was introduced 
into the childhood immunisation programme in the UK in 1968 (Salisbury et al, 2006).  However, due 
to low uptake of the vaccine an interruption of measles transmission over the next 20 years was not 
possible.  Subsequently there were between 50,000 and 100,000 notifications annually (Salisbury et 
al, 2006).  In an attempt to increase uptake of the measles vaccination, the trivalent MMR vaccine was 
introduced in October 1988 to replace the measles vaccine (Salisbury et al, 2006) and to reduce 
mortality rates (Jansen et al, 2003; Miller 1985).     Following a measles outbreak in Quebec, Canada 
in 1989, it was suggested that a single MMR vaccine did not provide enough seroprotection to ensure 
herd immunity levels of 95% (Salisbury et al, 2006; Kassianos, 2001).  Effectiveness of a two dose 
schedule has been demonstrated in Finland and the United States of America [USA] (Salisbury et al, 
2006).   Therefore, a second dose of the vaccine was added to the UK childhood immunisation 
programme schedule in October 1996 (Salisbury et al, 2006). Initially, the addition of a second MMR 
vaccine demonstrated a reduction in outbreaks of measles and rubella from 1996 - 1998 (HPA, 
2011a).  Despite the reduction in the incidences of measles and rubella,  notifications of mumps 
continued to rise during this timescale with 94 confirmed cases of mumps in 1996 to 121 cases in 
1998 (HPA, 2011b).    In 1998, Wakefield et al published a paper in The Lancet regarding side effects 
of the MMR vaccine. Reaction by the public to the article was much like the response of the public to 
the pertussis vaccine. There was considerable professional and public anxiety regarding the safety and 
efficacy of the pertussis vaccine. Subsequently, major epidemics of pertussis occurred in 1977 – 1979 
and again in 1981 – 1983 with over 68,000 notifications and 14 deaths (Salisbury et al, 2006; Baker, 
2003).   Similar to the reactions to the pertussis vaccine, the publicity generated by the Wakefield 
article led to scepticism amongst parents about the safety of the MMR vaccine and its alleged 
association between the vaccine, autism and Crohn's Disease (Yarwood et al, 2005).    Consequently, 
this concern manifested itself in a decrease in the uptake of MMR vaccinations in the UK from 95% 
in 1993 (Kaye et al, 2001) to 80% in 2003-2004 (NICE, 2010).  The decrease is despite a retraction by 
the majority of the researchers in an article published in The Lancet refuting an association of any of 
the syndromes described in the original study (Murch et al, 2004).  Not surprisingly, the decline in 
vaccination rates of MMR has led to a resurgence of measles and mumps in particular. In 1998, the 
confirmed cases of the diseases were: measles n = 42 (HPA, 2010b); mumps n = 67 (HPA, 2010c) and 
rubella n = 28 (HPA, 2010d).  The HPA's data for confirmed cases of these diseases in 2009 was: 
measles n = 876 (HPA, 2012a); mumps n = 5695 (HPA, 2012b) and rubella n = 9 (HPA, 2012c).   The 
increases in the infectious diseases of measles and mumps notably, is despite widespread campaigns 
to promote the vaccine (Lamden and Gemmell, 2008) and the evidence on the vaccine's safety and 
effectiveness (Taylor et al, 1999; Farrington et al, 2001; Dales et al, 2001; Kaye et al, 2001; Madsen 
et al, 2002; Taylor et al, 2002; Madsen and Vertergaard, 2004; Honda et al, 2005).     
 
Health Professionals Involvement in the Administration of the MMR Vaccine 

Several factors have been cited in the literature that influences immunisation decision making.  
These have been grouped as themes that have emerged from the literature (Table 1).  One of these 
factors is the relationship with health professionals. Research supports the influence of the General 
Practitioner and Health Visitor on parental immunisation decision making relating to the MMR 
vaccine (Harrington et al, 2000; Petrovic et al, 2001; Evans et al, 2001; Smailbegovic et al, 2003 and 
McMurray et al, 2004).  However, this literature is silent in relation to the Practice Nurse who is the 
principal health professional involved in the administration of the childhood immunisation 
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programme (Maconachie and Lewendon, 2004). 
  
Table 1 Immunisation Factors Influencing Parental Decision Making  

• Immunisation history (Austin et al, 2008) 
• Location and access to services (Harrington et al, 2000; Wilson, 2000; MacDonald et al, 

2004; Lamden and Gemmell, 2008) 
• Relationships with health professionals (Harrington et al, 2000; Evans et al, 2001; 

MacDonald et al, 2004;  McMurray et al, 2004; McGreevey, 2005; Mixer et al, 2007) 
• Perception of information sources (Kai, 1996;  Evans et al, 2001; Smailbegovic et al, 2003, 

Gellatly et al, 2005; McGreevy, 2005;  Casiday et al, 2006; Hilton et al, 2007; Hackett, 2008) 
• Risks associated with the vaccine (Smailbegovic et al, 2003; Gellatly et al, 2005; Austin et al, 

2008) 
•  Social Class and Ethnicity (Impicciatore et al, 2000; MacDonald et al, 2004; 

Friederichs et al 2006;  Mixer et al, 2007; Austin et al, 2008; Lamden and Gemmell, 2008). 
 

The principal aim of this feasibility study described in this article has been to ascertain 
influencing factors on parental immunisation decision making. This study has sought to: 

i) Explore the factors that influence parental decision making on whether to immunise 
their child with the MMR vaccine 

ii) Ascertain who the parent seeks information from to influence their immunisation 
decision making on the MMR vaccine.  

 
Design 

The research design developed for this pilot study was descriptive first level exploratory 
research employing a Modified Grounded Theory method for data analysis and synthesis  as described 
by Burnard (1991). It was determined, following a literature review of the subject on parental decision 
making associated with immunisation of their children with the MMR vaccine, that a small scale 
feasibility study should be undertaken prior to initiating a large scale study.  Findings from the study 
could provide rationale for a more substantive study.  
 
Sample 

The sample was drawn from five parents of varying socioeconomic backgrounds and 
education (Table 2) whose children had received their MMR vaccine.  The first author approached 
three general practices in London to participate in the study. All agreed to be involved.  Each general 
practice was based in a different National Health Service [NHS] Trust. There were specific inclusion 
and exclusion criteria for this study.   All parents had to be fluent in the English language; have had 
their child immunised within the previous 12 months; be registered in one of the general practices 
agreeing to take part in the research and be aged between 18 - 45 years of age.  Only parents who had 
parental responsibility were recruited, which Griffith (2008) defined as enabling an individual to 
make decisions in a child's life, which would include consenting on behalf of a child for medical 
treatment.  Four (80%) were female and one (20%) male. The mean age of participants was 32 years. 
The use of pseudonyms was deemed appropriate to protect the identity of all participants. The ethnic 
backgrounds of the parents were not homogenous.  Demographics of the participants are shown in 
Table 2.  
Table 2 Participant Demographics 
Participants Ethnicity Socio-economic 

Group* 
* The National 

Statistics 
Socio-economic 
Classification 

 

Gender Education Number of 
children and 

ages of 
children 

Jo Ghanaian L 14 
(Unemployed 

Female Secondary 
education 

3. 
18 months, 4 
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for more than 
one year) 

until 16 years. years and 6 
years 

Sharon British White 7 
L13 

(Sales  
Assistant) 

Female Secondary 
education 

until 15 years. 

1. 
18 months. 

Ulrika Turkish 2 
(Mathematician) 

Female University 
graduate 

1. 
14 months. 

Cheryl British Black L 15 
(Full time 
student) 

 

Female University 
graduate 

1. 
18 months. 

 

Mark British White 2 
(Accountant) 

Male University 
graduate 

2. 
18 months. 

 
Methodology 

A Modified Grounded Theory (Burnard, 1991) approach was employed in this feasibility 
study. An exact sample size is difficult to estimate at the beginning of a Grounded Theory project 
because this can only be determined at the time of theoretical saturation.  Theoretical saturation means 
no new data can add to the emerging theory; thus all avenues of exploration have been exhausted.  
Theoretical saturation may occur in as little as three or four interviews or as many as twenty to thirty 
(Creswell, 1998; Morse, 2000).  In modified Grounded Theory methodology small samples are 
employed.  The sample size (n = 5) was therefore, considered appropriate for a feasibility study (van 
Teijlingen and Hundley, 2001).  

Data were gathered through semi-structured interviews conducted by the first author, who 
obtained written consent from each participant prior to undertaking interviews. Ethical approval to 
undertake the study was granted by the Research Ethics Committee (REC) on 23/06/2010. REC 
reference number: 10/HO703/24.  All five interviews occurred in July 2010 in three different general 
practices in East London.  The interviews were digitally recorded and transcribed by the first author.  
Each interview was conducted face-to-face and lasted between 30 - 40 minutes. The first author asked 
each of the participants the same questions, which are shown in Table 3 to strive for consistency in the 
questions posed and to minimise the potential for bias that asking participants different questions 
could cause.  
 
Table 3 List of questions 

• What has influenced your decision to immunise your child with the Measles, Mumps and 
Rubella (MMR) vaccine? 

• Who has influenced this decision? 
• Which health professional do you consult for immunisation advice and queries? 
• Why do you consult this health professional for immunisation advice? 
• Can you explain if this health professional has influenced your decision on whether to 

vaccinate your child with the MMR vaccine?  
• If you had a question about the MMR vaccine, who would you discuss this with and why? 

 
• Did you ask the Practice Nurse (PN) about the MMR vaccine? Did this influence your 

decision on immunizing your child with the MMR vaccine? 
• If you did not ask the PN information about the MMR vaccine, why did you not approach the 

PN for information? 
 
 
Results and Discussion 

Three themes were synthesised from the data.  These are shown in Table 4. 
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Table 4 Emergent Themes from Synthesised Data 
• Factors influencing immunisation decision making  
• Sources of information 
• Professional role and status 

    
Factors influencing immunisation decision making 

The MMR controversy has generated considerable academic interest.  A number of studies 
have used surveys, interviews and focus groups to investigate parents' attitudes to, and decisions 
about, the vaccine (Pareek and Pattison, 2000; Evans et al., 2001; Petts and Niemeyer, 2004; Poltorak 
et al,  2005; Casiday et al, 2006; Hilton et al,  2007).  These studies have generated broadly consistent 
insights into parental decision making about the MMR vaccine, which has been shown to be 
influenced by various factors (Skea et al, 2008). In support of these findings, participants in this study 
listed a range of factors that influenced their decision making.  These are shown in Table 5.  
Interestingly, these findings have been supported in previous research (Evans et al, 2001; Hilton et al, 
2007).   
 
Table 5 Factors Influencing Immunisation Decision Making 

The prevention of disease 
The consequences of contracting infectious diseases 
Perceived pain 
The media. 

 
Participants also identified pain as a primary factor influencing their decision as to the 

number of vaccines their children should receive. 
 "The fact of nine injections to put my son through. Nine injections, she [practice nurse] made 

that very clear to me... and that was also a big influence. Am I going to put my child through nine 
injections and put myself through nine injections?" (Ulrika) 

 "Why let him endure the pain of having three separate injections, when he can have the one 
altogether and get it over and done with?" (Cheryl) 

This finding reflects the findings published in the UK and Ireland highlighting parental 
distress and concern associated with the administration of childhood vaccines (Harrington et al, 2000; 
Meyerhoff et al, 2001; Bedford and Lansley, 2007).  A cross sectional survey by Bedford and Lansley 
(2007) revealed that the majority of parents (n = 98/105) considered it less distressing for their child 
to have fewer injections, as revealed by two of the mothers interviewed in this feasibility study.   
Likewise, survey results (n = 294/296) revealed that parents had strong preferences for limiting the 
number of injections at one visit in order to minimise their distress at their children receiving multiple 
injections (Meyerhoff et al, 2001). In addition, Harrington et al’s (2000) in depth interviews of 23 
mothers found that many of the mothers interviewed experienced severe emotional distress at the 
prospect of inflicting the pain of immunisation on their infants. However, in this qualitative study, 
mothers acknowledged that they perceived the pain being inflicted on their infant as short lived.  
 
As noted in Table 5, the media were cited as an influence on parental decision making: 

"It was around the time, that there was the news and the media attention around the fact that 
Tony Blair's children were going to have the vaccines separately... Because in your mind you think, 
what's good enough for Tony Blair's son is good enough for my child." (Cheryl) 

This participant’s experience reveals how this media report made her consider separate 
vaccines for her son.  While this participant did consider the possibility of separate vaccines, the 
media did not influence her final decision to immunise her son with the trivalent MMR vaccine.  
Literature has shown that it has been more common for parents to view the media negatively (Hackett, 
2008; Hilton, 2007).  Trust in the media has been reduced subsequent to sensational headlines leading 
many parents to view journalists as scaremongers (Hackett, 2008).    

The majority of participants rated the importance of the practice nurse in either informing or 
influencing their decision making. 
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"Yes...when I come for the immunisation, she [practice nurse] will always tell me how 
important it is." (Jo. 

"I did speak to ... [Practice Nurse]. That's one of the nurses' here. She has informed my 
decision.” (Cheryl) 

“Well, I can just say, straight away that there is no other health professional that has given us 
any talk, other than the practice nurse. She's the one we have only spoken to about it.  I didn't think 
about anyone else."  (Mark) 

Mark identified a factor that was discrete from other parents' immunisation influencers 
namely, the effect of vaccine preventable infectious disease. Mark's twin daughters were born with 
congenital bilateral deafness and attended their local audiology clinic.  Some of the children who 
attended the audiology clinic had acquired deafness due to contracting vaccine preventable diseases 
such as measles and mumps, which were part of the childhood immunisation programme: 

"...You sit around together and each person talks about their child and how they got deafness. 
I was shocked! None of them have had any of the jabs whatsoever!  And all wish they had now.  So, if 
anyone is in any doubt about having these jabs, go and speak to these people.  See the horrible results 
and consequences!" (Mark) 

Experiencing an infectious disease such as measles or observing the negative impact of this 
disease in terms of morbidity and mortality was a strong motivator for parents of completely 
immunised children (McMurray et al, 2004).  Likewise, because of Mark's experience, he was a 
strong advocate of immunisation. 

A factor not identified by parents in previous research on influences to their immunisation 
decision making was the incidence of measles.   This pilot suggests how local outbreaks of measles 
influenced some parents to immunise their child with the MMR vaccine. 

“A couple of years ago, you know, there was an outbreak of measles.  People weren't having 
their kids immunised. I just think it is best to have all their immunisations, rather than just leave it." 
(Sharon) 

"Measles has been quite common in the area lately. So, I thought that rather than me posing 
the risk of him being able to catch it, I'd rather protect him". (Cheryl) 

"The practice nurse was a bit concerned about the poor take up of vaccinations around here.  
I think it's an epidemic waiting to happen around here. 100%. I think I looked it up and it was 52% 
take up around here. It was horrendous!  So obviously that influenced our decision even more." 
(Mark) 

These parents were aware of local incidences of measles, which helped galvanise their resolve 
to immunise their children with the MMR vaccine.   With the increasing incidence of measles and 
mumps, practice nurses are key to ensuring that parents are informed about local outbreaks of vaccine 
preventable diseases and the consequences of not immunising their children. 
Sources of information 

This theme relates to where participants accessed information and/or how they rated this 
information.  Whilst health professionals have been identified as valuable sources of information 
(Smailbegovic et al, 2003), this study suggests that the practice nurse is rated as a source of 
information that participants rely on and actively consult for information advice.  None of the 
participants commented that the information provided by the practice nurse was biased, which has 
been a finding relating to other health professionals (Evans et al, 2001; Petrovic et al, 2001; 
Smailbegovic et al, 2003).  This finding suggests that the group of practice nurses who were consulted 
by the participants in this study were unlike the health professionals identified in earlier research as 
being "unable to give impartial advice" (Casiday et al, 2006: 183).   

It is suggested from the findings that participants did not rely on a single source of 
information.  Many relied on multiple sources, such as NHS websites; family members; Parent Fora; 
health professionals and NHS leaflets. This is a finding supported in previous research (Smailbegovic 
et al, 2003; Daniels 2002).   Some participants commented on the helpfulness of leaflets which 
informed their decision making.  This finding has been supported by findings from the research of 
Casiday et al (2006) and Gellatly et al (2005).   

"I asked the nurse... and I went home and I asked my sister, who is a doctor (general 
practitioner) ... and they (general practitioners) are my first point and if they are busy then it is the 
nurse and she would provide me with the information that I need.  I also use the internet." (Ulrika) 
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"I mean the Red Book contains a hell of a lot of information. I have had a lot of time sitting 
around the hospital for eight weeks and I have read the thing front to back... and also having a quick 
look on the NHS sites... Wikipedia.  I did want to have a look at what the risks were, which is 
obviously what I had seen in the articles."  (Mark) 

"It would have been reading the NHS website, probably, I think. That would have been 
number one. Number two would have been the nurse. Number three, not the nurse or the doctor. 
Number three would have been the health visitor." (Cheryl) 

The narrative of these participants suggests the various sources of information accessed to 
reach their decision.  It suggests that parents seek out the practice nurse as a source of information, 
which can assist in influencing their decision making.  
Professional role and status 

Analysis of the narratives revealed how all participants identified professional roles and status 
of health professionals within the primary care setting. Parents attributed varying levels of knowledge 
to health professionals such as the general practitioner and practice nurse.  An association with greater 
knowledge was linked to professional status.   

"More enlightened...I think, because he is a doctor: he has studied." (Jo) 
"A nurse is a nurse, but a doctor is a doctor...I don't know, you just feel more safe. He is a 

doctor." (Sharon) 
Cheryl identified the practice nurse as the most important health professional when seeking 

immunisation advice and related this to the experience that the practice nurse had in dealing with 
immunisation matters.     

“With kids and vaccinations, it is probably the nurse because they give the vaccinations in the 
practice.  The doctor doesn’t do that… It does make the nurse more important for me.” (Cheryl)  

Considering that one of the many roles that the practice nurse undertakes in general practice is 
administering the childhood immunisation programme (Crawford, 1997; Yarwood and Bozoky, 1998; 
Hampson 2002; Maconachie and Lewendon, 2004; Drennan and Goodman 2007) and who 
additionally has been identified as the principal immuniser in some areas (Maconachie and 
Lewendon, 2004), this was not a surprising finding.  

The majority of participants in this study consulted with the practice nurse. However, Sharon 
didn’t and questioned why she would need to consult with the practice nurse.  

"I have never been to see the practice nurse. So I just don't feel why in what way I would want 
to go and speak to the nurse."  (Sharon)  

This statement may suggest that Sharon was unaware of the role and the services provided by 
a practice nurse.   

Conversely the advice of the general practitioner and practice nurse were actively sought and 
valued by other participants as evidenced by:.   

"It is mainly the general practitioner.  And they are my first point and if they are busy then it 
is the nurse.  And she would provide me with the information that I need.   Because I trust them; 
because I know what they are doing and I can ask them anything.  And they will give me the honest 
answer. And that is what I am after." (Ulrika) 

"A couple of times we have been to .... and that is a complete nightmare!....Getting in the car 
shooting off, whereas here you can just walk over.  It is so much more relaxed.  She [Practice Nurse] 
has told us as much as possible.  This has saved a lot of hassle for us." (Mark) 

Previous research reflects how health professionals (i.e. the general practitioner and the health 
visitor) have been perceived as trustworthy and how this has been a factor influencing immunisation 
decision making (Hackett, 2008; Mixer et al, 2007; McMurray et al, 2004; Daniels, 2002).   Lack of a 
trusting relationship with health professionals has been shown to have an adverse effect on 
immunisation decision making (Austin et al, 2008). It has been interesting to find that in this study, 
the Health Visitor has not been identified as an influencing factor in decision making. This study’s 
findings reflect the trusting relationship that Ulrika had with her general practitioner and practice 
nurse and how this guided her decision making.   Related to trustworthiness was parental confidence 
in the ability of the general practitioner and practice nurse to answer queries concerning 
immunisation. A trusting relationship with a health professional has been cited as having a positive 
influence on parents immunisation decision making (Mixer et al, 2007).  Therefore, the trusting 
relationship that these participants have with their practice nurses can be viewed as facilitating 
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decision making regarding childhood immunisation. 
Mark chose to consult with the practice nurse because of easier access to immunisation 

services and because the practice nurse provided the information he needed to make an informed 
decision regarding the immunisation of his children.  The input of the practice nurse as a sought after 
source of information on immunisation matters and the practice nurse's ability to be attuned to 
parental concerns both assists and informs parents in terms of influencing parental immunisation 
decision making. 
Limitations  

The sample size (n = 5) in this feasibility study may be considered insufficient to achieve 
saturation.  Notwithstanding, it is evident from the participants narrative that the practice nurse plays a 
significant role in relation to influencing parental decision making associated with uptake of the 
MMR vaccine.  Research has shown that theoretical saturation may occur in as little as three or four 
interviews or as many as twenty to thirty (Creswell, 1998; Morse, 2000) and for a feasibility study is 
appropriate (van Teijlingen and Hundley, (2001),  

The sample did not include participants whose first language was not English; principally due 
to the additional cost of using interpreters.   This may have elicited different viewpoints to those 
identified by the five participants, who had fluency in English.  Further research will involve 
participants whose first language is not English and who will require the use of an interpreter to 
discern their views on factors that influence parental immunisation decision making.  
Conclusion 

This study has identified a new factor that influence parents' decision making, which have not 
been determined from previous research. This factor concerns risks associated with local incidences 
of infectious diseases such as measles from not receiving the MMR vaccine. 

The findings from this study suggest practice nurses assist in influencing parents in relation to 
decision making associated with immunising their children.   

There is a need for further research to compare the views of parents who have had their 
children immunised with the MMR vaccine and those who have not.   A wider range of participants in 
terms of ethnicity and language should be sought to explore whether there are different perceptions 
regarding the influence of the practice nurse; dependent on ethnicity.   At a time when the incidence 
of measles and mumps are increasing in England and Wales, the role of the practice nurse as the 
largest group of primary care nurses in promoting the uptake of the MMR vaccine cannot be 
overlooked. 
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Abstract: 
Aim: The purpose of this paper is to examine the impact of demographic variables, organizational 
commitment levels, perception of health, and quality of work on turnover intentions. 
Methods: A self-reported cross-sectional survey design was used to collect data from Jordanian 
registered nurses who were working between June 2011 and November 2011. 
Results: the findings showed strong effects of the quality of work, perception of health, and 
normative organizational commitments on turnover intentions.  
Conclusion: This study sheds the light on the important work outcomes in healthcare organizations. 
Increasing nursing quality of work and normative organizational commitment are good strategies for 
reducing turnover intentions. 

 
Key Words: Nurses; Turnover Intentions; Work Attitudes 
 
Introduction 

Nursing turnover is a major problem that makes management of nursing workforce a 
challenge for nursing leaders. The ultimate goal of nursing turnover research is to improve the quality 
of patient care, which is a major concern of healthcare administrators and policy makers. Turnover of 
healthcare staff negatively influence health care costs 1. It was estimated that minimum cost of 
healthcare staff turnover loss of more than five percent of the total annual operating budget including 
hiring, training, and productivity loss1. 

As many other countries, Jordan experienced a national nursing shortage 2, 3. Al-Maaitah and 
Shokeh 2 estimated a projected nursing shortage of female registered nurses (RNs) of 2,572 in 2012, 
while there will be a surplus of male RNs of 2,026 in the same year. On the other hand, Al-Maaitah 
and Shokeh 2 reported the calculated turnover rate from the years of 2003 to 2007 as of 32.1% among 
nurses with PhD, MSN, BSC, Midwifery, and Associate Degree. The highest nursing turnover of the 
five degrees was reported for BSN nurses (35.9%). Other researchers4 studied 21 Jordanian hospitals 
to identify RNs turnover rate. Out of the total sample of 2126 RNs 779 nurses (36.6) left their 
positions during study period. 

The situation of nursing shortage in Jordan would be worsening especially if the trend of 
nursing turnover rate continues as before. So, there is a need to identify factors that affects turnover 
and turnover intentions. Identifying such factors may help nursing administrators and policy makers 
to retain nursing staff. Critical review of Jordanian nursing literature revealed a lack of research 
studies concerning nursing turnover especially in identifying factors that may lead nurses to leave 
their positions.  

Turnover intention seems to be affected by a number of variables. Several studies examined 
the effect of demographic characteristics such as age, gender, and marital status on nurses’ intention 
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to leave their organizations. Younger nurses were found to have higher level of turnover intention 5-9. 
Other researchers reported higher level of turnover intention among specific age groups such as 25-44 
10, and 30-44 11. Also, literature suggests different demographic characteristics among nurses who 
were planning to leave their organizations including male nurses 5, 11, 12, single nurses 5, and highly 
educated nurses 9. Mrayyan 13 examined the predictors of nurses’ intent to stay in Jordanian hospitals. 
Mrayyan 13 found age to be positively associated with nurses’ intent to stay (P<0.001). 

For decades, the concept of commitment was the area of research interest for many 
researchers in the field of organizational behaviors. Morrow 14 described organizational commitment 
as one of the different forms of work commitment. Other researchers described organizational 
commitment as a complex and multifaceted construct, and conceptualized it into three components 
including; affective, continuance, and normative commitment 15, 16-17 

Meyer, Stanley, Herscovitch, and Topolnytsky 17 conducted a meta-analysis to assess the 
relationships of the three components of commitment, affective, continuance, and normative with 
different work related behaviors. Meyer et al. found that the three components of organizational 
commitment were negatively associated with turnover intentions. In addition, one of the 
recommendations of the meta-analysis conducted by Meyer et al. is the need to examine the concept 
of organizational commitment across cultures to get in depth understanding of the concept globally. 

Up to our knowledge, there is no literature evidenced the effects of organizational 
commitment on turnover intentions among Jordanian nurses. Researchers examined the effects of 
organizational commitment on nurses’ turnover intentions in different countries such as United States 
8, 18, Canada 19, Taiwan 20, 21, and Australia 22. The consistent negative relationship between 
organizational commitment and nurses’ turnover intention was evidenced through those studies 8, 18-22.  

A well state of physical and psychological health of nurses is a perquisite for providing a 
quality of nursing care. Several studies examined the effect of aspects of employees’ physical health 
on turnover (low back pain and disability) were significant predictors of elderly healthcare 
professionals' turnover in Denmark 23, and nurses who reported higher levels of musculoskeletal 
problems of the neck/ shoulder or knees, were more expected to leave nursing in Sweden 24. In 
addition, studies from different countries reported that higher levels of nursing turnover intention was 
associated with higher level of stress 25-27, nurse burnout 11, and emotional exhaustion 28. In Jordan, 
researchers examined the effects of job stress on nurses’ intent to stay at work in 206 nurses 29. 
Abualrub and Al-Zaru 29 found that job stress was negatively associated with nurses’ intent to stay. 

Underpayment of nurses is a major cause of Jordanian nurses' migration especially to Arab 
Gulf region. This was evidenced by the continuous claims by Jordanian Nursing Council to improve 
nursing work conditions and to increase nurses’ salary. In her discussion regarding nursing shortage in 
Jordan, AbuAlRub 3 emphasized that one of the causes of moving students away from nursing is the 
lower social status of nursing evidenced by low salary. Internationally, inconsistent results were found 
regarding the relationship between pay and nursing turnover intentions. Several studies reported direct 
or indirect negative effects of pay on nurses’ intention in different countries such as China 10, UK 12, 30, 
and Canada 19. In contrast, other research studies highlighted that pay had not a significant 
relationship with nursing turnover intention in Singapore 25 and Australia 26.  

Nursing quality of work is a complex phenomenon 31. Researchers found quality of work to 
be a factor that can helps in decreasing nursing turnover intention 6, 22, 27, 32-36. Other researchers 
reported significant negative relationships between nursing turnover intention and different areas of 
nurses' quality of work such as satisfaction with control and responsibility, scheduling, extrinsic 
rewards 5, supervision 9, and workload, extent to which the nurses liked to work, and  colleagues 18 

Reviewing Jordanian nursing literature revealed a dearth of literature regarding the 
relationship between satisfaction of work related issues and turnover intention. Abu AlRub, Omari, 
and Al-Zaru 37 examined the relationships between social support, quality of work and intent to stay 
among Jordanian nurses. The results revealed that nurses with higher level of quality of work, 
reported higher levels of intent to stay at work. On other hand, Al-Ma'aitah, et al. 38 found that 
negative predictors of turnover intentions among female nurses regarding satisfaction work related 
issues were kind of work they did, physical work conditions, and career future, while negative 
predictors of turnover intentions among male nurses were satisfaction with hospital identification and 
career future. 
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Purpose 
The purpose of this paper is to examine the impact of demographic variables, organizational 

commitment levels, perception of health, and quality of work on nursing turnover intentions. 
Research Question 

What are the multiple correlations between a set of five predictors (age, quality of work, 
perception of health, organizational commitment, and pay) and the outcome, the nurses’ turnover 
intentions?  
Study Design 

A self-reported cross-sectional survey design was used to collect data from Jordanian 
registered nurses who were working between June 2011 and November 2011. The use of self-reported 
questionnaire eliminates the effect of a researcher on participants which allows them more freedom to 
answer the questions honestly and openly 39. 
Setting and Population 

Jordan healthcare system is divided into governmental, military, university, and private 
institutions. In the governmental sector, the Ministry of Health operates 27 hospitals, accounting for 
37% of all hospital beds; the Military Royal Medical Services run 11 hospitals, providing 24% of all 
beds; the University Hospitals account for 3% of total beds; and the Private Sector provides 36% of 
all hospital beds, distributed among 60 hospitals. Only those hospitals with a capacity of 300 beds and 
above and having medical, surgical, emergency room, and critical care units were approached. 
Therefore, 11 hospitals including; 6 governmental, 2 university, and 2 private were eligible settings 
for the current study.  
Sample 

Participants were randomly selected from eight hospitals in three clusters of Jordanian 
hospitals that are stratified as governmental, university, and private hospitals using simple random 
sampling technique. Two hundred and thirteen registered nurses (RN) accepted to participate out of 
three hundred RNs invited in the study. Participants were recruited from the population of RNs' who 
met the eligibility criteria. The eligible subjects were RNs from both genders who have acquired a 
Bachelor, or Master’s degree in nursing with at least one year of experience in acute healthcare 
settings.  
Power Calculation 

The statistical software G*Power V.3 40  showed that the required sample size was 159 
nurses. This figure was arrived at by using compromised β= 0.80, ά=0.05(2-tailed) and effect size=0.3 
(medium effect). Although these figures were needed, more numbers included (213) to produce 
significant and reliable findings and to compensate for incomplete questionnaires.  
Instrument 

A self-administered questionnaire was used in English language to collect the data about 
Jordanian nurses' turnover intention. Questionnaire of 57 items was subjected to validation process by 
researchers and expert nurses (n=15) that assessed the level of comprehensiveness, clarity, avoidance 
of ambiguity, and content validity. This involved circulating the draft items until there was consensus 
on content, order, and wording. As a result, four items were modified as not properly understood by 
three evaluators.  

A pilot study was then conducted using this questionnaire among a sample of 20 nurses after 
an access to nurses was sought from the director of nursing in university hospitals. Fifteen completed 
questionnaires were received. Some items were re-worded to add more clarity and then the 
questionnaire was revised to combine similar items and to remove misleading or repeated items. Thus, 
the questionnaire was produced whose content validity was assessed by expert panel consists of four 
expert nurses who are nurses managers and having 5 years of experience in nursing; two PhD holders 
who have published work on management and leadership. The reliability of the final questionnaire 
was assessed using internal consistency (Cronbach's alpha test) (α=0.87, 0.76, 0.74, 0.90, 82, 
respectively for organizational commitment, perception of health, perception of feeling regarding pay, 
quality of work, intention to leave the organization). The nurses who have been involved in the pilot 
study had reported no corrections with the wording, length, and format of the questionnaire and they 
were not included as part of the main study.  

The questionnaire was divided into six parts: Part one included professional and situational 
related characteristics such as; gender, age, marital status, years of experience, yearly income, and 
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working area. Age, years of experience, and yearly incomes were measured as ratio variables. 
However, gender, marital status, and working area were measured as dichotomous variables. Part two 
measured organizational commitment by a 23 item index called Organizational Commitment 
Questionnaire (OCQ) developed by Meyer, Allen, and Smith 41 with an estimated Cronbach’s alpha 
.85 42. The participants were asked to indicate their agreement on a seven Likert scale from strongly 
disagree to strongly agree. Part three measured nurses' perception of health by two items taken from 
the health related items used by Dalton and Mesch 43.  These items are: "The job I have now probably 
affect my physical health." "The job I have now probably affects my mental health." The scales 
ranged from 1 = very badly, to 5 = very positively. 

Part four measured perception of feeling regarding pay by two items from Eisenberger et al.’s 
44 Survey of Perceived Organizational Support” (SPOS) scale. This 36-item instrument was developed 
to measure employees’ perceptions of organizational support. The two-selected items are specifically 
designed to explore employees’ perceptions of their feelings regarding fairness in pay and measured 
on a seven-point Likert scale (1 = strongly disagree, to 7 = strongly agree).  

Part five, the quality of work was measured by a 20 item index called Minnesota Satisfaction 
Questionnaire (MSQ) short-form, developed by Weiss et al. 45 with an estimated Cronbach’s alpha .91 
46-49. The MSQ, a self-reported instrument consists of 20 items that sample job satisfaction on 20 scale 
areas, is an often used and widely researched job satisfaction measure. It was derived from the 
Minnesota Studies in Vocational Rehabilitation and measured on a on a seven-point Likert scale (1 = 
strongly dissatisfied, to 7 = strongly satisfied). Part six, the dependent variable, intention to leave the 
organization was measured by three items following Mobley et al. 50 definition. The respondents were 
asked to indicate their agreement with the following three items on a seven-point scale: "I think a lot 
about leaving the organizations." "I am actively searching for an alternative to this organization." "As 
soon as it is possible, I will leave the organizations." 
Ethical considerations 

Ethical approval was sought and granted from the Research and Ethics Committee at Faculty 
of Nursing/ University of Jordan and the research and Ethics Committee at each hospital involved in 
the study. Furthermore, detailed information about the objectives of the study was contained through 
the questionnaire cover letter, and returning the questionnaire was considered an implied consent. 
Participants were instructed that participation is voluntary and information provided will be kept 
anonymous, that is, no names or other identifiers will be collected on any of the instruments used. 
Data will be kept in the researchers' office for five years under lock and key. After this period of time, 
all data will be shredded.  
Data collection methods 
 A detailed explanation of the aims and procedure of the study was given to the nurse 
administrators, head nurses, and charge nurses at participating hospitals. A list of an estimated number 
of available nurses was prepared from the selected hospitals one day before hospital visit. At the time 
of data collection, questionnaires were distributed and handed to nurses by the researchers and by 
assistance of the departments’ managers and the charge nurses at all shifts. Each questionnaire had a 
cover letter explaining the nature of the study, aims, the way of completion, and a return envelop. Self 
completed questionnaires were then handed over together in a large envelope to the researchers.   
Data analysis 

Based on a 57-item questionnaire, nurses’ responses were summed up in total scores of the 
organizational commitment, perception to health, perceptions of feelings regarding pay, quality of 
work, and turnover intention, where then calculated in mean scores and standard deviations. 
Furthermore, correlation between items was measured using Pearson’s test. Additionally, hierarchical 
multiple regression analysis was used to estimate the probability of recorded variables. All statistical 
procedures was performed using the Statistical Package for the Social Sciences (SPSS-17) and 
produced at ά=0.05 significance level (2-tailed). 
Results 

Of the original sample (300), 213 participants returned the questionnaires giving a response 
rate of 71%. The study population ranged from 22 to 52 years old, 57.7% females (n = 123) and 
42.3% males (n = 90). For the purpose of describing the years of nursing experience for the study 
sample it was recoded from continuous into categorical variable and varied from less than two years 
(25%), between 2-6 years (50%), and more than 6 years (25%). The majority of the study sample 
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(82%) was employed at the baccalaureate level and 18% were employed at the masteral level. Among 
the respondents, 53.1% (n = 113) were single, 45.5% (n = 97) were married, and 1.4% (n = 3) were 
divorced.  

Table 1 presents correlations of the study variables. Correlations between turnover intention 
and normative commitment and quality of work were significantly negative (r = -0.200, p ≤ .01; r = -
0.193, p≤ 01, respectively). However, the correlations between turnover intention and age, experience, 
income, affective commitment, continuous commitment, income, and pay were not statistically 
significant. On the other hand, the perception of pay and age, experience, income, affective 
commitment, continuous commitment, normative commitment, quality of work, and perception of 
health was all significantly positive (table 1). Moreover, the quality of work and the levels of 
organizational commitment were strongly significantly positive.    
 
Table 1. Pearson Correlations of Turnover Intention (N= 213) 

 Age Exp Inco Affect Cont Norm Qua Heal Pay Turn 
Age 1          

Experience .92** 1         
Income .69** .77** 1        

Affective .45** .46** .38** 1       
Continuous .50** .50** .40** .59** 1      
Normative .44** .46** .40** .63** .69** 1     
Quality of 

Work 
.44** .43** .31** .50** .47** .62** 1    

Perception 
of Health 

.16* .14* .06 .27** .17* .27** .28** 1   

Perception 
of Pay 

.23** .22** .14* .23** .33** .48** .41** .28** 1  

Turnover 
Intention 

¯.05 ¯.06 ¯.01 ¯.03 ¯.10 ¯.20** ¯.19** ¯.134 -.11 1 

* Correlation is significant at α=0.05 (2-tailed), ** Correlation is significant at α=0.01 (2-tailed) 
 

The demographic variables (income, age, and years of experience) were entered in the first 
model, and R2 change was 0.01, which was not significant (p = 0.570). The addition of the affective 
commitment and continuous commitment did not make any significant changes (R2= 0.01, P= 0.99, 
R2= 0.017, P= 0.41, respectively). In the fourth model, the addition of the normative commitment 
added 4% to the variance. Also, the single variables in model five and model seven added 4% and 
0.2%, respectively, to the variance. Thus, the only statistically significant variables were normative 
commitment, perception of health, and quality of work (Table 2).  
 
Table 2 Seven-step multiple hierarchal regression analysis of predictors of turnover 
                Model 1       Model 2      Model 3     Model 4     Model 5      Model 6         
Model 7 
Variables              β    p-value   β  p-value    β  p-value   β  p-value   β  p-value    β  p-value      β  
p-value 
 
Age                           .067   .710    .067   .712   .085  .641    .068  .701 .044    .803    .048   .786    .086    
.623 
Experience               -.213  .298   -.213  .302  -.195  .344   -.166  .413 -.166   .803   -.167  . 404  -.155    
.623 
Income                      .106  .333     .106  .335   .107  .559     .121  .262  .123    .162   .147  .171    .126    
.237 
Affective Commitment                  .000  .999   .052  .211     .159  .093  .048    .192    .050  .220    .150    
.117 
Continues Commitment                                   -.115  .211     .029  .778  .048    .632    .050  .623    .054    
.591 
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Normative Commitment                                                      -.315  .003  -.359   .001   -.341 .003   -.272    
.019 
Perception of Health                                                                                 .196  .006     .202 .006    .215   
.003    
Perception of Pay                                                                                                          -.036 .648  -.008   
.919 
Quality of Work                                                                                                                               -.200   
.031 
R2                                 .010 <0.570  .010 <0.999 .017 <0.211  .059 <0.003 .093<0.006 .094  <0.648  
.111 <031 
Adjusted R2                  -.005              -.010          -.007             .031               .062              .058          
.075  
R2 Change                      0.00               .00              .01               .04                 .03                .00            
0.02 
 
Discussion 

It was found in the literature that younger nurses had higher level of turnover intention 5-9. On 
the other hand, Mrayyan 13 found age to be positively associated with nurses’ intent to stay. The 
findings of this study were inconsistent with previous research reports. It was expected that nurses 
throughout their years should have higher salaries and promotions that prevent them to leave their 
jobs. In contrast, the present study found that age had no effects on turnover intention and this could 
be related to study sample. The study sample did not include older nurses (22-52 years old) compared 
to previous studies. For instance nurses' age ranged from 20-65 years old in Simon et al. study 6, and 
22-61 years old in Delobelle et al. study 9. 

The present study showed that the quality of work is the clearest and most consistent 
determinant of turnover intention. The findings here thus support the notion that quality of work plays 
a critical role in the employee's decision to leave the organization 51. Although nurses’ perceptions of 
health was not found to be associated with turnover intention in this study, it showed a predictive 
power to turnover intention when it was entered in regression analysis with other independent 
variables. Study findings showed the positive perception of health to be a predictor of increased level 
of turnover intention. One explanation might be that when nurses perceive their health positively, they 
will be more able to obtain better job offers and leave their organizations. 

Commitment levels are considered the main predictor of turnover intention. Sage 52 found in 
that regard organizational commitment was strongly related to the aggregated duration of voluntary 
absence. According to the literature 53, 54 the work-related commitments can increase performance, 
reduce turnover, and benefit both the employee and the organization. Among the three components of 
commitment, findings showed that normative commitment was the only negative predictor of nurses’ 
turnover intention. Since normative commitment reflects an individual's feeling of responsibility to 
remain in the organization 16, this is considered a logical finding. In this study, normative commitment 
had the least predictive power of turnover intention among the significant predictors of turnover 
intentions. Despite that organizational commitment is considered an important factor related to 
turnover intention 8, 17-22, the findings of the present study did not show a relationship between 
affective neither continuous commitment and turnover intention.  

Pay was found not a significant predictor of turnover intention evidenced by study data. The 
relationship between pay and turnover intention is not apparent and that is supported by inconsistent 
findings of previous literature 10, 12, 19, 25, 26, 30. Based on the findings of this study, it seems that pay is 
not a motivator for Jordanian nurses to leave their organizations. 

A few limitations of this study should be noted. First, all variables in this study were 
measured with self-reports, thus the problem of common method was unable to recall events 
happened in the past. Concerning the condition of nurses during the data collection procedure, nurses 
were found to be very busy during their shifts, and the data collectors reported the need to visit the 
same unit many times to find nurses who are able to get 20 minutes to answer the questions of the 
study instruments.  

It is true that this study is not the first study to address turnover intentions. Though, it is the 
first to address the relationship of work attitudes with turnover intention in Jordan. The gained 
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knowledge of this study is more relevant to nursing because the study asked nurses themselves to state 
their perception from different views. Also, this study asked the nurses to report their turnover 
intentions, unlike most of the nursing turnover studies that only report the official turnover rates. 
Doing so should give nursing administrators an insight about nurses’ future decisions, and respite 
them sometime to take steps before nurses’ turnover intention develops to be actions toward leaving 
nursing. 

This study came to fill out a significant gap in the nursing literature regarding the nurses’ 
turnover intention particularly in countries other than the western countries. Measuring turnover 
intentions among the Jordanian nurses was identified as another gap in the nursing literature that 
needed to be filled out. Also, this study filled out the gap and evaluated the turnover intentions among 
Jordanian nurses in the three healthcare sectors.  

To expand the current findings, there are some possible moderators for future research. For 
example, Lee and colleagues' 55 meta-analysis found negative relationship between commitment levels 
and turnover intention. Employees are more likely to leave their work because of lower professional 
identity or family support.  Furthermore, it is recommended to replicate this study among nurses in 
Jordan and other developing countries but with a larger sample size.  
Implications for Practice 

Nursing administrators are highly required to set the policies that are capable to accomplish 
nurses’ desires of more contribution, and particularly when it comes to their quality of work and work 
attitudes. Setting job motivations seemed to be the most important step for the nursing administrators 
to start with as many nurses may leave their organizations. Healthcare policy makers, particularly in 
Jordan, need to know that without immediate actions, more nurses will be leaving the profession, and 
the previous turnover rates will be dangerously replaced. More respect to nurses’ desires of 
contributing to the work attitudes and quality of work, more incentives and other retaining strategies, 
and obtaining a periodic feedback from the nurses are only examples of those immediate actions that 
are required with necessity. 
Conclusion 
 The findings of this study shed lights on the important work outcomes in healthcare 
organizations. Increasing nursing quality of work and organizational commitment are good strategies 
for reducing turnover intentions. This paper illustrated the usefulness of such research as well as 
proposing directions for future work.   
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Abstract: 
The HIV/AIDS epidemic continues to claim millions of lives worldwide. Africa alone represents the 
majority of HIV/AIDS cases, where the young aged 16-30, are at greatest risk.  The research suggests 
a gender dichotomy in HIV/AIDS knowledge levels between male and female students in Ethiopia.  
The purpose of this research is to explore the gendered knowledge of HIV/AIDS among a group of 
Ethiopian male and female post-secondary students.  An observational study was conducted among 
126 female and 101 male college and university students.  The HIV Knowledge Questionnaire was 
used to measure participants’ knowledge.  The statistical t-test demonstrated no difference between 
male and female HIV knowledge scores (t=0.6, df =225, p=0.4).  The study findings demonstrate the 
call to address the knowledge gap in HIV sexual transmission among a vulnerable population.  Future 
research is needed such that HIV/AIDS awareness campaigns can be specifically tailored to the 
student population within the Ethiopian context. 

 
Key Words: HIV/AIDS, Ethiopia, students, gender, and knowledge 
 
Background: HIV/AIDS and Ethiopian Students 

The Ethiopian government recently stated the urgency in addressing HIV/AIDS as it targets 
Ethiopia’s young working force (Lifson et al., 2012).  Urban youths are increasingly susceptible to 
HIV transmission due to earlier sexual onset, an increase in multiple sexual partners and decreased 
condom use (Buseh, Glass, McElmurry, Mkhabela, & Sukati, 2001).  A study conducted in Eastern 
Africa reported younger adults were 60% less likely to use a condom in comparison to their older 
counterparts (Hladik, Shabbir, Jelaludin, Woldu, Tsehaynesh, & Tadesse, 2006).  The correlation 
between high-risk behavior and HIV/AIDS knowledge are strongly related in the literature (De Visser 
& Smith, 2001; Taffa, Klepp, Sundby, & Bjune, 2002; Ukwuani, Tsui & Suchindran, 2003).  Recent 
studies among Ethiopian high school and university students highlight decreased usage of condoms 
and the lack of HIV transmission knowledge (Alene, Wheeler, & Grosskurth, 2004; Yerdaw, Nedi, & 
Enquoselassie, 2002).  A cross-sectional study among high school students revealed that only 41% of 
female students and 44% of male students were educated on the various modes of HIV transmission 
(Alene et al., 2004).  Correspondingly, the national survey of Ethiopia reported a similar trend, 
whereby 28.7% of young men and only 15.8% of young women were knowledgeable on the varied 
modes of horizontal HIV transmission (HIV/AIDS Prevention Control Office [HAPCO], 2008).   

Several factors such as lower literacy rates, contextual gender roles, and lower school 
enrollment have been linked to the lower HIV/AIDS knowledge among young women in relation to 
young men in Ethiopia (UNICEF 2006; Ukwunai et al., 2003).  Researchers have attributed differing 
HIV/AIDS knowledge levels due to delineated gender roles between men and women in the societal 
roles of labor, power and relationships (Berhane et al., 2001; Hadley et al., 2007; Ukwunai et al., 
2003).  Within Ethiopia there are clearly defined gender roles, which socially separate men and 
women in the division of labor and society.  For example, in the rural regions of Ethiopia, men are 
typically responsible for raising livestock and trading agriculture commodities, while women stay 
local and tend to the domestic duties (Berhane et al., 2001).  As such, it is customary for men to 
assume leadership roles socially and commercially, while women assume more subservient domestic 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

603 

duties and often play a minimal role in major decision-making (Hadley, Lindstrom, Tessema, & 
Belachew, 2007).  Hadley et al. (2007) reinforce this statement by demonstrating an increased school 
enrolment rate among male students opposed to females.  Over time, these trends have resulted in a 
50% literacy rate among males in comparison to only a 26% literacy rate among females (World 
Health Organization [WHO], 2009).   

Due to societal norms young girls in Ethiopia are more susceptible to HIV/AIDS than boys 
due in part to early onset of sexual debut, early marriage customs and sexual abuse (Berhane et al. 
(2001).  A cross-sectional survey reported older men marrying young girls in efforts to secure a virgin 
bride (Molla, Berhane, & Lindtjorn, 2008).  Molla et al. also found men were twice as likely to have 
multiple sexual encounters in comparison to their female counterparts.  
 
Theoretical Framework 

The Social Theory of Gender and Power helps us understand the relationships of labor, power 
and cathexis and their influences on gender.  According to Connell (1987) the main assumptions of 
this theory consider gender to be socially constructed.  The theory comprises three interrelated 
dimensions; labor; power; and; cathexis.  All three interact to further elucidate gender relations in any 
institutional or societal context (Maharaj, 1995).  According to Wingood and DiClemente (2000) the 
three theoretical dimensions are seen as both overlapping and independent from each other.  The 
theoretical dimension of labor considers the dichotomous relationship between employment practices 
of men and women within particular societies.  The second dimension of power illustrates the 
gendered differences regarding authority and control, which can arise at a societal and institutional 
level.  Lastly, the dimension of cathexis explains the affective and sexual relationship between men 
and women and the social norms that surround them (Connell, 1987).  The Social Theory of Gender 
and Power was utilized to elucidate the results of the study and to further understand the students’ 
gendered knowledge towards HIV/AIDS.  

The goal of this study was to identify the levels of knowledge towards HIV/AIDS between 
young male and female Ethiopian students. Based on the literature, the main hypothesis generated 
states a significant difference between the mean scores of HIV knowledge between the male and 
female students.   
 
Methods  

An observational study design was used in order to measure the knowledge towards HIV 
transmission among male and female post-secondary students.  Ethics approval was obtained from 
both Canadian and Ethiopian institutions.  Consent forms were translated in Amharic (Ethiopia’s 
official language).  Language experts in both English and Amharic validated the content of the 
consent form.  The consent forms outlined the complete anonymity of the questionnaires and the right 
of every participant to withdraw at anytime during the study.   

The study took place in a college and university setting in a southern city in Ethiopia.  All 
participants provided a written and informed consent.  The sampling method was based on non-
probabilistic sampling (Levin, 2006).  Student outreach volunteers were chosen to help recruit 
participants to take part in this study.   All participants and volunteers received a gift of remuneration 
for their time.  The significance level of the independent t-test result was set at the 0.05 level.  Data 
were analyzed using SSPS version 17 statistical software. 
Data Collection Process and Instruments 

In order to mitigate or diffuse potential power imbalances between students and professors, 
the study procedures and questionnaires were described in the absence of professors.  This procedure 
facilitated students to leave the classroom at any point in time without the presence of school 
authority figures (Visser, 2008).  Due to the sexual content and sensitive nature of HIV/AIDS, two 
separate classrooms were provided for the male and female students to fill out the questionnaires.  

The HIV knowledge questionnaire (HIV-KQ-18) formulated by Carey and Schroder  (2002) 
was utilized to measure knowledge of HIV transmission.  It is an 18-item, self-administered 
questionnaire, which measures the general knowledge of transmission, prevention and treatment of 
HIV/AIDS.  Respondents were asked to indicate whether the statements were true or false. See Table 
1 for the questionnaire and correct answers.  The HIV-KQ-18 is internally consistent (a=0.91) and a 
achieved satisfactory test-retest reliability among a pilot control group after one week (r=0.83) (Carey 
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& Schroder, 2002).  All questionnaires were translated from English to Amharic.  The questionnaires 
were translated back to English in order to ensure consistency from the original English version of the 
questionnaire (Sobel & Kugler 2007).  The study questionnaires were administered to one male 
volunteer and one female volunteer to ensure face validity (Haynes, Richard & Kubany, 1995).  All 
parties agreed on the scales’ appropriate comprehension and proper use of the Amharic language. 
 
Results 
 A total of 227 participants, 101 males and 126 females completed the questionnaires.  The 
students at both sites were similar in age, culture and geographic background as measured by a 
demographic questionnaire.  All participants were between the ages of 18 and 30 years and spoke 
Amharic and English.  The mean age among females was 20.0 (SD=2.2), while male participants were 
slightly older with a mean age of 20.4 (SD=2.3).  As illustrated in Table 2, 78.2% of the male 
participants were between the ages of 18-21 and 84.9% of female students were between the ages 18-
21.  All participants stated Amharic as their first language of choice.  Oromo was the second language 
and English was the third most spoken language (males 15.0% and females 10.0%).  Male students 
reported a higher frequency of speaking English in comparison to female students (37.6% and 23.0%).  
Similarly, more male students stated speaking two or more languages (55.4%) in comparison to 
females (29.4%).   

When students were asked if they were sexually active, 51.2% of males reported yes, whereas 
only 21.7% of females stated they were sexually active.  A large percentage of both male and female 
students reported their relationship status as single (males 82.2%, females 60.3%).  Only 13.9% of 
male students stated they were in a relationship, whereas 31.0% of female students stated they were in 
a dating relationship.  

The HIV-KQ-18 results were listed in order of highest correct responses, reflecting the 
correct knowledge of HIV transmission between male and female students.  Question five (Q5), 
“Showering, or washing one’s genitals/private parts, after sex keeps a person from getting HIV” 
(False), had the highest percentage of correct answers among male students (91.1%).  Similarly, males 
scored high (90.1%) for both Q2, “A person can get HIV by sharing a glass of water with someone 
who has HIV” (False) and Q8, “There is a vaccine that can stop adults from getting HIV”(False) (see 
Table 2).  Female students’ high mean score was also achieved on Q5 (92.1%) and Q8 (90.5%).  
However in contrast to the male students, females achieved the second highest (91.3%) on Q14, 
“Having sex with more than one partner can increase a person’s chance of being infected with HIV” 
(True).  Females scored higher on Q1, “Coughing and sneezing do not spread HIV” (True) (90.5%) in 
comparison to male students (81.2%).   

The HIV-KQ-18 results were illustrated by lowest incorrect responses, outlying the specific 
differences in scores between male and female students. The male students scored the lowest (13.9%) 
on Q4 “A women can get HIV if she has anal sex with a man” (False).  Likewise, the male students 
scored lower (27.7%) on Q12 “A natural skin condom works better against HIV than does a latex 
condom” (False) and on Q9 (39.6%), “People are likely to get HIV by deep kissing putting their 
tongue in their partner’s mouth, if their partner has HIV” (False).  Similarly, females scored the 
lowest on Q4 (5.6%).  Females also scored lower on Q12 in comparison to male students (27.0%).  
The third lowest score among females was on Q18 “Using Vaseline or baby oil with condoms lowers 
the chance of getting HIV” (False) (37.3%).  Females also scored comparably low on Q9 (41.3%).  
Both male and female groups scored lower on sexual transmission knowledge of HIV.  As noted 
above both groups scored low on Q1, Q3 and Q4.  Notably, both groups scored lower on Q17 “a 
person can get HIV from oral sex” (True).  Only 41.6% of males and 40.5% of females answered 
correctly on Q17 (see Table 2).   

The independent t-test for the difference in total mean HIV-KQ-18 scores in male and female 
students did not reveal a statistically significant difference (t=0.6, df=225, p=0.4).  Therefore, we 
cannot accept our initial hypothesis.  
 
Discussion 

The demographic data revealed a gender dichotomy regarding English literacy among male 
and female students.  The male students’ responses indicated that they were almost twice as likely to 
utilize English as a working language in comparison to female students.  This result corresponds with 
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recent literature, which found higher rates of English literacy among male high school students in 
comparison to their female counterparts (Rose, 2003).  Researchers have denoted higher rates of 
media exposure as a potential predictor in English literacy among male Ethiopians (Bahta & Utsumi; 
2004; Geldof, 2007).  Further studies are needed to empirically assess the interaction between HIV 
knowledge and the utilization of media devices among young male and female Ethiopians.  

The demographic data demonstrated variance in the sexual status between male and female 
students.  For instance, the majority of male students stated they were sexually active in comparison 
to females.  A larger proportion of male students stated they were single in comparison to female 
students.  In contrast, female students reported a higher incidence of being in a dating relationship 
compared to male students.  Theses results corroborate with the current literature, which states that 
gender differences exist in reported sexual behavior among post-secondary students residing in urban 
settings (Adamu, Mulatu, & Haile, 2003; Astatke, Black & Serpell, 2000; Molla, Berhane, & 
Lindtjørn, 2008; Mulatu, Adamu, & Haile, 2000; Wouhabe, 2007).  To that end, these reports align 
with our theoretical framework, the Social Theory of Gender and Power.  In particular, Connell’s 
theoretical dimension of cathexis outlines the power disparity in gendered relationships.  Similarly, 
the cathexis role among young Ethiopians continues to denote risky sexual behavior among male 
Ethiopians, which may adversely affect the HIV rates among female Ethiopians (Adamu et al., 2003; 
Astatke et al., 2000; Molla et al., 2008).  These findings corroborate the demographic data, which 
found male students to have higher rates of sexual activity and being single in comparison to female 
students. 
 Although the study did not find a statistically significant difference in HIV knowledge scores 
between male and female students these results contradict the initial literature review and hypothesis 
generated.  The majority of the literature review demonstrated a gender dichotomy in the HIV 
knowledge levels among young Ethiopians.  However, when examined closely, the literature focused 
on the rural context of HIV knowledge rather than an urban perspective.  The selected studies and 
governmental statistics from the review were largely based on the agrarian populations of Ethiopia 
(Alene et al., 2004; HAPCO, 2008).  According to Berhane et al. (2001), the rural population starkly 
differs on various social and health indicators in comparison to the urbanized centers of Ethiopia.  A 
recent demographic survey demonstrated a 100% gross enrollment rate (GER) for young boys and 
girls residing in urban dwellings (Rose, 2003).  Rose also reports a sizable gender difference in 
enrollment rate between rural areas in comparison to urbanized cities.  This difference in education 
may help explain the differences in HIV/AIDS knowledge between genders in rural versus urban 
settings.  

The initial literature review suggested lower HIV knowledge levels among rural Ethiopian 
females in comparison to their male counterparts (Alene et al., 2004; HAPCO, 2008).  In contrast, the 
study results demonstrated no significant difference in HIV knowledge levels among the male and 
female tertiary students.  These conflicting results could be associated with the contextual differences 
in socioeconomic status among rural populations and the specific population of college and university 
students.  Several studies have compared HIV knowledge levels among urban youths and found 
similar results (Harding, Anadu, Gray, & Champeau, 1999; Nachega, Lehman, Hlatshwayo, 
Mothopeng, Chaisson, & Karstaedt, 2005; Tavoosi et al., 2004).  

The results from the HIV-KQ-18 questionnaire demonstrated a low average knowledge score 
for male and female students.  Particularly, both male and female students answered considerably 
lower on items regarding the specific modes of HIV transmission.  The majority of male and female 
students believed HIV is transmitted by deep kissing (Q9).  Similarly, a large percentage of students 
also scored low on vertical transmission items.  For instance, the majority of both male and female 
students agreed that HIV is not transmitted by oral or anal sex (Q4 and Q17).  These study results 
correspond with the current literature, which demonstrates a gap in knowledge among Ethiopian 
youth regarding the varied modes of HIV transmission (Alemu et al., 2004; Cheri, Mitkie, Ismail, & 
Berhane, 2005; Yerdaw et al., 2002). 
 
Limitations 

The study design denoted certain study limitations.  The sampling strategy employed a non-
probabilistic sampling frame, by recruiting participants as a convenient sample.  This form of 
sampling frame introduces a volunteer bias among participants (Hulley et al., 2001).  The 
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questionnaires were self-administered; therefore, social desirability cannot be excluded in the 
systematic biases of the study.  There also exist limitations in the study design.  An observational 
study cannot determine cause or effect, rather associations or correlations of inferences (Benson & 
Hartz, 2000).  Although, the current study results yield important cues as to the HIV/AIDS knowledge 
of tertiary students, the intent is not to generalize, as the sample was not representative among the 
Ethiopian student population. 
 
Implications and Conclusion 

These findings illustrate the need to have further observational studies that assess the specific 
gendered knowledge of HIV/AIDS among urban post-secondary students.  Future studies directed 
towards an urban student population would help compare and contrast the findings from this study 
and highlight specific areas of potential research.  

These results are insightful in directing the content and delivery of HIV/AIDS educational 
resources.  Because both genders scored similarly on the HIV knowledge questionnaire, the actual 
content of the materials for male and female students could be the same.  For instance, the educational 
content regarding the various sexual modes of HIV transmission could be the same regardless of the 
student group.  The methods of delivery, however, could be reflective of cultural and social norms: 
separate sessions could be conducted with men and women to encourage open discussion.  Program 
evaluation and cost-analysis research could then explore the cost-effectiveness of providing the same 
educational content for both male and female post-secondary students. The implications for nursing 
practice should focus on public health campaigns, particularly on the various modes of HIV 
transmission (anal and oral). These initiatives should target the specific population of post-secondary 
students and the various misconceptions of HIV sexual transmission.  
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Table 1: Demographic Results among Male and Female Students 
 

Variable Total (n, %) Male, n (%) Female, n (%) 
Sex 227(100.0) 101 (44.5) 126 (55.5) 

Age Cohort (yrs) 
18-21 
22-25 
26-30 

 
*Total 

 
186 (82.0) 
33 (14.5) 

8 (3.5) 
 

227 

 
79 (78.2) 
17 (16.8) 
5 (5.0) 

 
101 

 
107 (84.9) 
16 (12.7) 
3 (2.4) 

 
126 

Religion 
Orthodox 
Protestant 
Muslim 
Catholic 

 
Total 

 
114 (53.0) 
74 (34.4) 
22 (10.2) 

5 (2.3) 
 

215 

 
42 (42.8) 
38 (38.8) 
18 (18.4) 
0 (0.0) 

 
98 

 
72 (61.5) 
36 (30.8) 
4 (3.4) 
5 (4.3) 

 
117 

Education 
University 

College 
 

Total 

 
107 (47.1) 
120 (52.9) 

 
227 

 
48 (47.5) 
53 (52.5) 

 
101 

 
59 (53.2) 
67 (46.8) 

 
126 

Sexually Active 
Yes 
No 

 
Total 

 
61 (36.5) 
106 (63.5) 

 
167 

 
43 (51.2) 
41 (48.8) 

 
84 

 
18 (21.7) 
65 (78.3) 

 
83 

Relationship 
Single 
Dating 

Married 
Divorced 
Separated 

 
Total 

 
159 (70.0) 
53 (23.3) 

9 (4.0) 
2 (0.8) 
4 (1.8) 

 
227 

 
83 (82.2) 
14 (13.9) 
0 (0.0) 
0 (0.0) 
4 (4.0) 

 
101 

 
76 (60.3) 
39 (31) 
9 (7.1) 
2 (1.6) 
0 (0.0) 

 
126 

Number of Languages 
Spoken 

1 
2 

>3 
 

Total 

 
 

134 (59.0) 
56 (24.7) 
37 (16.3) 

 
227 

 
 

89 (70.6) 
24 (19.0) 
13 (10.3) 

 
126 

 
 

45 (44.6) 
32 (31.7) 
24 (23.8) 

 
101 

* Totals are different due to missing variables. 
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Table 2: Number and Percentages of Correct Answers in HIV Knowledge Items (HIV-KQ-18) among 
Male and Female Students  
 

HIV Knowledge Scores 
Correct Answers: n(%) 

Male 
n=101 

Female 
n=126 

1. Coughing and sneezing do not spread HIV. (T)* 82(81.2) 114(90.5) 

2. A person can get HIV by sharing a glass of water with someone who has HIV. 
(F)* 

91(90.1) 110(87.3) 

3. Pulling out the penis before a man climaxes keeps a woman from getting HIV 
during sex. (F) 

71(70.3) 82(65.1) 

4. A woman can get HIV if she has anal sex with a man. (T) 14(13.9) 7(5.6) 

5. Showering, or washing one's genitals/private parts, after sex keeps a person 
from getting HIV. (F) 

92(91.1) 116(92.1) 

6. All pregnant women infected with HIV will have babies born with AIDS. (F) 78(77.2) 104(82.5) 

7. People who have been infected with HIV quickly show serious signs of being 
infected. (F) 

83(82.2) 108(85.7) 

8. There is a vaccine that can stop adults from getting HIV. (F) 91(90.1) 114(90.5) 

9. People are likely to get HIV by deep kissing, putting their tongue in their 
partner's mouth, if their partner has HIV. (F) 

40(39.6) 52(41.3) 

10. A woman cannot get HIV if she has sex during her period. (F) 86(85.1) 97(77.0) 

11. There is a female condom that can help decrease a woman's chance of getting 
HIV. (T) 

86(85.1) 104(82.5) 

12. A natural skin condom works better against HIV than does a latex condom. 
(F) 

28(27.7) 34(27.0) 

13.  A person will not get HIV if she or he is taking antibiotics. (F) 81(80.2) 96(76.2) 

14.  Having sex with more than one partner can increase a person's chance of 
being infected with HIV. (F) 

88(87.1) 115(91.3) 

15.  Taking a test for HIV one week after having sex will tell a person if she or he 
has HIV. (F) 

72(72.3) 102(81.0) 

16.  A person can get HIV by sitting in a hot tub or a swimming pool with a 
person who has HIV. (F) 

70(69.3) 90(71.4) 
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Abstract: 
This report presents the results of a study lymph, lymph pressure, heart, arterial and venous pressure, 
state transcapillary exchange of fluid and protein in normal and correlation analysis. In addition, data 
on changes in the heart and lymph flow if the pressure in the lymphatic vessels and with intramuscular 
kallekreina. To study the reflex influences of lymphatic vessels to the lymph vessels and the heart of 
chronic experiments were carried out in 26 sheep with lymph-venous anastomosis and the catheter 
according to our methodology. We have also revealed the presence of interceptive reflexes and set 
intralymphatics reflex effect of receptor lymph vessels in the heart. Thus, these data suggest that each 
region of the body and the body as a whole is determined by multiparametric lymph circulation 
relationship between different functional systems (lymph, blood, heart activity, the state of biological 
barriers), providing homeokinesis. 

 
Key Words: Lymph Formation, Perfusion, Intralyuminalny Pressure, Transcapillary Exchange 
 
1. Introduction 

Existing concepts of the processes lymph formation, lymph circulation and mechanisms of 
their regulation primarily composed on the data obtained in dogs and small laboratory animals (1, 2, 
3, 4). So far are single (5) research conducted of large mammals, including domestic animals. There is 
evidence that the experiments carried out on mammals with unique morphological and physiological 
homeostatic organization will bring some clarity to the knowledge of the general laws of lymph 
hemodynamics. 

This report presents the results of a study lymph flow, lymph pressure, heart, arterial and 
venous pressure, state transcapillary exchange of fluid and protein in normal and correlation analysis. 
In addition, data on changes in heart activity and lymph flow with increasing pressure in the 
lymphatic vessels and with intramuscular injection kallekreina. 
 
2. Materials And Methods  

To study the reflex influences of lymphatic vessels to the lymph vessels and the heart of 
chronic experiments were carried out in 26 sheep with lymph-venous anastomosis and the catheter 
according to our methodology (6). 

Stimulation of receptors perfused lymphatic vessel increased pressure produced by the 
introduction of warm physiological solution through leading the catheter with a closed deferent 
catheter (with increasing intralyuminalny pressure). The pressure in the mesenteric lymph vessel 
increased to 5-8, and in the cervical and liver - to 3-6 mm mercury column. 
 Duration of exposure to receptors ranged from 30 seconds to 2 minutes. 

The value of the maximum and minimum blood pressure was determined by the method (7), 
and venous - water manometer. The pressure in the lymphatic vessels also measured water 
manometer by connecting it to a tee area lympho-venous anostomoza. Lymph flow velocity was 
measured in ml / min through the collection of lymph in about 5-10 minutes, and sometimes drops the 
lymph flowing from the cannula, which is recorded on the tape elektrokimografa. 

For preventing clotting of blood and lymph intravenously administered heparin rate of 1500-
2000 ME per 1 kg of body weight. 
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Blood was taken from the carotid artery, jugular and common mesenteric vein before the 
morning feeding ("fasting") and it was determined by the total protein content (refractometric) and 
hematocrit. By arterio-venous difference of protein and hematocrit were determined character 
transcapillary exchange fluid and plasma proteins (8). Pancreatic kallekrein (firm Vantrop, England) 
was injected intramuscularly at a rate 40ed, previously dissolved in prolongators. 
 Accounting for volumetric flow rate of colon and cervical lymph heartbeat, salivation and 
total protein content made prior to drug administration and at 15, 30, 60, 75 and 90 minutes after 
injection kallekreina. 

All digital material processed by variation statistics methods(9). 
 

3. Results 
Experiments have shown that in the rest of the intestinal lymph flow and cervical lymph 

ducts varies considerably from animal to animal (table.1). However, these variations in terms of 
lymph flow per 1 kg of body weight practically smoothed and average 0,732 ml/min/kg in the case of 
intestinal and 0,009 ml/min/kg in respect of cervical lymph. 

Conjugacy changes listed in Table 1 of indicators identified in their correlation analysis. 
Found significant (P <0,001-0,05) positive correlation between the rate of lymph flow from the 
intestinal lymphatic trunk and minimal blood pressure, or pressure in the common mesenteric vein, or 
pressure in the lymph vessels. The correlation between the current lymph from cervical of lymph 
vessel and the above indicators were below the limits of reliability first threshold. 
Phonocardiogram analysis showed that the short duration of the sheep, and especially long pauses 
more volatile than the duration of the first and second tones. Long pause less long in sheep with rapid 
pulse, and conversely, longer in sheep with a rare heart rate. 

Found that systolic rate in sheep is directly related to frequency heart rate. 
Calculations to determine the permeability of the blood vessels based on the testimony the total 
protein and hematocrit showed that both in the vessels of the systemic circulation, and in the vessels 
of the intestinal region, the transition is not only fluid but also proteins in the main direction of the 
fabric → blood, and (in lesser extent) in the direction of the fabric ← blood. Less common state of 
equilibrium (table.2). 

The data in Table 2 show that the loss of fluid and protein is much higher in the vessels of the 
systemic circulation than in the vessels of the intestinal region. Correlation analysis did not reveal any 
relationship between systole and movement of water and protein in the direction of the blood → 
tissue. However, was a significant relationship (P <0.05-0.001) between the loss of fluid from the 
blood vessels and lymph pressure. Similar connection speed in the intestinal lymph flow and cervical 
lymph vessels could not be identified (table.1,2). 
 
Table 1 
The value of lymph flow, arterial, venous and intra lymphatic pressure in normal sheep 

Sheep lymph flow, ml/min lymph pressure, mm. 
water column 

arterial pressure, 
mm. 

mercury column 

pressure in the 
common 

mesenteric vein, 
mm. 

water column 
intestina

l 
cervical intestinal 

 
cervical intestinal 

 
cervical 

1 0,44 0,09 38 20 120 40 10 
2 0,82 0,19 12 8 110 45 9 
3 0,90 0,25 20 13 107 57 10 
4 1,00 0,22 36 17 110 55 9 
5 1,30 0,31 10 16 130 60 14 
6 1,40 0,26 68 21 104 62 16 
7 1,50 0,36 42 18 108 62 18 
8 1,56 0,37 43 20 120 65 18 
9 1,60 0,57 48 24 110 65 10 

10 1,80 0,85 40 23 104 70 20 
M± 1,23 0,34 36 18 121 58 13 
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Table 2 
Indicators of capillary permeability in healthy sheep in normal 

sheep Loss of fluid and protein per 100 ml of arterial blood 
In vessels of the great circle In the vessels intestinal region 

for  fluid, ml for protein,% for  fluid, ml for protein,% 
1 +8 +0,11 -14 -0,10 
2 -8 +0,18 -11 -0,06 
3 -25 -0,23 -0 -0,16 
4 -19 +0,06 -11 -0,24 
5 -35 -0,3 -20 -0,12 
6 -35 -0,69 -16 -0,18 
7 -20 -0,31 -4 -0,19 
8 -11 -0,40 -11 -0,21 
9 -24 -0,21 -11 -0,13 
10 -30 -0,43 -4 -0,08 
M± -23 

3,3 
-0,34 
5,5 

-10,2 
1,6 

-14,4 
1,8 

Note: Phase (+) represents the water pressure and protein in the direction of tissue-blood (-) 
blood-tissue and (0) the equilibrium state. 

 

In chronic experiments on 23 animals were studied reflex influences from one to the other 
lymph lymphatic vessels and heart function (ECG). Increasing intralyuminalny and end pressure in 
the lymphatic vessels - a receptor in most of the experiments was accompanied by inhibition of lymph 
flow in the other lymphatic vessels and slowing of heart rate. If prior to stimulation of the lymph flow  
from cervical lymphatic vessel was 0,32 ± 0,07 ml/min, in a period of increased pressure in the 
mesenteric lymph vessel he stopped equal 0,09±0,04 ml/min (п=10, Р<0,01). This is not by the nature 
the reaction was observed by the intestinal lymphatic trunk during stimulation of baroreceptors of the 
cervical lymph trunk. Changes in cardiac function with increasing pressure in the lymphatic vessels 
(the cervical, mesenteric, hepatic) expressed significant elongation (P <0.01) of the cardiac cycle (P = 
P), the of unreliable change intervals PQ, PR, ТР. 

In experiments with intramuscular introduction kallekreina 3 sheep intestinal catheters, 
cervical lymph ducts and the parotid gland found that in response to the administration of the drug is 
increased lymph separated, increased heart rate and profuse salivation. 

The effect of the lymph flow and heart rate were the highest for 60 minutes, and saliva for 30 
minutes (table. 3). Correlation analysis revealed a significant association between intestinal, cervical 
lymph flow and pulse rate (Р<0,001). Analysis of the total protein content showed that 45-60 minutes 
is a noticeable increase in his intestinal (in 3,2-5,9%) and in the cervical (at 7,9-9,9%) in the lymph 
(table.3). 
 

Table 3 
Change in lymph flow, pulse, salivation and total protein with intramuscular injection 
kallekrina 
 

Indicators of Time, min 
norm 15 30 45 60 75 90 

Lymph 
flow, 

ml/min 

intestina
l 
 

1,90±0,
08 

1,22±0,
17 

0,78±0,
11 

1,58±0,
35 

2,40±0,
50 

2,30±0
,35 

1,06±0,
12 

cervical 0,46±0,
09 

0,78±0,
18 

0,61±0,
23 

0,70±0,
11 

1,46±0,
28 

1,49±0
,34 

1,51±0,
11 

Total 
protein,% 

intestina
l 
 

3,34 3,32 3,36 3,45 3,54 3,36 3,26 

cervical 2,91 2,56 2,57 3,14 3,20 2,54 2,76 
Pulse beats per 

minute 
44,0±1,

4 
42,0±1,

6 
51,0±0,

08 
62,0±2,

2 
60,0±1,

6 
52,0±2

,1 
46,0±0,

8 
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Salivation, ml/min 0,65±0,
07 

1,30±0,
09 

1,46±0,
15 

1,34±0,
02 

1,07±0,
05 

0,82±0
,06 

0,60±0,
08 

4. Conclusion 
Our results show that in normal sheep, there is some association between changes in lymph 

circulation and blood circulation and transcapillary exchange of fluid and plasma proteins. This 
relationship was not always clear, which confirms the presence or absence of correlations, the degree 
of reliability. Apparently, we have identified a positive relationship between the amount having 
withdrawn from the blood vessels and the pressure of the fluid in the lymphatic vessels in the absence 
of any correlation between the systole and release fluid from the blood vessels and plasma proteins 
can be explained. It is known that the pressure of the lymph, which provide its current depends not 
only on the pressure within the lymphatic vessels, and a number of other supporting factors (10). As 
for the lack of correlation between the systole and transcapillary exchange of fluid and proteins, there 
is evidence that the formation of lymph depends not only on the hydrostatic forces, but also on the 
level of permeability of biological barriers (10). This is also demonstrated by our experiments with 
intramuscular introduction kallekreina, which caused not only a rapid heart rate, and increased 
vascular permeability, which is consistent with the literature (11). 
 We have also revealed the presence of interceptive reflexes and set intra lymphatic reflex 
effect of lymphatic vessels on cardiac function. 
 It is known that gematolymphatics balance is maintained and constantly maintained, if there 
is a balance between transport of fluid from the blood into the tissues and venous and lymphatic 
return(10).  
 Comparison of the nature of reflex influences from the lymphatic vessels to the lymph vessels 
and the heart strongly suggests that the increase in pressure in the lymph collectors, causes inhibition 
of cardiac activity, apparently, reduce filtration of blood capillaries and thus has a regulating effect 
gematolymphatics equilibrium body. The same idea is confirmed by experiments with the 
introduction of pancreatic kallekreina when in 3 cases after a sharp increase in cervical lymph flow 
(15 min.) reported slowing of heart activity, it is very obvious due to the reduction of intestinal lymph 
flow for 30 minutes. The same seems to indicate we have identified in these experiments is a direct 
positive correlation between the cervical and intestinal lymph flow (Р<0,01). 
 Thus, these data suggest that each region of the body and the body as a whole is determined 
by multiparametric lymph circulation relationship between different functional systems (lymph, 
blood, heart activity, the state of biological barriers), providing homeokinesis. 
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Abstract: 
Human Resource Development (HRD) is a framework for the expansion of human capital within an 
organization. It is a combination of training and education that ensures the continual improvement and 
growth of both the individual and the organization.HRD mechanisms fall in one of the elements of 
HRD climate, which measure the extent, to which the HRD mechanisms are implemented. Various 
HRD mechanisms such as training & development, career planning, career development, career 
counselling, performance appraisal system, organization development, quality of work life, workers 
participation in management are being used in various organizations for building HRD climate. 
Research on HRD mechanisms at National and International level, particularly in Health care sector is 
limited. Taking into consideration the limited study on Health care sector, the present study was 
undertaken on two hospitals-SKIMS & SMHS in the state of J&K with special focus on Performance 
Appraisal system (PAS) and Training and Development (T&D). 

 
Key Words: HRD Climate, Performance Appraisal System, Training and Development 
 
Introduction 

Human Resource Management is a means for improving efficiencies in terms of better 
productivity, reduction of costs, better generation of internal resources, better profits and better 
customer service. Human Resource is considered to be very crucial in the organization's well-being. 
Organizations will have to build global capabilities such as the ability to seamlessly move talent, ideas 
and information around the world to create products and services at an optimum pace with quality 
above par. They will have to build an employee infrastructure for hiring, maintaining, training and 
developing that takes a global perspective which is made possible through the Human Resource 
Development (HRD) activities. Human Resource Development (HRD) department is, thus, should be 
a continuous process to ensure the development of employee competencies, dynamism, motivation 
and effectiveness in a systematic way. Experiment on 14 different organizations, 7 public and 7 
private, were analyzed by T V Rao using the framework of HRD linkage and the results revealed that 
Human Resource Development (HRD) as a function has evolved in India indigenously from the year 
1975 when Larsen &Toubro (L&T) conceptualized HRD as an integrated system and decided to 
separate it from the personnel function. Since then, most organizations have started new HR 
departments or redesigned their personnel and other departments as HRD departments. The 
organization was looking at the PAS, but it was felt that it may not achieve objectives unless 
accompanied by other sub systems like potential appraisal, T&D. In Crompton Greves LTD (CGL), 
PAS was identified as priority area. CGL started thinking about introducing HRD systems in 1979-80. 
L&T Construction Group (ECC) identified several issues facing them; one of the issues which was 
prioritized first was performance appraisal. A new appraisal system called as performance analysis 
and development system (PADS) has been developed and is being implemented. Jyoti LTD, initiated 
HRD with the attempts to redesign the PAS. TVS Iyenger & Sons divided its personnel function into 
personnel administration and HRD. The organization focused on manpower planning, job rotation, 
training, potential appraisal, career planning, job enrichment etc. Voltas Ltd while reviewing that 
reasons for its poor performance, came to the conclusion that inadequate attention was paid to the 
development of human resources. Voltas revised their PAS from time to time. The HRD unit at 
Sunderam Fastners Ltd(SFL) has been working on different HRD mechanisms. Research was 
conducted for introducing new PAS. Training needs were identified through PAS. Bharat Earth 
Movers (BEML) initiated HRD in 1978 & 1979 focussing on PAS, performance counselling, training, 
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career development & potential appraisal exercises. BHEL’s sudden dip in production was a matter of 
concern for the organization and an OD department was formed in 1981. The organization started 
introducing a new PAS. Bank of Baroda (BOB), with the help of consultant introduced a separate 
HRD department to look after manpower planning, training & PAS. HRD department also 
strengthened the training function. SBI started HRD practices by introducing a development oriented 
performance appraisal system and simultaneously started working on other areas as job rotation, 
training, career dev, feedback & counselling. HRD mechanisms like T&D & survey feedback were 
initially used in State Bank of Patiala (SBP). Later on, job rotation, PAS, career planning & 
manpower planning were paid attention to .It was in 1958 that Indian Oil Corporation (IOC) set up 
HRD departments in each unit. Today, there are high expectations from HRD. Human Resource 
Development is the frameworks for helping employees develop their personnel and organizational 
skills, knowledge and abilities. Human Resource Development includes such opportunities as 
employee training, employee career development, performance management and development, 
coaching, succession planning, key employee identification, tuition assistance and organization 
development. 
 HRD being an important function of HRM has been incorporated in almost all the 
organizations either on a small or large scale. Research on 20 organizations reveals no such 
organization which survives without a HRD department. Sooner or later every organization has 
realized the importance of such a department which would take care of the developmental aspect of 
their HR. 40 organizations from all areas were studied on the aspect of HRD. Lanco Global Systems, 
having IT as the nature of activity was established in 1999 and HRD was introduced by the chairman 
and MD, who are of the opinion that HRD is like a flower in bloom to be experienced. Narayan Murty 
initiated HRD in Infosys-an IT service and IT consulting organization, established in 1981, where 
ongoing training programs meet the different learning need of employees in specific areas of 
technology, management, leadership, cultural and communication skills and other soft skills. Toyota 
established in 1948, believes that developing people extends beyond vehicle manufacturing, helps 
people improve the quality of life. Steve Job realized the importance of HRD and helped Apple 
employees to be specialists in every role. Face book, a recently established (2004) social networking 
site focuses on developing employees to increase employee satisfaction, which in turn has led to 
increased productivity in terms of increased revenue every year. Google, dealing in internet and 
computer software, encourages highly trained employees. Honda (1948), an automotive and aviation 
concern, focuses on innovation, value creation, customer satisfaction by increasing dedication on the 
part of workers. Sanjay Bali (VP-HR) in Samsung is of the belief that employees are its most 
important asset. The organization which was established in 1995, believes that by giving opportunities 
for growth, employees will perform to their fullest potential. Mahindra Satyam an 1987 established IT 
service, IT consulting and software service organization has trained employees thus believing in HRD 
aspect. 
 Hyundai believes in “quality”, and has developed quality HR and products. Northern Trust, 
though an old organization, hasn’t yet focussed much on HRD. The place is not progressive but 
values creativity. The top management at Hero Group initiated HRD practices, focussing on 
innovation and value creation. IKEA- established in 1943 and a dealer in furniture has reduced 
employee turnover. Performance of duties is in accordance to the schedule. The organization enables 
people to grow. The vision of the leaders of yesteryears at SIMA (South Indian Mills Association)-
1933 led to the development of the HRD centre. Industries realized that the solution of all problems is 
one necessary aspect i.e. HRD. At Royal Bank of Canada, establishment of HRD has led to fewer 
turnovers. The organization commits to structured performance management system that continually 
empowers employees to succeed. Wipro (1980) provides fewer opportunities in terms of HRD to the 
employees. Arvind (1931) dealing in garments, furnishes highly skilled and trained employees, 
focuses on effective performance. Pepsi (1989) focuses on HRD aspect in a different way by giving 
early responsibility, risk taking and participation in management. The organization is geared to churn 
people to develop them. LG-a 1958, mobile equipments and digital appliances company lacks a 
proper HRD area. Most employees are thrown into positions without proper training or orientation, 
are bombarded with work, given additional responsibilities in a short span of time. 
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Review Of Related Literature 
Jane & Robin (2007), conducted a research on International Performance Appraisal policies 

practices and processes in Australian subsidiaries of health care MNC’s. The findings suggested that 
the host country manager’s experience of the appraisal often resulted in the manager perceiving 
limited opportunities for career development and advancement in the company. The findings showed 
that there was complete dissatisfaction with the feedback and follow up. A total of 78% were 
dissatisfied with the feedback and 95% experienced no follow up after the feedback. Only a third of 
the HCMs believed their current appraisal was beneficial to them. The study revealed three core 
problems that represented major influences on the PA process for HCMs. Firstly the HCM’s appraisal 
was found to be limited because of the firms overwhelming short term emphasis on sales and profit 
termed ‘bottom line’. Secondly the HCM was disadvantaged by being solely dependent on the remote 
relationship with his/her supervisor, who rarely had any commitment to the HCM’s appraisal because 
his/her primary concern was the sales and profits of the business. Thirdly, the appraisal was found to 
be influenced by the international strategy and the structure adopted by the parent MNCs. An 
investigation was conducted on development of competence based management and performance 
assessment system for academic management by Pooja & Suri (2010), the paper explored the various 
competencies and their relevance to educational institution. The study was aimed to explore the 
relevance of the competencies from the industrial sector in education sector. The study provided the 
base for the competency model for the faculty members. Claudia, Isabel & Van (2000), conducted the 
research on Managing the Performance of Family Physicians in the Portuguese National Health 
System. The paper explored the awareness, among health system managers at various levels, of 
problems with performance, as well as their perception of what was being done and what could be 
done to improve it. This study showed that performance management was a poorly developed part of 
the management armamentarium of public sector managers in the Portuguese NHS. Health services 
managers appeared aware of the need to find mechanisms for performance management at the 
institutional level, but showed little concern for performance management at in the individual or sub-
institutional level. Moreover, they apparently focused on evaluation of process and structure, and 
made little or no mention of assessing production of health. 

A survey on the case of health sector regarding using performance management to meet 
changing citizen needs in the Mauritian context by Hemant & Needesh (2006), a survey was carried 
out among Public sector officers in the Mauritian Health Sector to find out how far they took into 
consideration the needs of citizens when it came to analyzing their performance and setting 
performance targets, and finding the rationale for such choices. From the analysis of the present 
situation in the Mauritian Public Health Sector, however, it seemed that not all conditions were 
present for the implementation of performance management in Mauritian public hospitals with a view 
to improving quality of services dispensed. There were different piece-meal solutions that had been 
implemented so as to meet the needs of citizens. Performance management in the case of Mauritian 
hospitals, nevertheless, was still a farfetched idea because irrespective of how good a technique it is, 
there was a fear to implement it due to sheer shortage of staff who still had to satisfy the customers to 
the ‘extent possible’ . Performance management or not, there were indications that, at least, there had 
been continuous improvement in quality of service and reduction in the time taken to provide services 
to citizens in Mauritian hospitals by increasing the number of doctors and other staff and equipment 
including new types of specialized care previously not possible to provide locally.  

An assessment of performance, management in the health care industry covering public-
private sector hospitals was carried by Aykut, Mikail & Kuralay (2011), and the findings suggested 
that Performance appraisal was either never carried out in the public hospital or carried out once a 
year at most; whereas it was conducted in the private hospital once-twice a year mostly by the hospital 
management. The most common performance appraisal method in both hospitals was ―Comparison 
Methods. Rewarding mechanisms was mostly ignored in both the public and the private hospitals. 
According to the results of the questionnaire administered to 78 doctors employed in the public and 
private hospitals, the most common problem in performance management was the non-objective 
character of performance appraisal. Between the hospitals, only the problem of different working 
styles of individuals differed. Other problems did not differ from one to the other. According to the 
results of the questionnaire administered to 78 doctors employed in the public and private hospitals, it 
was observed that only favouritism, among the mistakes made by hospitals in performance appraisal, 
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was different in the two hospitals. It was determined that this mistake was more widespread in the 
public hospital. Effects of other mistakes in appraisal did not differ from one hospital to the other.  
Finally, it could be stated that it is necessary to constantly perform monitoring and correcting 
activities in order for a hospital to manage performance. For this, the hospital management should be 
fully committed to the practice of performance management system. The performance management 
project could not continue unless this goal is fully guaranteed. 

A study on executive MBA students in Bangladesh regarding employee perception of 
performance appraisal politics was conducted, which investigated the relationship of employees' 
Perceptions of Performance Appraisal Politics (POPAP) with the employees' organizational outcomes 
such as job satisfaction, organizational commitment and turnover intention among the full time 
working (executive) MBA students in Bangladesh. The results of this study on the 67 executive MBA 
students selected from the four business schools in Bangladesh confirmed that the employees' POPAP 
for punishment motive significantly reduced their job satisfaction and organizational commitment and 
encouraged them to quit the organization. Contrarily, the employees' POPAP with a motivational 
motive, increased job satisfaction and organizational commitment and reduced the turnover intention 
of the employees. In order to facilitate the discussion, sub group analysis was conducted based on the 
gender, age, type of employees, and experience (in years).At first, t-test was conducted to see whether 
employees' FOPAP for motivational motive, punishment motive, satisfaction and commitment level 
and turnover intention differed based on their gender. No significant difference was observed between 
male and female in this regard. The employees' POPAP for the punishment motive significantly 
reduced the employees' job satisfaction and organizational commitment, and encouraged them to quit 
the organizations. Conversely, the employees' POPAP for the motivational motive, increased the job 
satisfaction and organizational commitment, and reduced the turnover intention of the employees. 
These findings signified that the employees favoured those kinds of performance appraisal politics 
that benefit them.  

Motivation, Performance and Satisfaction among University Teachers was compared in 
Public and Private Sectors in Pakistan and Malaysia. The research aimed to determine the difference 
in performance, achievement motivation and job satisfaction of teaching faculties of selected private 
and public sector higher educational institutions of Pakistan and Malaysia, which are countries 
representing South/South-East Asia in cross-cultural perspective. The study revealed that private and 
public sector management were playing significant role in managing teaching faculty of educational 
institutions of Pakistan and Malaysia. There did not seem cross-cultural difference between Pakistan 
and Malaysia when performance and job satisfaction of teaching faculty of private sectors is 
concerned; however, both private and public sectors educational management of Malaysia seemed to 
be doing vital job in developing more achievement motivation in their teaching faculty than Pakistani 
management. Moreover, performance of public sector Malaysians teachers appeared to be more than 
Pakistan public sector teachers, although it was not in the low range. Nevertheless, public sectors 
teachers of Pakistan were more satisfied with their jobs than private sector Pakistani teachers. 
Jawahar & Stone, (1997), surveyed the Effects of Appraisal Purpose, Perceived Consequences, and 
Rater Self Monitoring on Leniency of Ratings and Decisions in the education sector. This study 
investigated one avenue through which appraisal purpose influences ratings and related personnel 
decisions. Support for hypotheses suggested that ratings and decisions were more likely to be 
distorted as the severity of consequences increased. Weiyan, Yinmin , Mu Hu & Xiumei 
(2009),surveyed the Performance evaluation of inpatient service in Beijing: a horizontal comparison 
with risk adjustment based on Diagnosis Related Groups. Evaluation was undertaken at all at all large 
public hospitals of general acute care in Beijing.  

Melkidezek , Eustace ,Mwangu  & Naboth (2008),conducted a cross sectional study involving 
a sample of 448 hospital workers regarding motivation of health care workers in Tanzania: A study of 
Muhimbili  National Hospital. A research examined the experiencing performance appraisal in a trust 
hospital. Article firstly examined the changing nature of employee management under PA, before it 
investigated the contemporary usage of PA and the effects on women. This was illustrated with 
research, gathered from a case study in the Midlands. The article also examined the changing focus of 
PA as a means through which the marginal and not so marginal performer could be controlled. 
Analysis focused on the use of subjective images of ‘women’, through PA, for creating functionally 
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flexible workers in a ‘quality’ environment. Bharati & Kirti (2011), researched to bring about a 
linkage in Balanced Card to Performance Management System a Process Model.  

Sorush (2000) expressed the same point in this field. The research outcome also showed that 
the performance appraisal results had a little effect on increasing the motivation level. The research 
also showed that in the present appraisal processes, there was a low or medium level in the justice, the 
concreteness of the method standards and the authorities control on the appraisal trend. A study of the 
various performance management systems adopted by select Indian private sector organizations was 
conducted by Bindu & Ashish (2011), this paper tried to find out the performance management 
systems adopted by select Indian Private Sector Companies and the kind of measures they used to 
measure their performance. This research found that all the companies were using both financial as 
well as non-financial measures to measure their performance and most of the managers were satisfied 
with their existing performance management systems. The main objective of this research was to find 
out the different types of Performance Management systems that were used by the Indian Private 
sector Companies. A whole lot of Performance Indicators were revealed by the companies surveyed 
consisting of both financial and non-financial ones and all Companies were using a whole lot of 
financial as well as Non-financial Measures in every functional aspect be it customers, environment, 
employees and even internal control. The most widely used performance management system as per 
this survey was the 360 degree appraisal followed by TQM, and Activity Based Costing. This showed 
that organizations were more oriented towards employee appraisal than the whole performance of the 
organization. Most of the Managers were happy with their existing performance management system 
and very few were thinking of changing their existing PMS. The one’s wanting to change their PMS 
said that they would like to go for the contemporary PMS like the Balanced Scorecard. Manoharan, 
Muralidharan & Deshmukh (2009), surveyed employee Performance Appraisal using Data 
Envelopment Analysis. This study supported the ideas that rating formats needed re-examination with 
a focus on computer based models as an alternative to traditional rating methods. Earlier adopted 
methods had seldom identified and quantified the individual factors for inefficiency whereas DEA 
could overcome these shortfalls.  

A cognitive analysis on moderators of sex bias in the performance appraisal process was 
conducted and the study was designed to analyze both processing characteristics and situational 
moderators which operate to influence sex bias in performance evaluations. More specifically, this 
research was designed to address the influence of rate sex on the recall and the ratings assigned in 
performance appraisal. An attempt was made to determine which, or if both, recall and rating stages in 
the process were susceptible to an influence of rate sex. An additional purpose of this study was to 
identify the situational factors which acted to moderate the influence of rate sex in performance 
evaluation. This study provided findings which enhanced the understanding of how sex bias operated 
to influence performance evaluations. These results identified contrasting levels of sex bias 
susceptibility among different points in the appraisal process. These findings suggested that raters 
were able to remember performance incidents without the interference of sex bias. Hence, processes 
preceding recall such as observation and encoding may not be subject to sex bias. These findings 
suggested that sex incongruence did play a role in the sex bias process, however not in the way that 
was predicted. The results of this study suggested that sex bias in evaluations was eliminated once the 
gender of the sex-incongruent rate was unique. These findings suggested that cognitive as opposed to 
motivational reasons might underlie sex bias in evaluations.  

A research carried on the match between motivation and performance management of health 
sector workers in Mali, showed that the main motivators of health workers were related to 
responsibility, training and recognition, next to salary. These could be influenced by performance 
management (job descriptions, supervisions, continuous education and performance appraisal). The 
results showed the importance of adapting or improving upon performance management strategies to 
influence staff motivation. The study revealed that the main motivators for health workers in all eight 
professional categories were related to recognition or appreciation, responsibility and training. 
Although salaries and incentives were important factors for health workers and should not be 
neglected, the study did show that gains in motivation could be made by giving greater responsibility 
to staff, by holding staff responsible and by improving mechanisms for recognition. Suresh in his 
assessment of appraisal of management for lending decisions concluded that the personality traits of 
an entrepreneur were manifested by his/her behaviour characteristics. It is however clear that many of 
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these traits had an important bearing on the borrowers capacity and propensity to repay loans, making 
it imperative for lending institutions to assess the management of a firm for these traits before taking 
lending decisions. In determining the research group performance, Janet & Andrew(2002), concluded 
that the study of high achieving, high impact research groups found a number of factors to be central 
in determining their success, namely strong leadership, finding, motivating and retaining talent, 
strategies of related diversification, strongly linked theory and practice, network connectedness. Bard 
(2007), in an exploration of how the employee-organization relationship affected the linkage between 
perception of developmental human resource practices and employee outcomes, covered 64 local 
savings banks in Norway and the results showed that four indicators of the EOR (perceived 
organizational support, effective organizational commitment, and procedural and interactional justice) 
moderated the relationship between perception of developmental HR practices and individual work 
performance. 

 John, Stephen, Cherrie (2002), focused on a study to empirically examine the current 
purpose of performance appraisal in ten different countries and regions in Asia, North America and 
Latin America. The paper also examined how the respondents believed the purposes of appraisals 
should ideally be practiced. Research by Debasish & Amir (2008) evaluated the position and 
performance of Human Resources of National Thermal Power Corporation (NTPC) Limited with the 
help of its human resource accounting information both during the pre and post liberalization periods 
and made a comparison between them. The study revealed that the company achieved a very high 
profile in the performance of its human organization in the post liberalization period, combating 
efficiently in the process all the obstacles that emanate as a result of liberalization, globalization and 
competitiveness. Although there was a declining trend in the relative importance of non executives in 
the company, an overall increasing trend in the ratio of HR to TR indicating the growth importance of 
HR on the part of the company was noticed in the post liberalization period under study. The overall 
performance of HR of NTOC Ltd. improved notably in the post liberalization period. A better 
consistency in the performance of HR of the company during the post liberalization period was also 
revealed in the study. The company was able to make its human organization stronger with full of 
skilled personal having higher productivity in the post liberalization period. The net outcome of all the 
performance measures used in this study confirmed a remarkable improvement in the performance of 
HR during the post liberalization period. The operating performance of the company was positively as 
well as significantly associated with the performances of its executives and non executives only in the 
post liberalization period. Another notable outcome of the study was that the joint influence of the 
performances of executives and non executives of the company on its operating performance was also 
very significant during the post liberalization period. In fact the company was able to achieve a very 
high profile regarding the performance of its human organization in the post liberalization era by 
combating quite efficiently all the obstacles emanating from liberalization, globalization and 
competitiveness.  

A study on 360 degree Performance Appraisal System in Reliance Life Insurance, Udumalpet 
by Vijaya & Umamaheshwari (2009), was carried with the objective to study the effectiveness of an 
employee’s performance based on 360 degree performance appraisal system in Reliance Life 
Insurance. To evaluate the performance of the employee from the perspective of immediate 
supervisors and from the perspective of customers and to suggest suitable measures to improve the 
performance of the individuals based on the analysis. The researcher concluded that the 360 degree 
performance appraisal system helped to identify training needs, performance of employees, and 
determination of rewards/incentives and steps to promote communication from the perspective of the 
employees themselves, superiors and from the customers.  

Kumar (2000), focused on the neglected activity i.e. Performance Appraisal of Senior level 
Managers. The findings indicated that the managers of the companies were by and large aware of the 
importance of HRD. However, most of them did not fully understand the techniques of HRD and the 
linkage between HRD and performance appraisal. Of the 20 companies taken up, one did not favour 
the study in its organization on the ground that it did not have any formal appraisal system while other 
company did not want the study in the organization due to obvious reasons. Of the balance 18 
companies studied, 8 did not have any formal appraisal system. Among the remaining 10, in 8 
companies the form for assessing all level managers was the same. Only two companies were having 
somewhat satisfactory to good systems for managers including a separate format for assessing the 
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performance of senior level managers. It was observed that there was lack of Performance planning, 
counselling and feedback, non inclusion of potential appraisal, inappropriate factors of assessment, 
too many factors of assessment, lack of transparency, limited use of appropriate data, non availability 
of appraisal manual, non consideration of the views of the executives in designing a suitable appraisal 
system, even the management of some of the companies were not satisfied with the operation of the 
system but were continuing with the same system. A fact which emerged clearly was that the proper 
and formal appraisal of performance of senior level managers was practically non-existent.  

A study of power sector in India- Benchmarking a tool for enhanced performance, Geetika & 
Neeraj (2007), concluded that benchmarking was essentially an extrapolation of human tendency. It 
was a natural phenomenon and therefore could be implemented with little effort. Also the virtuous 
circle of continuum performance introduced earlier in the study actually works. Benchmarking was an 
important tool to track performance over a period of time and to identify realistic targets and priorities 
for action. Steven, Guy, Arindam (2010) investigated the relationship between firm strategy and the 
use of performance measures in executive compensation. Analysis showed that there was an increased 
emphasis on sales in the determination of executive compensation for firms pursuing a cost leadership 
strategy, which sought to achieve their competitive advantage through low price and high volume. In 
contrast, there was a decreased emphasis on accounting measures in firms pursuing a differentiation 
strategy, which required investments in brand recognition and innovative products, investments that 
were subject to unfavourable accounting treatment. These results indicated that compensation 
committees linked executive rewards to firm strategy.  

Sanjay (2010), studied the performance evaluation of selected top ten mutual funds in India 
on the basis of last one year’s return. Manish & Smita(2007),study investigated the relationship 
between facets of the performance appraisal and perceptions of procedural fairness of human resource 
practices with perceptions of the effectiveness of the performance appraisal system among a sample 
of 250 managerial personnel from three large scale manufacturing organizations. Results revealed that 
all the system and process facets of performance appraisal had positive relationship with the perceived 
effectiveness of the performance appraisal system (PAS) with the exception of “system complexity”. 
Results also revealed that while the procedural fairness of the human resource practices suppressed 
the negative relationship between “system complexity” and effectiveness of the PAS, it emerged as a 
moderator of the positive prediction of effectiveness of the PAS by ‘system openness’. Findings 
revealed that the process facets had a strong relationship with the perceived relationship with the 
perceived effectiveness of the PAS. All the three dimensions of the process, that is, multiple inputs, 
session planning and session feedback were significantly related with perceived effectiveness of the 
PAS.As expected the three process facets were also found to be strongly related with procedural 
fairness of the organizations human resource practices. Another study examined the relationship 
between the organization’s performance appraisal ‘system’ and ‘process’ facets, members’ perception 
of the effectiveness of the performance appraisal system and organizational commitment. The study 
was conducted on a sample of managerial personnel in a manufacturing organization in North India. 
Results showed that the process facets, namely session planning and multiple inputs, positively 
predicted the perceived effectiveness of the performance appraisal system. Results further showed that 
the process facets-‘multiple inputs’, ’session feedback’ and ‘session planning’ were positive 
predictors of ‘affective’ organizational commitment while ‘continuance organizational commitment 
was positively predicted by both the system facets-‘system commitment’ and the process facets-
‘session planning ‘ and ‘session feedback’. Results also showed that with the exception of ‘system 
complexity’, all the system as well as process facets were significantly correlated with affective 
commitment and continuance commitment. Only the process facets emerged as significant predictors 
of affective organizational commitment. Stepwise regression analysis of performance appraisal facets 
with continuance organizational commitment showed that the process facets-session feedback and 
session planning positively predicted 62% and 3% variance in continuance organizational 
commitment.  

An appraisal of Performance appraisal in the Indian Scenario, Amit (2006), discussed the key 
limitations of present appraisal system in Indian Industry. It further discussed the results of a study 
conducted in a large construction organization regarding the effectiveness of present performance 
appraisal system. The results were compelling, revealing extreme dissatisfaction among employees 
regarding the system. Gary, Yvonne, Rafik (2000), examined factors associated with the board’s 
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adoption of a formal process for evaluating the performance of the corporation’s chief executive 
officer (CEO) The sample was drawn from the hospital industry. The study revealed that more 
competitive the market, the more likely the hospital boards were to adopt a formal CEO performance 
evaluation process. Managerial perceptions of various dimensions of an effective Performance 
Appraisal System (PAS) were investigated through a survey conducted in a North Indian synthetic 
yarn-producing organization. The data revealed that managers perception and expectations of issues 
related to the nature of the appraisal process, guidance and counseling sessions, assessment of 
performance in key result areas, and ratings by superiors and feedback presentation. These varied 
greatly at all levels, thereby posing challenges for the HRD department in designing an effective 
performance appraisal system. Managers also perceived the existing PAS to be only moderately 
effective.  

Vikash & Abha(2002), designed a Performance Appraisal System for shop floor employees. 
The study was conducted in Tata Bearing Division at Kharagpur, West Bengal from July 2001 to 
December 2001. Study on employees opinion on 360 degree feedback system, Gunavathy & 
Vidhya(2005), the study served as a dip stick survey to understand the employees views on the 360 
appraisal system prevalent in the organization from the following perspectives, understanding of the 
360 degree feedback system, views on the 360 degree feedback system prevalent in the organization, 
perceived merits of the 360 degree feedback system, perceived de merits of the 360 degree feedback 
system. A study on Organizational Climate vis-à-vis organizations, Souvik (2005), developed a scale 
to measure performance appraisal climate (PAC). Overall organizational climate had a direct bearing 
on the present utility of performance appraisal. Majority of the extension personnel perceived existing 
PAC and organizational climate as below average or poor. Out of twelve PAC dimensions, nine 
dimensions were found to be significantly related to overall organizational climate of State 
Department of Agriculture while seven dimensions were significantly related to overall organizational 
climate of the Non Government Organizations (NGOs). The PAC dimensions namely participation, 
performance standards, superior-subordinate relationship and employee acceptance together 
constituted more that 50% of total variation in overall organizational climate.                                                                                                                                                                                                                            

June, Cynthia & Martin (2000), carried out the research on Effects of training method and 
learning style on Cross Cultural training outcomes and the results indicated that cross cultural attitude 
and trainee reaction were more positive when the training method matched trainees learning styles 
than when it did not. Nguyen, Truong & Dirk (2010), the analysis indicated that the relationship 
between training and firm performance might be mediated by employee knowledge and attitude. 
Furthermore, capital investment or organizational strategy does moderate the training performance 
relationship. Stephen, Craig, Barbara & Kenneth (2006), surveyed that the level of perceived training 
needs varied dramatically by job category and health department type. When comparing aggregate 
training needs, public health workers with greater day to day contact indicated a greater need for 
training than their peers who did not such as those working in administrative positions. A series of 
studies was undertaken to establish the training and development needs of nurses and midwives 
working within a variety of contexts in Indonesia, with the ultimate aim of enhancing care provision 
within these domains. The majority of health delivery was undertaken by nurses and midwives 
educated to secondary school level only, with the higher, more specialist qualifications being 
delivered by educators with restricted clinical experience. This, together with a context of high 
demands for health care, restricted resources and limited equipment and facilities, inevitably presents 
a real challenge for the Indonesian health system. The vast majority of nurses and midwives (60%) 
had inadequate training and preparation for the role, which created the potential for substandard care 
delivery. An intensive in-service training program improved the performance of village midwives in 
three out of five key skill areas. A comparison of the two ratings on any item provided an assessment 
of the training need associated with it, in that tasks considered to be highly crucial but not well-
performed had a training implication, while those items for which criticality and performance were 
rated similarly had little training requirement. The occupational roles of the midwives varied 
significantly by province, indicating regional service delivery distinctions, but very little difference in 
the roles of hospital and community midwives.  

One of the research on the importance of human resources management in health care: a 
global revealed that the relationship between human resources management and health care was 
extremely complex, particularly when examined from a global perspective. The research and analysis 
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have indicated that several key questions must be addressed and that human resources management 
could and must play an essential role in health care sector reform. The various functions of human 
resources management in health care systems of Canada, the United States of America, Germany and 
various developing countries have been briefly examined. The goals and motivations of the main 
stakeholders in the Canadian health care system, including provincial governments, the federal 
government, physicians, nurses and allied health care professionals, have been reviewed. The 
possibility of a major change in the structure of Canadian health care was also explored, specifically 
with regard to the creation of a two-tier system. A comparative analysis between Japan and Malaysia-
Education and Training in the Auto Manufacturing Industry. A comparison of education and training 
practices of the Japanese companies with those of locally owned firms in the auto manufacturing 
industry revealed a number of similarities and differences. The degree of similarity was high in the 
fields of on-the-job training and off the job training. It was low in such areas as self-development and 
intensity of training. The main difference here between the two countries was that Japanese 
employees were given constant and consistent training throughout their career. Malaysian enterprises, 
however, carried out little training for its employees, at least not until recently. A comparison of 
education and training practices of the Japanese companies with those of locally owned firms in the 
auto manufacturing industry revealed a number of similarities and differences. The degree of 
similarity was high in the fields of on-the-job training and off the job training. It was low in such 
areas as self-development and intensity of training. The main difference between the two countries 
was that Japanese employees were given constant and consistent training throughout their career. 
Malaysian enterprises, however, carried out little training for its employees, at least not until recently.  

Sanjeev & Neha (2005), conducted a study of effectiveness of training as a tool for learning 
and knowledge in BPO sector and the result concluded that training was effective in true sense only 
when it was evaluated in terms of actual learning, knowledge increase and on the job confidence 
thereby meaning that the training evaluation must go beyond just evaluating the immediate reaction of 
the trainees to the training or the effectiveness of the training materials and the methods used. 
Altarawneh,(2009), examined the training and development evaluation in Jordanian Banking 
organizations, the study findings revealed, that although the majority of the organizations evaluated 
their training program, usually there was an absence of systematic and effective procedures for 
evaluation, and most of the organizations relied on external providers to evaluate their T&D program. 
This study showed that the T&D evaluation stage in the Jordanian banking industry was not in a better 
situation than in other Arab organizations. Also, there was a lack of sustainable evidence that the 
T&D evaluation stage in the Jordanian banking industry was likely to be conducted differently than 
when the activity was undertaken in other Arab organizations.  

Mohamed (2004), measured training effectiveness at training institutes and the results 
indicated significant positive reactions to the training program. They also indicated significant 
increase in trainee’s skills and knowledge as a result of the training. A comparative study of education 
officers training in two different cultures by Hood (2003) concluded that the effectiveness of staff 
development was dependent upon appropriate organizational behaviour to support externally provided 
programs. When there was positive correlation between the commitments of immediate superiors to 
their subordinate staff development, a collaborative “no-blame” culture was operating within that 
organization. A multi-country comparative analysis on benchmarking training and development 
practices by Ellen, Colette, Kevin & Michael (2002), indicated that there was no universal practices 
across all countries studied, they didn’t indicate significant similarities in practices within country 
clusters. The common practices founded within these clusters were believed to be influenced by 
cultural values and industry trends. Similarity of training and development across country clusters was 
indeed influenced by industry trends and cultural characteristics.  

Assessment of management training needs of agricultural research managers by Manikandan 
& Anwer (2008), revealed that an analysis of the major requirements for training managers and 
administrators in agriculture suggested that a training program should aim at enhancing their 
capability to understand specific situations, to orient action, and to use effectively a problem solving 
approach. A research on training needs of extension specialists, concluded that the training needs of 
the ESs pertaining to all major areas showed be fulfilled by imparting in-service/refresher training, 
after every two years, particularly in the deficient items. A research carried out on training program 
for self employment-trainee perception on its impact concluded that it could serve as a stepping stone 
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for her to start a small scale business. The training also gave them a feeling of self esteem and 
confidence in their innate abilities. A study on Executives Training Philosophies, concluded that 
“Pursuit of Learning”: this particular philosophy reflected the attitude that training could improve an 
organization by showing people how to pull together. The second philosophy was “justification” and 
the underlying attitude with this philosophy was that people would eventually recognize the 
contributions of training; they considered that trainer was like a teacher who battles against ignorance. 
The third dominant philosophy was “achievements integration” which reflected the attitude that 
organizations were changing and training teaches people how to cope with change. The least preferred 
training philosophy was “escapism “which reflected the underlying attitude that there was no real 
future for trainers. The present study revealed that the executives strongly believed that continuous 
learning is vital and would help in improving their performance in organizations.  

Impact of training programs in HRD activities in PSU, a study by Chimum (2011), revealed 
that the employees were aware of the training facilities offered by the company. It also explained that 
training had impact on workers attitude, which meant that employees felt to work for the benefit of 
the organization if they found training for their benefit. A study in Jindal Steel and power Ltd by 
Suman(2008), on training and development need analysis for ushering change revealed that training 
was needed for a number of reasons like opportunities, strengths, new directions, problems, 
impending change and career development. Training needs identification and evaluation, a study of 
Indian organizations by Prarthana & Pooja(2007), revealed that all the organizations studied had a 
fairly progressive HR set up and a training set up and seemed to have realized the importance of 
training for employees and the organization. Employment status of displaced workers: an effect of 
training, a case study by Tulika (2006), showed that the types of training which had been given to the 
displaced workers was not much effective for the workers to get the appropriate job. Bharat, Samanta, 
Sandhya & Vijender (2006), Management training needs of Agricultural scientists of Indian Council 
of Agricultural Research  showed that the prominent training needs pertained to IT and computer 
applications, statistical application for data analysis, communication and presentation skills, technical 
and scientific writing, research project management, evaluation and impact assessment. Evaluation of 
executive training at NLC Ltd-a case study by Selvam & Panchalan (2003), revealed that training 
program of the respondent’s organization was generally effective. Anuradha (2003), studied the 
designing of a human resource development training for a development organization. Burnout and 
training satisfaction of medical residents in Greece-a study by Pavlos, Nikolaos & Athanasios(2010), 
study provided data on the prevalence of burnout syndrome among Greek residents and their 
dissatisfaction with residency training and job insecurity, both of which were associated with burnout 
subscales. The present study indicated that the gradual limitation of working hours would be a short-
term measure that might not significantly alleviate resident burnout levels if it is not supplemented by 
concurrent long-term reforms of residency training in combination with novel patterns of care 
management, stress reduction programs and other systemic interventions. Relationship between 
training and learning was seen by Elena (2001). Scott, David, James & Mark (2000), studied the 
selection and training for integrated manufacturing, the moderating effects of job characteristics and 
the findings indicated that aspects of integrated manufacturing were positively associated with higher 
levels of selection and training for technical and problem solving skills.  

Kailash, Sunita & Prasad, evaluated training effectiveness and customer satisfaction in Tata 
Steel and the results revealed that organizations must pay attention to the functioning of in-house 
training establishment in order to make them more effective so that the organizational as well as 
individual objectives are fulfilled. The results showed a decline in the satisfaction level of participants 
and their immediate supervisors. Training effectiveness and transfer of learning on the job, was also 
moderate. Training had its impact to improve performance but participants felt that training was not 
related to career advancements. Singh & Joe (2002), undertook a study to assess how private club 
managers perceived the relative effectiveness of alternative training methods to attain specific types of 
training objectives. It indicated that one to one training was the preferred method to attain all 
objectives except interpersonal skill and development. Executive training and development was 
studied by Savita (2002). A study on training motivation and participation Patil & Meenakshi (2005), 
was conducted to identify factors that influenced the training participation of employees. Training as 
an effective HRD technique in banking sector-an opinion survey by Raju (2005), was conducted on 
the various aspects of training viz Management attitude, selection process, quality of training, impact 
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on individuals, impact on productivity and post training assessment in different categories of banks in 
Coimbatore. 
 
Sample Organizations At A Glance 
 Since hospitals are a widespread and an important sector of the society and this sector 
continuously deals with both, its own human resource and humans from outside the organization, to 
be managed and handled tactfully. So the study on this sector is important. The sample organizations 
include; 1) SKIMS Soura Srinagar & 2) SMHS Hospital Srinagar.  
 Sher-i-Kashmir Institute of Medical Sciences Srinagar. The Institute was partially 
commissioned on 5th December 1982.Sher-i-Kashmir Institute of Medical Sciences is a post graduate 
Institute for training, research and patient care. With this objective, various committees appointed by 
the Government of Jammu and Kashmir identified the specialties in which postgraduate and post 
doctoral courses would be undertaken. By an act of Legislature on 19th August 1983, Institute of 
Medical Sciences was granted a deemed University status. Sher-i-Kashmir Institute of Medical 
Sciences was conceived with the following objectives: To provide facilities of specialized medical 
care and particularly develop super specialties that would provide tertiary health-care. To provide 
need oriented education in medical sciences and clinical research. To develop a referral linkage 
between the primary, secondary and tertiary health-care Institutions of the State to achieve an 
optimum health delivery system. The State Government under the 5th and 6th plan grants earmarked 
for the Institute, as the planning commission approved of it as a plan project, provided the funds for 
construction and equipping the Institute.  
 Shri Maharaja Hari Singh (S.M.H.S) Hospital, Srinagar. The S.M.H.S Hospital was 
established in 1948 at Karan Nagar in the heart of Srinagar city as a Government-owned General 
Hospital to provide patient care to needy patients. Primary and secondary medical care in the major 
specialties of Medicine, Surgery and Gynaecology was made available to the general public on OPD 
and Inpatient basis. In 1959, after the inauguration of Government Medical College on the same 
campus, S.M.H.S hospital became a major teaching institution imparting undergraduate and 
postgraduate medical training in all allied specialties of Medicine, Surgery and Gynaecology. In the 
1970’s, as medical services became more specialized and differentiated, separate hospitals were 
established for specialties like Obstetrics and Genecology and Orthopaedics etc. The shifting of the 
concerned departments coincided with the expansion and differentiation of the major specialties of 
Medicine and Surgery. Currently patient care services are offered in the specialties of Medicine, 
Surgery, Anaesthesiology, Radio diagnosis and Imaging, Ophthalmology, ENT, Dermatology and 
Radiotherapy. Facilities also exist for the Super specialties of Cardiology, Gastroenterology, 
Neurology, Urology, Cardiothoracic surgery and Paediatric surgery. These are supported by well 
organized and fully equipped diagnostic, therapeutic and support service departments. There is a 
separate Laboratory services block which undertakes routine, specialized and super specialized 
investigation. 
 
Objectives Of The Present Study 

1) To study the existing status of HRD Mechanisms in the sample study organizations 
i.e.(a)SKIMS Soura Srinagar (b)SMHS Srinagar, 

2) To analyze the impact of existing HRD Mechanisms in the sample study hospitals, 
3) To examine the perceptual difference in the opinion of Medical, paramedical and 

ministerial/supporting staff and 
4) To draw conclusions and to provide result oriented guidelines and suggestions to the sample 

study hospitals for improvement of their  existing HRD Mechanisms. 
Hypothesis 
      In consonance to the above objectives, the hypotheses formulated for the present research are as 
under: 

1. HRD Climate in the sample study organizations is not satisfactory. 
2. HRD Mechanisms in the hospitals is not satisfactory. 
3. There is a difference in the perception of medical and Para medical staff towards HRD 

Mechanisms in the two organizations. 
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Research Approach And Design 

The tool used for obtaining the information was a ‘Structured Non Disguised Questionnaire’, 
a questionnaire was designed keeping in view both major and minor objectives of study. A close 
format questionnaire was used. Closed format questions offer many advantages in time and money. 
Questionnaire was used to measure the organizational ethos. This questionnaire is proposed by 
Dr. Udai Pareek. It consisted of two Sections and 39 statements. Sec “A” consisted of 38 statements, 
the rating for each to be done on a scale from 5 to 1,(5)=Almost always true,(4)=Mostly 
true,(3)=Sometimes true,(2)=Rarely true,(1)=Not at all true. Sec “B” sought for suggestions and 
name, gender, age, pay scale, designation of the respondent. 
Simple Random Sampling Method (SRSM) was used to cover employees from Medical, 
Administrative, Supportive and Technical cadres in the sample selected organizations. A sample of 
100-125 was targeted from each organization covering -Doctors including HOD’s, Professors, 
Associate Professors, Asst Professors, Lecturers-Officers including Administrative Section ,Materials 
Management, Library etc-Engineers including Civil, Electric, Mechanic, Architect-Nurses covering 
Superintendents, Nursing aids-Others covering Operators, Attendants, Technicians, Technologists, 
Drivers, Gardeners and other fourth class employees. Thus the total sample for the study was 225. 
 
Questionnaire Served and Response Rate: 
Data Analysis And Interpretation 
Testing of hypothesis (H1) 
TABLE 1: Existing status of HRD Climate in the sample selected organizations (No. 225). 

 
 

SKIMS 
(No. 104) 

SMHS 
(No. 121) 

St
. 
N
o Statements M.S S.D %age M.S S.D 

%ag
e 

 
1 

The top management in health care sector goes out of its 
way to make sure that employees enjoy their work. 

2.5
7 1.172 39.25 3.0

1 1.165 50.2
5 

 
 
2 

The top management on this organization believes the 
human resources are an extremely important resource and 
that they have to be treated more humanly. 

3.3
4 1.252 58.5 3.5

0 1.089 62.5 

 
3 

Development of the subordinates is seen as an important 
part of their job by the managers/officers in health care 
sector. 

3.0
8 1.243 52 3.0

7 1.148 51.7
5 

4 The personnel policies in this organization facilitate 
employee development. 

3.0
5 1.257 51.25 3.2

8 1.192 57 

 
5 

The top management in health care sector is willing to 
invest a considerable part of their time and other resources 
to ensure the development of employees. 

2.6
0 1.153 40 2.9

3 1.270 48.2
5 

 
6 

Senior officers/executives in this organization take active 
interest in their juniors and help them to learn their job. 

2.9
4 0.974 48.5 3.2

3 1.230 55.7
5 

 
7 

People in the health care sector lacking confidence in doing 
their job are helped to acquire competence rather than being 
left unattended. 

2.8
4 1.208 46 3.0

9 1.072 52.2
5 

  (A) 
SKIMS 

(B) 
SMHS 

 
A+B         

  
Staff 
 

Total 
HR 

 
Served 

 
Responded 

Total 
HR 

 
Served 

 
Responded 

Total 
Served 
(A+B) 

Total 
Received 

1 Medical 766 50 50 181 50 50 100 100 
2 Para 

Medical 
1519 66 54 512 75 71 141 125 
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8 

Managers in this organization believe that employee’s 
behavior can be changed and people can be developed at 
any stage of their life. 

2.7
7 1.192 44.25 3.1

3 1.008 53.2
5 

9 People in this organization are helpful to each other. 3.2
1 1.076 55.25 3.4

7 1.148 61.7
5 

 
10 

Employees in the health care sector are very informal and 
do not hesitate to discuss their personal problems with their 
supervisors. 

2.9
3 1.225 48.25 2.9

4 1.227 48.5 

 
11 

The psychological climate of the health care sector is very 
conducive for any employee interested in developing 
himself by acquiring new knowledge and skills. 

2.9
2 1.086 48 2.9

4 1.280 48.5 

 
12 

Seniors guide their juniors and prepare them for future 
responsibilities/roles that they are likely to take up. 

3.2
2 1.343 55.5 3.3

7 1.253 59.2
5 

 
13 

The top management in the health care sector makes efforts 
to identify and utilize the potential of employees. 

3.0
8 1.252 52 2.9

6 1.158 49 

 
14 

Promotion decisions in this organization are based on the 
suitability of the promotee rather than on favoritism. 

3.0
2 1.393 50.5 3.1

2 1.345 53 

 
15 

There are mechanisms in this organization to reward any 
good work done or any contribution made by employees. 

2.4
9 1.344 37.25 2.8

2 1.265 45.5 

 
16 

When an employee in the health care sector does good work 
his supervising officers take special care to appreciate it. 

2.7
6 1.326 44 3.1

3 1.271 53.2
5 

 
17 

Performance Appraisal reports in this organization are based 
on objective assessment and adequate information and not 
on favoritism. 

3.1
5 1.221 53.75 3.1

6 1.126 54 

18 People in health care sector do not have any fixed mental 
impressions about each other. 

3.0
4 1.131 51 3.1

7 1.267 54.2
5 

 
19 

Employees in this organization are encouraged to 
experiment with new methods and try out creative ideas. 

2.8
6 1.295 46.5 2.6

5 1.346 41.2
5 

 
20 

When an employee in health care sector makes a mistake, 
his supervisors treat him with understanding and help him to 
learn from such mistakes rather than punish him or 
discourage him 

2.9
2 1.146 48 2.9

5 1.161 48.7
5 

 
21 

Weaknesses of employees in this organization are 
communicated to them in a non threatening way. 

2.8
9 1.088 26.89 2.9

0 1.261 47.5 

 
22 

When behaviour feedback is given to employees in health 
care sector, they take it seriously and use it for development 

3.1
4 1.194 53.5 3.1

1 1.175 52.7
5 

 
23 

Employees in this organization take pains to find out their 
strengths weaknesses from their officers and colleagues. 

2.8
8 1.275 47 2.9

6 1.158 49 

 
24 

When employees in health care sector are sponsored for 
training, they take it seriously and try to learn from the 
programs they attend. 

3.6
4 1.131 66 3.7

9 1.156 69.7
5 

 
25 

Employees in this organization when returning from 
training programs are given opportunities to tryout what 
they have learnt 

3.3
0 1.069 57.5 3.3

1 1.176 57.7
5 

 
26 

Employees are sponsored for training programs on the basis 
of genuine training needs in health care sector. 

3.6
5 1.022 66.25 3.5

7 1.109 64.2
5 

27 People trust each other in this organization. 2.9
4 1.148 48.5 3.2

0 1.100 55 

 
28 

Employees in health care sector are not afraid to discuss or 
express their feelings with their supervisors. 

3.1
1 1.182 52.75 3.1

2 1.127 53 

 
29 

Employees in health care sector are not afraid to discuss or 
express their feelings with their subordinates. 

3.0
2 1.132 50.5 3.1

2 1.112 53 

 
30 

Employees in health care sector are encouraged to take 
initiative and do things on their own without having to wait 

2.4
1 1.204 35.25 2.7

2 1.097 43 
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for instructions from their supervisors. 

 
31 

Delegation of authority to encourage juniors to develop and 
handle higher responsibilities is quiet common in this 
organization. 

2.5
8 1.103 39.5 3.0

6 0.951 51.5 

 
32 

When seniors in health care sector delegate authority to 
juniors use it as an opportunity for development. 

3.3
0 0.954 57.5 3.4

0 0.988 60 

33 Team spirit is of high order in this organization. 3.3
2 1.264 58 3.6

0 1.172 65 

Notes 
1. Scoring Scale: Almost always true=(5),mostly true=(4),sometimes true=(3),rarely 

true=(2),not at all true=(1) 
2. M.S=Mean Score 
3. S.D=standard deviation 
4. %=percentage to mean score. 

 
Figure 1: Statement wise existing status of HRD Climate in sample study organizations 

 
Table 1 shows the existing status of HRD Climate in SKIMS and SMHS. It is revealed from the table 
that HRD Climate in the two organizations is not satisfactory, though the existing Climate in the 
organizations is average. The overall mean score of SKIMS is 2.989(49.73%), while as the mean 
score of Climate in SMHS is 3.123(53.078%) which is comparatively greater than that of SKIMS. 
Table 1 shows that SKIMS recorded highest mean values of 3.64(66%), 3.65(66.25%), and 
3.57(64.25%) against statements 24, 26 and 38 respectively i.e. “When employees in health care 
sector are sponsored for training, they take it seriously and try to learn from the programs they 
attend”, “Employees are sponsored for training programs on the basis of genuine training needs in 
health care sector” and “Job rotation in health care sector facilitates employee development”. On the 
other hand SMHS, recorded the highest mean values of 3.79(69.75%), 3.57(64.25%) and 3.60(65%) 
against statements 24, 26 and 33 respectively i.e. “When employees in health care sector are 
sponsored for training, they take it seriously and try to learn from the programs they attend”, 
“Employees are sponsored for training programs on the basis of genuine training needs in health care 
sector” and “Team spirit is of high order in this organization”. The table also reflects that the lowest 
mean value of SKIMS recorded against statement No 21 scored a mean score of 2.89(26.89%) viz, 

 
3
4 

When problems arise in health care sector, people discuss 
these problems openly and try to solve them rather than 
keep accusing each other behind their backs. 

2.8
4 1.167 46 3.0

7 1.283 51.75 

 
3
5 

Career opportunities are pointed out by juniors to senior 
officers in this organization. 2.8

1 1.175 45.25 2.7
2 1.097 43 

 
3
6 

The health care sector’s future plans are made known to the 
managerial staff to help them to develop their juniors and 
prepare them for future. 

2.8
9 1.079 47.25 3.1

7 1.113 54.25 

 
3
7 

This organization ensures employee’s welfare to such an 
extent that the employees can save a lot of their mental 
energy for work purposes. 

2.5
1 1.106 37.75 2.6

9 1.023 42.25 

3
8 

Job rotation in health care sector facilitates employee 
development. 

3.5
7 1.260 64.25 3.2

5 1.362 56.25 
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“Weaknesses of employees in this organization are communicated to them in a non threatening way”. 
The rest of the statements scored in SKIMS show average response. Some of the statements show 
approximately the same mean scores for both the organizations i.e. statement No. 3, “Development of 
the subordinates is seen as an important part of their job by the managers/officers in health care 
sector” scored mean score of> 50%(3.08 & 3.07), statement No. 10, “Employees in the health care 
sector are very informal and do not hesitate to discuss their personal problems with their supervisors” 
scored mean score of >48%(2.93 & 2.94), statement No. 11, “The psychological climate of the health 
care sector is very conducive for any employee interested in developing himself by acquiring new 
knowledge and skills” scored mean score of >48%(2.92 & 2.94), statement No. 17, “Performance 
Appraisal reports in this organization are based on objective assessment and adequate information and 
not on favoritism” scored mean score of >53%(3.15 & 3.16), statement No. 20, “When an employee 
in health care sector makes a mistake, his supervisors treat him with understanding and help him to 
learn from such mistakes rather than punish him or discourage him” scored the score of >48%(2.99 & 
2.95),statement No. 22, “When behavior feedback is given to employees in health care sector, they 
take it seriously and use it for development” scored the mean of >52%(3.14 & 3.11), a mean score of 
>57%(3.30 & 3.31) and >52%(3.11& 3.12) was scored for statement No.25 and 28 i.e. “Employees in 
this organization when returning from training programs are given opportunities to tryout what they 
have learnt” and “Employees in health care sector are not afraid to discuss or express their feelings 
with their supervisors”. To test the level of significance, Z test was conducted and it was concluded 
from table 2, that Z calculated is less than Z tabulated so H1 i.e. “HRD Climate is not satisfactory in 
the sample study organizations”, is accepted at 5% level of significance.         
TABLE 2:  Existing status of HRD Climate in the sample study organizations with Z values. 

 
 

SKIMS 
(No. 104) 

SMHS 
(No. 121)  

 

St
. 
n
o 

Statements 
M.
S S.D M.S S.D 

M.S 
diff 

Z 
value 

Lev
el 
Of 
Sign
if 

 
1 

The top management in health care sector goes out of 
its way to make sure that employees enjoy their work. 

2.5
7 1.172 3.0

1 1.165 -
0.441 

-
2.822 

 
0.05 

 
2 

The top management on this organization believes the 
human resources are an extremely important resource 
and that they have to be treated more humanly. 

3.3
4 1.252 3.5

0 1.089 0.003 0.016 
 
0.05 
 

 
3 

Development of the subordinates is seen as an 
important part of their job by the managers/officers in 
health care sector. 

3.0
8 1.243 3.0

7 1.148 -
0.168 

-
1.050 

 
0.05 

 
4 

The personnel policies in this organization facilitate 
employee development. 

3.0
5 1.257 3.2

8 1.192 -
0.233 

-
1.425 

0.05 

 
5 

The top management in health care sector is willing to 
invest a considerable part of their time and other 
resources to ensure the development of employees. 

2.6
0 1.153 2.9

3 1.270 -
0.338 

-
2.075 

 
0.05 

 
6 

Senior officers/executives in this organization take 
active interest in their juniors and help them to learn 
their job. 

2.9
4 0.974 3.2

3 1.230 -
0.289 

-
1.966 

 
0.05 

 
7 

People in the health care sector lacking confidence in 
doing their job are helped to acquire competence rather 
than being left unattended. 

2.8
4 1.208 3.0

9 1.072 -
0.254 

-
1.658 

 
 
0.05 

 
8 

Managers in this organization believe that employee’s 
behavior can be changed and people can be developed 
at any stage of their life. 

2.7
7 1.192 3.1

3 1.008 -
0.363 

-
2.444 

 
0.05 

9 People in this organization are helpful to each other 3.2
1 1.076 3.4

7 1.148 -0.26 -
1.740 

0.05 

 Employees in the health care sector are very informal 2.9 1.225 2.9 1.227 - -0.58  
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1
0 

and do not hesitate to discuss their personal problems 
with their supervisors. 

3 4 0.009 0.05 

 
1
1 

The psychological climate of the health care sector is 
very conducive for any employee interested in 
developing himself by acquiring new knowledge and 
skills. 

2.9
2 1.086 2.9

4 1.280 -
0.019 

-
0.121 

 
0.05 

 
1
2 

Seniors guide their juniors and prepare them for future 
responsibilities/roles that they are likely to take up. 3.2

2 1.343 3.3
7 1.253 -

0.151 
-
0.870 

0.05 

 
1
3 

The top management in the health care sector makes 
efforts to identify and utilize the potential of 
employees. 

3.0
8 1.252 2.9

6 1.158 -
0.118 0.736 

0.10 

 
1
4 

Promotion decisions in this organization are based on 
the suitability of the promotee rather than on 
favoritism. 

3.0
2 1.393 3.1

2 1.345 -
0.105 

-
0.573 

 
0.05 

 
1
5 

There are mechanisms in this organization to reward 
any good work done or any contribution made by 
employees. 

2.4
9 1.344 2.8

2 1.265 -
0.328 

-
1.883 

0.05 

 
1
6 

When an employee in the health care sector does good 
work his supervising officers take special care to 
appreciate it. 

2.7
6 1.326 3.1

3 1.271 -
0.373 

-
2.149 

 
0.05 

 
1
7 

Performance Appraisal reports in this organization are 
based on objective assessment and adequate 
information and not on favoritism. 

3.1
5 1.221 3.1

6 1.126 -
0.003 

-
0.020 

 
0.05 

 
1
8 

People in health care sector do not have any fixed 
mental impressions about each other. 3.0

4 1.131 3.1
7 1.267 -

0.127 
-
0.786 

0.05 

 
1
9 

Employees in this organization are encouraged to 
experiment with new methods and try out creative 
ideas. 

2.8
6 1.295 2.6

5 1.346 -
0.203 1.147 

0.10 

 
 
2
0 

When an employee in health care sector makes a 
mistake, his supervisors treat him with understanding 
and help him to learn from such mistakes rather than 
punish him or discourage him. 

2.9
2 1.146 2.9

5 1.161 -
0.027 

-
0.177 

 
0.05 

 
2
1 

Weaknesses of employees in this organization are 
communicated to them in a non threatening way. 2.8

9 1.088 2.9
0 1.261 -

0.007 
-
0.040 

 
0.05 

 
2
2 

When behavior feedback is given to employees in 
health care sector, they take it seriously and use it for 
development. 

3.1
4 1.194 3.1

1 1.175 0.037 0.232 
 
0.05 

 
2
3 

Employees in this organization take pains to find out 
their strengths weaknesses from their officers and 
colleagues. 

2.8
8 1.275 2.9

6 1.158 -
0.084 

-
0.516 

 
0.05 

 
2
4 

When employees in health care sector are sponsored 
for training, they take it seriously and try to learn from 
the programs they attend. 

3.6
4 1.131 3.7

9 1.156 -
0.141 

-
0.920 

 
0.05 

 
2
5 

Employees in this organization when returning from 
training programs are given opportunities to tryout 
what they have learnt. 

3.3
0 1.069 3.3

1 1.176 -
0.016 

-
0.106 

 
0.05 

 
2
6 

Employees are sponsored for training programs on the 
basis of genuine training needs in health care sector. 3.6

5 1.022 3.5
7 1.109 0.084 0.584 

 
0.10 

2
7 

People trust each other in this organization. 2.9
4 1.148 3.2

0 1.100 -
0.026 

-
1.706 

0.05 
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2
8 

Employees in health care sector are not afraid to 
discuss or express their feelings with their supervisors. 3.1

1 1.182 3.1
2 1.127 -

0.010 
-
0.064 

 
0.05 

 
2
9 

Employees in health care sector are not afraid to 
discuss or express their feelings with their 
subordinates. 

3.0
2 1.132 3.1

2 1.112 -
0.096 

-
0.643 

0.05 

 
3
0 

Employees in health care sector are encouraged to take 
initiative and do things on their own without having to 
wait for instructions from their supervisors. 

2.4
1 1.204 2.7

2 1.097 -
0.306 

-
1.991 

 
0.05 

 
3
1 

Delegation of authority to encourage juniors to develop 
and handle higher responsibilities is quiet common in 
this organization. 

2.5
8 1.103 3.0

6 0.951 -
0.481 

-
3.472 

 
0.05 

 
3
2 

When seniors in health care sector delegate authority to 
juniors use it as an opportunity for development. 3.3

0 0.954 3.4
0 0.988 -

0.107 
-
0.822 

0.05 

3
3 

Team spirit is of high order in this organization. 3.3
2 1.264 3.6

0 1.172 -
0.286 

-
1.760 

0.05 

Notes 
1. Scoring Scale : same as in table 1 
2. M.S: mean score, S.D: standard deviation, M.S diff: difference between mean scores. 
3. 0.05= statement is accepted at both 5% & 10% level of significance,0.10= statement is 

accepted at only 10% level of significance 
4. H1 is accepted at 5% level of significance. 

Figure 2: Statement wise existing status of HRD Climate in sample study organizations 
with Z values 

 
Testing of hypothesis (H2) 
Table 3: Existing status of HRD Mechanisms in the sample study organizations. 

 
3
4 

When problems arise in health care sector, people 
discuss these problems openly and try to solve them 
rather than keep accusing each other behind their 
backs. 

2.8
4 1.167 3.0

7 1.283 -
0.230 

-
1.395 

 
0.05 

 
3
5 

Career opportunities are pointed out by juniors to 
senior officers in this organization. 2.8

1 1.175 2.7
2 1.097 0.089 0.585 

0.10 

 
3
6 

The health care sector’s future plans are made known 
to the managerial staff to help them to develop their 
juniors and prepare them for future. 

2.8
9 1.079 3.1

7 1.113 -
0.271 

-
1.847 

 
0.05 

 
3
7 

This organization ensures employee’s welfare to such 
an extent that the employees can save a lot of their 
mental energy for work purposes. 

2.5
1 1.106 2.6

9 1.023 -
0.185 

-
1.300 

 
0.05 

 
3
8 

Job rotation in health care sector facilitates employee 
development. 3.5

7 1.260 3.2
5 1.362 -

0.319 1.815 
0.10 
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SKIMS 
(No. 104) 

SMHS 
(No. 121) 

St
. 
N
o Statements M.S S.D %age M.S S.D 

%ag
e 

 
13 

The top management in the health care sector makes efforts 
to identify and utilize the potential of employees. 

3.0
8 

1.25
2 52 2.9

6 1.158 49 

 
16 

When an employee in the health care sector does good work 
his supervising officers take special care to appreciate it. 

2.7
6 

1.32
6 44 3.1

3 1.271 53.2
5 

 
17 

Performance Appraisal reports in this organization are based 
on objective assessment and adequate information and not on 
favoritism. 

3.1
5 

1.22
1 53.75 3.1

6 1.126 54 

21 Weaknesses of employees in this organization are 
communicated to them in a non threatening way. 

2.8
9 

1.08
8 26.89 2.9

0 1.261 47.5 

 
22 

When behaviour feedback is given to employees in health 
care sector, they take it seriously and use it for development 

3.1
4 

1.19
4 53.5 3.1

1 1.175 52.7
5 

 
23 

Employees in this organization take pains to find out their 
strengths weaknesses from their officers and colleagues. 

2.8
8 

1.27
5 47 2.9

6 1.158 49 

 
24 

When employees in health care sector are sponsored for 
training, they take it seriously and try to learn from the 
programs they attend. 

3.6
4 

1.13
1 66 3.7

9 1.156 69.7
5 

 
25 

Employees in this organization when returning from training 
programs are given opportunities to tryout what they have 
learnt 

3.3
0 

1.06
9 57.5 3.3

1 1.176 57.7
5 

 
26 

Employees are sponsored for training programs on the basis 
of genuine training needs in health care sector. 

3.6
5 

1.02
2 66.25 3.5

7 1.109 64.2
5 

Notes 
1. Scoring Scale : same as in table 1 
2. M.S: mean score, S.D: standard deviation, M.S diff: difference between mean scores. 

Figure 3: Statement wise existing status of HRD Mechanisms in the sample study 
organizations. 
 

 
TABLE 4:  Existing status of HRD Mechanisms in the sample study organizations with Z values. 

 
 

SKIMS 
(No. 104) 

SMHS 
(No. 121)  

 

St
. 
no Statements M.S S.D M.S S.D 

M.S 
diff 

Z  
value 

Signi
fLev
el 

 
13 

The top management in the health care sector makes 
efforts to identify and utilize the potential of 
employees. 

3.0
8 1.252 2.96 1.158 0.1

2 0.736 
 
0.10 

 
16 

When an employee in the health care sector does 
good work his supervising officers take special care 

2.7
6 1.326 3.13 1.271 -

0.3
-
2.149 

 
0.05 

38 Job rotation in health care sector facilitates employee 
development. 

3.5
7 1.260 64.25 3.2

5 
1.3
6 56.25 
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to appreciate it. 7 
 
17 

Performance Appraisal reports in this organization 
are based on objective assessment and adequate 
information and not on favoritism. 

3.1
5 1.221 3.16 1.126 

-
0.0
1 

-
0.020 

 
0.05 

21 Weaknesses of employees in this organization are 
communicated to them in a non threatening way. 2.8

9 1.088 2.90 1.261 
-
0.0
1 

-
0.042 

 
0.05 

 
22 

When behavior feedback is given to employees in 
health care sector, they take it seriously and use it 
for development 

3.1
4 1.194 3.11 1.175 0.0

3 0.232 
 
0.05 

 
23 

Employees in this organization take pains to find 
out their strengths weaknesses from their officers 
and colleagues. 

2.8
8 1.275 2.96 1.158 

-
0.0
8 

-
0.516 

 
0.05 

 
24 

When employees in health care sector are sponsored 
for training, they take it  seriously and try to learn 
from the programs they attend. 

3.6
4 1.131 3.79 1.156 

-
0.1
5 

-
0.920 

 
0.05 

 
25 

Employees in this organization when returning from 
training programs are given opportunities to tryout 
what they have learnt 

3.3
0 1.069 3.31 1.176 

-
0.0
1 

-
0.106 

 
0.05 

 
26 

Employees are sponsored for training programs on 
the basis of genuine training needs in health care 
sector. 

3.6
5 1.022 3.57 1.109 0.0

8 0.584 
 
0.10 

 
38 

Job rotation in health care sector facilitates 
employee development. 

3.5
7 1.260 3.25 1.36 0.3

2 1.815  
0.10 

 Total 3.2
0  3.21    0.05 

Notes 
1. Scoring Scale : same as in table 1 
2. M.S: mean score, S.D: standard deviation, M.S diff: difference between mean scores. 
3. 0.05= statement is accepted at both 5% & 10% level of significance,0.10= statement is 

accepted at only 10% level of significance 
4. H2 is accepted at 5% level of significance. 

 
Figure 4: Statement wise existing status of HRD Mechanisms in sample study 
organizations with Z values 
 

 
Table 3 and 4 reveals that the mean score for HRD Mechanisms in the sample study organizations 
falls within an average range of scale with mean > 3. While analysing T&D and Performance 
Appraisal system separately, it is found that the overall environment for T&D is satisfactory in the 
two organizations, with a mean score of 3.412(60.3%). Statement 26 i.e. “Employees are sponsored 
for training programs on the basis of genuine training needs in health care sector”, scores the largest 
mean score of 3.65(66.25%) for SKIMS and second largest score of 3.57(64.25%) for SMHS. 
Statement 24 i.e. “When employees in health care sector are sponsored for training, they take it 
seriously and try to learn from the programs they attend”, scores the highest mean score of 
3.79(69.75%) for SMHS. Statement 38 scores the next highest mean score of 3.57(64.25%) and 
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3.25(56.25%) for SKIMS and SMHS i.e. “Job rotation in health care sector facilitates employee 
development”. Statement 13 scores the least mean score of 3.08 (52%) and 2.96(49%), i.e. “The top 
management in the health care sector makes efforts to identify and utilize the potential of employees”. 
On the other hand, Performance Appraisal System is found to be average in both the hospitals with a 
mean score of 3.06(50.15%). Statement 17, i.e. “Performance Appraisal reports in this organization 
are based on objective assessment and adequate information and not on favoritism”, scores the highest 
mean score of 3.15(53.75%) and 3.16(54) for PAS in sample study organizations. Statement 22 scores 
the next comparable mean score of 3.14(53.5%) and 3.11(52.75%) i.e. “When behavior feedback is 
given to employees in health care sector, they take it seriously and use it for development”. Least 
mean score of 2.76(44%) and 3.13(53.25%) is scored by statement 16, i.e. “When an employee in the 
health care sector does good work his supervising officers take special care to appreciate it”. 
Comparing the two mechanisms, the data reveals that, though both the mechanisms are found to be 
average but Training and Development (3.412) is valued and practiced more than PAS (3.006). 
Comparing the scores of the two organizations, it is found that there lies a difference in the value of 
two mechanisms, with SKIMS scoring a comparatively higher score of 3.448() with respect to SMHS 
scoring a score of 3.376() for T&D. It reveals that SMHS does not encourage T&D to the extent 
SKIMS does. SMHS cores a higher score of 3.052() in comparison to SKIMS scoring 2.96() for PAS, 
revealing that PAS should be encouraged in SKIMS.  
Using Z test for evaluating the significance level, it was inferred from the table 4, that HRD 
Mechanisms in SKIMS and SMHS falls under an average level. So H2 i.e. “HRD Mechanisms is 
dissatisfactory in the sample study organizations” is accepted at 5% level of significance.  
Testing of hypothesis (H3) 
Table 5: Perception of Medical and Para medical staff towards HRD Mechanisms. 

St. 
No 

SKIMS 
 

SMHS 

 Medical(No.50) Par Medical(No.54) Medical(No.50) Para Medical(No.71) 
 M.S S.D %age M.S S.D %age M.S S.D %age M.S S.D %age 
13 3.02 1.204 50.5 3.13 1.304 53.25 3.24 1.080 56 2.76 1.177 44 
16 2.84 1.448 46 2.69 1.210 42.25 3.26 1.275 56.5 3.04 1.270 51 
17 3.24 1.170 56 3.07 1.272 51.75 3.32 1.133 58 3.04 1.114 51 
21 2.88 0.849 47 2.91 1.278 47.75 3.10 1.055 52.5 2.76 1.378 44 
22 3.20 1.178 55 3.09 1.217 52.25 3.16 1.076 54 3.07 1.246 51.75 
23 2.82 1.320 45.5 2.93 1.242 48.25 3.06 1.058 51.5 2.89 1.225 47.25 
24 3.58 0.992 64.5 3.70 1.253 67.5 4.16 0.955 79 3.52 1.217 63 
25 3.42 1.108 60.5 3.19 1.029 54.75 3.70 1.015 67.5 3.04 1.212 51 
26 3.42 1.052 60.5 3.87 0.953 71.75 3.64 1.174 66 3.52 1.067 63 
38 3.62 1.338 65.5 3.52 1.193 63 3.66 1.189 66.5 2.96 1.409 49 

Figure 5: Statement wise existing status of HRD Mechanisms in sample study organizations. 

 
Table 5, represents the HRD Mechanisms, with respect to managerial and non managerial staff in the 
sample study organizations. The table represents that the perception of medical and Para- medical 
staff towards HRD Mechanisms, falls in the average range of scale. The overall mean values of 
medical group in SKIMS are 3.204(55.1%) as revealed from table 3, which falls under average range 
of scale. The table also reveals that the overall mean values of Para-medical staff in SKIMS also falls 
under an average level with the mean score of 3.21(55.25%). The mean score of medical staff in 
SMHS is 3.43(60.75%) which falls in a satisfactory range of scale and the inverse applies for the 
Para-medical staff of SMHS with a mean score of 3.06(51.5%), which indicates average level of HRD 
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Mechanisms. The medical and Para-medical staff of SKIMS scored less value than the medical and 
par- medical staff of SMHS. Medical staff of SKIMS scored the highest mean score of 3.62(65.5%) 
for statement 38 i.e. “Job rotation in health care sector facilitates employee development” and the 
medical staff of SMHS scored the highest score of 4.16(79%) for statement 24 i.e. “When employees 
in health care sector are sponsored for training, they take it seriously and try to learn from the 
programs they attend” and the same statement scored the highest score of 3.52(63%) for Para medical 
staff of SMHS. Statement 26 i.e. “Employees are sponsored for training programs on the basis of 
genuine training needs in health care sector” scored the highest score of 3.52(63%) and 3.87(71.75%) 
for Para medical staff in SMHS and SKIMS respectively. On the other hand, least score of 
2.82(45.5%) and 3.06(51.5%) was scored by medical staff of SKIMS and SMHS respectively for 
statement 23 i.e. “Employees in this organization take pains to find out their strengths weaknesses 
from their officers and colleagues”. Mean score of 2.69(42.25%) was scored by Para-medical staff of 
SKIMS for statement 16 i.e “When an employee in the health care sector does good work his 
supervising officers take special care to appreciate it” and the Para medical staff of SMHS scored the 
least score of 2.76(44%) for statements 13 and 21 i.e. “The top management in the health care sector 
makes efforts to identify and utilize the potential of employees” and “Weaknesses of employees in 
this organization are communicated to them in a non threatening way”. 
TABLE 6:  Existing status of HRD Mechanisms for medical staff in the sample study organizations 
with Z values. 

 
 

SKIMS 
(No. 104) 

SMHS 
(No. 121)  

 

St
. 
no 

Statements M.S S.D M.S S.D 
M.S 
diff 

Z  
value 

Leve
l 
Of 
Signi
f 

 
13 

The top management in the health care sector makes 
efforts to identify and utilize the potential of 
employees. 

3.0
2 1.204 3.24 1.080 

-
0.2
2 

-
0.962 

0.05 

 
16 

When an employee in the health care sector does 
good work his supervising officers take special care 
to appreciate it. 

2.8
4 1.448 3.26 1.275 

-
0.4
2 

-
1.540 

0.05 

 
17 

Performance Appraisal reports in this organization 
are based on objective assessment and adequate 
information and not on favoritism. 

3.2
4 1.170 3.32 1.133 

-
0.0
8 

-
0.347 

0.05 

21 Weaknesses of employees in this organization are 
communicated to them in a non threatening way. 2.8

8 0.849 3.10 1.055 
-
0.2
2 

-
1.149 

0.05 

 
22 

When behaviour feedback is given to employees in 
health care sector, they take it seriously and use it 
for development 

3.2
0 1.178 3.16 1.076 0.0

4 0.177 
0.05 

 
23 

Employees in this organization take pains to find 
out their strengths weaknesses from their officers 
and colleagues. 

2.8
2 1.320 3.06 1.058 

-
0.2
4 

-
1.003 

0.05 

 
24 

When employees in health care sector are sponsored 
for training, they take it  seriously and try to learn 
from the programs they attend. 

3.5
8 0.992 4.16 0.955 

-
0.5
8 

-
2.979 

0.05 

 
25 

Employees in this organization when returning from 
training programs are given opportunities to tryout 
what they have learnt 

3.4
2 1.108 3.70 1.015 

-
0.2
8 

-
1.317 

0.05 

 
26 

Employees are sponsored for training programs on 
the basis of genuine training needs in health care 
sector. 

3.4
2 1.052 3.64 1.174 

-
0.2
2 

-
0.987 

0.05 
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38 

Job rotation in health care sector facilitates 
employee development. 2.6

2 1.338 3.66 1.189 
-
1.0
4 

-
0.158 

0.05 

 Total 3.1
0  3.43    0.05 

Notes 
5. Scoring Scale : same as in table 1 
6. M.S: mean score, S.D: standard deviation, M.S diff: difference between mean scores. 
7. 0.05= statement is accepted at both 5% & 10% level of significance,0.10= statement is 

accepted at only 10% level of significance 
8. H2 is accepted at 5% level of significance. 

Figure 6: Statement wise existing status of HRD Mechanisms among Medical staff in the sample 
study organizations with Z values. 

 
Table 7: Existing status of HRD Mechanisms among Para medical staff in the sample study 
organizations. 

 
 

SKIMS 
(No. 104) 

SMHS 
(No. 121)  

 

St
. 
no 

Statements M.S S.D M.S S.D 
M.S 
diff 

Z  
value 

Leve
l 
Of 
Signi
f 

 
13 

The top management in the health care sector makes 
efforts to identify and utilize the potential of 
employees. 

3.1
3 1.304 2.7

6 1.177 0.3
7 1.658 

1.10 

 
16 

When an employee in the health care sector does 
good work his supervising officers take special care 
to appreciate it. 

2.6
9 1.210 3.0

4 1.270 
-
0.3
5 

-
1.589 

0.05 

 
17 

Performance Appraisal reports in this organization 
are based on objective assessment and adequate 
information and not on favoritism. 

3.0
7 1.272 3.0

4 1.114 0.0
3 0.146 

0.05 

21 Weaknesses of employees in this organization are 
communicated to them in a non threatening way. 

2.9
1 1.278 2.7

6 1.378 0.1
5 0.609 0.10 

 
22 

When behaviour feedback is given to employees in 
health care sector, they take it seriously and use it for 
development 

3.0
9 1.217 3.0

7 1.246 0.0
2 0.100 

0.10 

 
23 

Employees in this organization take pains to find out 
their strengths weaknesses from their officers and 
colleagues. 

2.9
3 1.242 2.8

9 1.225 0.0
4 0.173 

0.05 

 
24 

When employees in health care sector are sponsored 
for training, they take it  seriously and try to learn 
from the programs they attend. 

3.7
0 1.253 3.5

2 1.217 0.1
8 0.820 

0.10 

 
25 

Employees in this organization when returning from 
training programs are given opportunities to tryout 
what they have learnt 

3.1
9 1.029 3.0

4 1.212 0.1
5 0.696 

0.10 
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26 

Employees are sponsored for training programs on 
the basis of genuine training needs in health care 
sector. 

3.8
7 0.953 3.5

2 1.067 0.3
5 1.897 

0.10 

 
38 

Job rotation in health care sector facilitates employee 
development. 

3.5
2 1.193 2.9

6 1.409 0.5
6 2.353 0.10 

 Total 3.2
1  3.0

6    0.10 

Notes 
1. Scoring Scale : same as in table 1 
2. M.S: mean score, S.D: standard deviation, M.S diff: difference between mean scores. 
3. 0.05= statement is accepted at both 5% & 10% level of significance,0.10= statement is 

accepted at only 10% level of significance 
4. H2 is accepted at 5% level of significance. 

Figure 7: Statement wise existing status of HRD Mechanisms among Para medical staff in the 
sample study organizations with Z values. 

 
Using Z test for evaluating the significance level, it was inferred from table 6 and 7 that there lies a 
significant difference in the perception of medical and Para medical staff of the sample study 
organizations. Medical staff encourages HRD Mechanisms more than Para medical staff. Hypothesis 
3 is accepted at 5% and 10% level of significance. 
 
Conclusions And Suggestions 
It can be concluded from the findings that HRD Climate and HRD Mechanisms in SKIMS and SMHS 
is not satisfactory. An overview of the study is that, 

• HRD Climate in SKIMS and SMHS is found to be average. 
• There is difference in the HRD Climate of the two organizations. 
• HRD Climate in SMHS is better than that of SKIMS. 
• HRD Mechanisms in the sample study organizations falls within an average range of scale. 
• There is a satisfactory environment for Training and Development in the two organizations. 
• Training and Development is imparted only after assessing the need for it. 
• Performance Appraisal System is found to be average in both the hospitals. 
• Training and Development is valued and practiced more than PAS in the two organizations. 
• SMHS does not encourage T&D to the extent SKIMS does. 
• Medical staff of SKIMS scored less value than the medical staff of SMHS and inverse applies 

for the Para medical staff of the two organizations. 
• Medical staff of SKIMS encourages job rotation which helps develop the employees. 
• When the medical staff of SMHS is sponsored for training, they take it seriously and try to 

learn from the programs they attend. 
• Medical staff of SMHS Hospital is less dissatisfied than medical staff of SKIMS but Para 

medical staff of SKIMS is less dissatisfied than Para medical staff of SMHS. 
HRD Climate and HRD Mechanisms should be encouraged in both the organizations as it forms a 
prime element of any organization. SKIMS and SMHS should focus more on developing HRD 
Climate and HRD Mechanisms in the organization to ensure satisfaction of their HR so that the 
effectiveness and productivity of the organizations is enhanced. The top management in the health 
care sector should make efforts to identify and utilize the potential of employees. Both the 
organizations should encourage Training & Development but SMHS should focus more on this 
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mechanism than SKIMS. Medical staff of both the organizations should take pains to find out their 
strengths and weaknesses from their officers and colleagues which the research reveals is lacking in 
them. Good work done on the part of Para medical staff in SKIMS should be taken care of and 
encouraged by seniors. The top management in SMHS should make efforts to identify and utilize the 
potential of employees. Care should be taken while appraising the employees and in communicating 
the weaknesses of the employees to them in a non threatening way. 
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Abstract:  
Introduction. It is well known that the orbicularis oris muscles, in association with m.buccinator and 
m. pharyngeal constrictor,  form a well defined functional unit, called the „buccinator mechanism‟, 
with important role in some orofacial functions. It is also involved in the ˝neutral zone″ establishment, 
as essential feature of complete edentation treatment.  The  purpose of this investigation was to assess 
the changes in clinical and electromyographic activity of orbicularis oris muscle (OO) in  complete 
edentulous patients before and after the insertion of dentures. Material and method. Seven patients 
were included in this study. Electromyographic  records of the upper(OOS) and lower(OOI) 
orbicularis oris  muscle were made using the BioEMG II (Bioresearch Assoc.Inc.) surface 
electromyography device, performed at rest, while whistling and sucking before and 3 days after the 
insertion of the complete dentures. Results. There was a significant difference between OOS and OOI 
activity before inserting dentures in all three conditions (p =0.0156) as well as after the prosthesis 
insertion during sucking and whistling, a more pronounced activity of OOI being obvious. No 
statistically significant difference in the activity of the mentioned muscle groups before and after 
insertion of the dentures, in the three recording conditions was observed. Conclusion. Within the 
limits of the present study, we conclude that in terms of EMG at rest as well as during functional  
moments of sucking or whistling there are no significant changes in OOI and OOS muscle tone, 
before and after conventional prosthetic treatment of complete edentation. 

 
Key Words: Orbicularis oris muscle, complete edentation, electromyography 
 
Introduction:  
 Thirty five years have passed since Perkins et al.〔1〕based on their neurophysiological studies 
have shown that the m.orbicularis oris , m.buccinator and m. pharyngeal constrictor  form a well 
defined functional unit , called the „buccinator mechanism‟, with important role in orofacial function 
(swallowing, sucking, whistling, chewing, vowel pronunciation, kissing). In this muscle complex 
m.orbicularis oris in its upper (OOS) and inferior (OOI) part were electromyographically studied to 
assess their role in mastication 〔2〕, swallowing〔3〕 and in some neurosenzorial abnormalities, such as  
deafness〔4, 5〕.  
 Given the important morphogenetic role of orofacial muscles, a series of orthodontic 
studies 〔6, 7〕 have found an increase in electromyographic activity of  m.orbicularis oris in 
centric occlusion  and during sucking in patients  treated with postural training devices. An earlier 
study of Gustaffson and Ahlgren〔8〕, investigating children with different morphologies of the 
lips, showed no electromyographic activity of m orbicularis oris  at rest, but have noticed 
increased activity in chewing and swallowing in children incompetence of the lips, which was 
notified later by other authors 〔9, 10, 11〕. Tryde and Tallgren〔12〕studying the 
electromyographic activity of the muscles of the lips during swallowing  in dentures  wearers 
found that OOI electromyographic activity was stronger than the OOS one. 
 Our aim was to assess the changes in clinical and electromyographic activity of OO 
muscle in  complete edentulous patients before and after the insertion of dentures in three essential 
functional requirements (posture, whistling and sucking) in terms of total edentulous diagnostic, 
therapy and evolution. 
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Material and method 
Patients. Seven patients (1F and 6 M, mean age 61 years) presented for treatment with 
conventional mobile prostheses were included in the study. All participants were asked for 
informed consent regarding the electromyographic examination as a means of evaluating the 
therapeutical results. 
Electromyography. Electromyographic  records of the orbicularis oris  muscle were made using 
the BioEMG II (Bioresearch Assoc.Inc.) surface electromyography device , which is specifically 
intended to record the activity of craniofacial muscles. We used the TA-R channel for OOS and 
the TA-L one for OOI . The placement of the adhesive surface bipolar electrodes was made 
according to the anatomical disposition of muscle fibers , parallel to this, on the right side third of 
each of the two muscles (Fig. 1 ), in accordance with the protocols proposed by Barrel & 
Moyers〔13〕 and Vaiman〔14〕. Adhesive ground electrode was attached to the patient's right 
shoulder.  
                   
         

                                                                  
                                                     Fig. 1. Bio EMG II device and  electrodes placement 
The electromyographic records were performed before and 3 days after the insertion of the 
complete dentures in  the mouth during three conditions: rest, while whistling and sucking. For 
each of these conditions, from the 10 seconds of recording three sections of 2.5 seconds for the 
two investigated muscles, were analyzed. The mean amplitude of electromyographic signals 
calculated by the software device (BioPack) (Fig. 2) were listed in the tables, the results were 
expressed graphically and statistically interpreted. 

                                    
Fig. 2. The BioPack software review mode of the recordings. The TA-R channel for OOS and the 
TA-L one for OOI were used. 
 
Statistics. For the statistical evaluation of  the differences in electromyographic activity before and 
after the prosthetic treatment, the Wilcoxon matched-pairs signed rank was used. To determine the 
two-tailed p value at a significance level of 0.05, GraphPad Prism software version 5.0 was used. 
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Results 
The Tables. II, III and IV  present the mean amplitude of electromyographic signals picked- up 
from the investigated muscles of the lips in three conditions of registration. There was a 
significant difference between OOS and OOI activity before inserting dentures in all three 
conditions (p=0.0156). After the prosthesis insertion during sucking and whistling, a more 
pronounced activity of OOI was obvious. No statistically significant difference in the activity of 
the mentioned muscle groups before and after the insertion of the dentures, in the three recording 
conditions could be seen (Table I) 
Table no. I. Differences in activity of both muscles in the three recording conditions before and 
after insertion of dentures (Wilcoxon matched-pairs signed rank test). 
 

 
Rest 
two-tailed p value 

Sucking 
two-tailed p value 
 

Whistling 
two-tailed p value 

OOS 1 vs. OOS 2 0.9325 0.1563 0.8125 

OOI 1 vs. OOI 2 0.4375 0.3750 0.0781 

 
 
Table no. II. The mean amplitude of EMG signals (in microvolts) picked-up from the  orbicularis 
oris muscle at  rest (OOS = orbicularis oris superior,  OOI =orbicularis oris inferior ) before (1) 
and after (2) insertion of the dentures.  
 
Patient OOS  1 OOI 1 OOS  2  00I 2 
D.J 1.2 3.3 1.4 2.3 
E.S 4.6 7.6 2.8 1.9 
M.I 3.6 4.8 2.6 6.0 
M.T 3.0 4.3 3.8 3.5 
T.A 2.8 4.0 3.1 4.3 
C.L 2.2 3.8 2.8 3.8 
Sz.A 3.4 4.4 4.0 3.9 
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Fig. 5.  Distribution of mean values of EMG signals at rest  (95% CI) 
 
Table no. III.  Mean amplitude of  m.orbicularis oris EMG signals (in microvolts)  while sucking, 
before and after inserting dentures  
 
Patient OOS1 OOI  1 OOS2 OOI 2 
D.J 22.2 77.3 20.3 51.9 
E.S 39.7 68.4 37.0 66.8 
M.I 53.0 88.0 44.1 51.4 
M.T 38.4 62.3 22.2 50.6 
T.A 42.4 78.8 38.0 66.2 
C.L 38.2 65.3 44.0 77.1 
Sz.A 28.9 60.4 26.0 74.3 
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Fig.6.  Distribution of EMG signals mean values  during sucking (95% CI) 
 
Table no. IV . The EMG signals mean amplitude (in microvolts) of orbicularis oris muscle  while 
whistling, before and after inserting dentures  
 OOS1 OOI1 OOS2 OOI2 

Patient 17.6 60.1 11.0 35.2 
E.S 34.4 82.7 41.9 82.6 
M.I 37.2 45.0 43.0 53.9 
M.T 49.0 61.6 45.3 50.6 
T.A 22.7 61.2 20.2 56.3 
C.L 36.4 82.0 34.0 70.0 
Sz.A 33.0 72.2 38.0 62.8 
 
 
 

                       
Fig. 7. Distribution  of EMG signals mean values  during whistling (95% CI) 
 
Discussions 
 The orbicularis oris muscle is one which by its fiber orientation has a positive action to 
provide, the stability of the dentures. Placing the artificial teeth so as not to interfere with muscle 
activity and to enable the retention and stability action of the musculature, is a priority of  the 
complete edentation treatment〔15, 16, 17〕. For this purpose various prosthetic techniques have 
been imagined〔18, 19, 20, 21〕. The tonicity of OO muscles can be assessed under different 
electromyographic examination. According to available literature, some studies have evaluated the 
electromyographic activity of the muscles during different syllables before and after insertion of 
dentures〔22〕. OOI muscle generally present  higher mean values of electromyographic activity 
compared with those recorded in OOS, both before and after insertion of dentures. 
Electromyographic values were also higher after insertion of dentures.  Redegard Ingervall〔23〕 
and have published their research on the orbicularis oris muscles before and after insertion of 
dentures, but their electromyographic records were achieved  in centric occlusion. 
 The present study used three conditions for electromyographic registration proper to OO 
muscles functionality (rest, sucking, whistling), two of which are well known functional 
movements   to establish the prosthetic field limits and to place de anterior artificial teeth in the  
neutral zone. The results showing more elevated electromyographic activity in  OOI compared 
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with OOS in all three conditions before prosthetic rehabilitation, as well as during the whistle and 
while sucking  with the inserted dentures are consistent with those  obtained in other functional 
conditions, earlier presented in this  paper. 
 The BioEMG II device used in our study  is specifically destinated to record the head and 
neck muscle activity and it is the only surface EMG system that is entirely gainless. In the 
available literature we found  orthodontic studies using the BioEMG II electromyographic system  
for orbicularis oris muscles.  Saccucci et al.〔24〕used  the BioEMG II  to assess the changes 
caused by the functional devices and found that they improved muscle contraction after treatment. 
The subject of the thesis developed by Daniela Maria Afonso Estavos 〔25〕in 2011 using 
BioEMG II electromyographic system was to establish the relationship between the OO muscles  
and the irregularities in the anterior mandibular arch. She  concluded that electromyographic 
activity of the orbicularis oris muscles  can not be  related to irregularities in the mandibular arch, 
in either functional moments. This finding is consistent with those observed by us in complete 
edentation, the denture insertion actually represents a change in edentulous arch. Orbicularis oris 
muscle activity  has undergone no significant change from the original condition after prosthetic 
therapy in any of the recorded conditions. The relatively few patients number, however, is a 
limitation of our study. We also believe that further late electromyographic evaluation after 6 
months would be useful, when probably the patient adaptation  to dentures may manifest as 
changes in muscle tone. 
  
 Conclusion: Within the limits of the present study, we conclude that in terms of EMG at rest as 

well as  in functional  moments of sucking or whistling there are no significant changes in OOI 
and OOS muscle tone , before and after conventional prosthetic treatment of complete edentation . 
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Abstract: 
The crude extract of bay leaves (Laurus nobilis) grown in Egypt,  was tested for its hepatoprotective 
activity on primary cultured rat hepatocytes against paracetamol toxicity. The Neutral Red Assay was 
used to assess the hepatotoxicity of the extract and was applied with a broad range of concentrations 
(125-1000 µg/ml) on monolayer of rat hepatocytes. It revealed that the extract exerts no toxic effect 
on the monolayer hepatocytes. For the evaluation of the hepatoprotective effect; different 
concentrations were prepared, starting from 12.5 µg/mL and increasing concentration in ascending 
order by dissolving in DMSO (1% maximum concentration). For each concentration, three replicates 
were carried out, in addition to controls which were: cell control (cells only), negative control (cells + 
paracetamol) and positive control (reference) (cells + sylimarin + paracetamol).  50% mortality of the 
hepatocytes (IC50) was determined using Neutral Red Assay.  L. nobilis extract showed 
hepatoprotective activity against paracetamol toxic effect at concentration of 40 µg/ ml. The 
constitutive flavonoids of L. nobilis leaves were extensively studied and led to the separation and 
identification of 14 compounds, 10 of which   have not been previously identified in L. nobilis and 
were identified using chemical, conventional and advanced spectral techniques. 

 
 
Key Words: Laurus nobilis; Lauraceae; flavonoids; hepatoprotective 
 
Introduction: 

Laurus nobilis (Lauraceae), known in English as bay laurel, sweet bay, bay tree, true laurel, or 
Grecian laurel (Brown, 1956) is an aromatic evergreen tree or large shrub with green, glossy leaves, 
native to the Mediterranean region. It has been analyzed for alkaloids (Pech and Bruneton ,1982), 
essential oils (Sellami I.H. et al.  2011, Zola et al., 1977), acylated kaempferol glycosides (Fiorin C. et 
al., 1998), sesquiterpene lactones (Dall'Acqua et al. 2006), megastigmane glycosides (Marino et al., 
2004), (+)-catechin, (-)-epicatechin, (+)-gallocatechin, (+)-epigallocatechin and procyanidins (B2, B4, 
B5 and B7) (Sakar M. K. et al, 1985). The plant is one of the most widely used culinary spices in all 
Western countries.  Its leaves are traditionally used orally to treat the symptoms of gastrointestinal 
problems, such as epigastric bloating, impaired digestion, eructations and flatulence (Brunetton, 
1999). The aqueous extract is used in Turkish folk medicine as an anti-hemorrhoidal, anti-rheumatic, 
diuretic, as an antidote in snake bites and for the treatment of stomach-ache (Sezik E., 1999, Baytop 
T., 1984).  

A survey of the literature showed that no experimental data are available regarding its 
hepatoprotective potential. It was therefore, interesting to investigate, in the present study the possible 
hepatoprotective effect of L. nobilis leaves and to separate and identify some of their constitutive 
flavonoids. 
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Experimental: 
Plant Material: 

The leaves of L. nobilis were collected from a private farm in El- Mansouria area, Giza, Egypt, 
in September 2010 and authenticated by Dr. M. El Gebali, National Research Centre (NRC), Cairo , 
Egypt.  
Instruments and Materials: 

1H NMR spectra were measured by a Jeol ECA 500 MHz NMR spectrometer. 1H chemical 
shifts (δ) were measured in ppm, relative to TMS and 13C NMR chemical shifts relative to DMSO-d6 
and converted to TMS scale by adding 39.5. spectral width = 8 kHz for 1H and 30 kHz for 13C, 64 K 
data points and a flip angle of 45o. UV recording was made on a Shimadzu UV–Visible-1601 
spectrophotometer. Paper chromatographic analysis was carried out on Whatman No. 1 paper, using 
solvent systems: (1) H2O; (2) 6 % HOAc; (3) BAW (n-BuOH : HOAc : H2O, 4:1:5, upper layer). 
Solvent 3 was used for preparative paper chromatography (Prep. PC) using Whatman  No. 3 paper. 
In vitro Bioassay on Primary Culture of Rat Hepatocytes Monolayer: 
Isolation and Culture of Rat Hepatocytes Monolayer: 

Primary culture of rat hepatocytes was prepared according to (Seglen, 1976) method, modified 
by (Kiso, et al. 1983) using Wistar male rats (250-300 g) obtained from the animal house of the NRC 
(National Research Center, Cairo). Animal procedures were performed in accordance with the Ethics 
Committee of the National Research Centre and followed the recommendations of the National 
Institutes of Health Guide for Care and Use of Laboratory Animals (NIH Publication No. 85-23, 
revised 1985). At time of surgery, the rat was anesthesized by intra-peritoneal injection of 3.4mL/kg 
of sodium thiopental solution (0.1g/mL). A midline incision was made, the liver was exposed and the 
portal vein was cannulated with a needle fitted with a teflon catheter. After the teflon catheter was tied 
in place and the needle removed, the inferior vena cava was cut below the renal vein to allow blood 
drainage. Perfusion of the liver was started with Ca2+ free buffer (buffer 1), which contained HEPES 
(4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) (10 mmole/L), NaCl (137 mmole/L), KCl (2.68 
mmole/L), Na2HPO4 (0.7 mmole/L), D (+) glucose (10 mmole/L) and EGTA (ethylene glycol 
tetraacetic acid) (0.5 mmole/L), and adjusted to pH 7.45 at 37ºC. The flow-rate was 11.6 mL/min. The 
thoracic portion of the superior vena cava was cannulated, and the inferior vena cava was tied-off 
above the renal vein. After perfusing the liver for 15min., recirculation of Ca2+-containing buffer 
(buffer 2), containing additionally to buffer 1, CaCl2 (5mmole/L) and Collagenase type IV (10g/L) 
(pH 7.45 at 37ºC) was started, adjusted at a flow-rate of 7.5 mL/min, for 10 min. After perfusion with 
buffer 2, the liver was dissected out of the body, placed in a beaker containing buffer 2 and transferred 
under sterile conditions to laminar flow and gently dispersed with two forceps into small pieces (2-3 
mm). The cell suspension was then filtered through the cotton gauze into centrifuge tubes. Finally, the 
preparation was centrifuged at 600 rpm for 5 min. The supernatant was aspirated off and the loosely 
packed pellet of cells was gently re-suspended in Phosphate buffer (PB) (0.1 mole/L), which 
contained NaH2PO4 (0.2 mole/L) and Na2HPO4 (0.2 mole/L), adjusted at pH 7.6 at 37ºC, and then 
diluted two-folds with distilled water. This washing procedure was repeated twice. Viability of the 
cells to exclude the dye, trypan blue, was determined by incubating cell suspension (0.1 mL) with 
trypan blue (0.9 mL) and then counting the number of the cells that excluded the dye and the number 
of cells whose nuclei were stained blue, using haemocytometer under light microscope (Nikon). 
Complete culture medium was added over the total counted cells to reach a concentration of 1 x 106 

cells/mL. 
The culture medium was composed of RPMI-1640 medium, supplemented with 10% 

inactivated (56ºC for 30 min) fetal calf serum (FCS) (0.05/mL), penicillin-streptomycin (0.01/mL), 
insulin (0.7 (g/mL) and dexamethasone (4g/mL). Inocula of 1 x 106 cells/mL were seeded into plastic 
96-well plates and preincubated in CO2-Incubator at 37ºC, under 5% CO2 in air for 22-24 hrs. All 
buffers were freshly prepared and sterilized at 121ºC for 30 min. before use. 
IC50 Determination of the extract: 

After pre - incubation of primary culture of rat hepatocytes for 22-24 hrs, the monolayer was 
checked under inverted microscope (Olympus) for attachment. Then, the monolayer was washed 
twice with (Phosphate Buffer Saline (PBS), which contained KCl (2.68 mmole/L), Na2HPO4 (8.45 
mmole/L), KH2PO4 (1.5 mmole/L) and NaCl (137 mmole/L).  
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In order to determine IC50, different concentrations of the extract were prepared. The range of 
concentrations used started from 125 µg/mL followed by increasing concentrations in ascending order 
up to the concentration 1000 µg/mL that induced death of half the number of cells. L. nobilis extract 
was dissolved in dimethylsulfoxide (DMSO) (1% maximum concentration). For each concentration, 
three replicates were carried out. The plate was incubated for 2 hrs, in CO2 incubator. 

After cell incubation with the extract, cell viability was determined using neutral red assay 
(NR).  200 µL culture medium containing all except (PS), was added to each well together with 50 µL 
of a solution of 2 mg NR/mL PBS. After incubation for 3 hrs, supernatant was removed as previously 
described and the neutral red dye obtained was dissolved in 200 µL 50% ethanol with 1% acetic acid. 
The plate was then shaken for 5 min. on a microtitre plate shaker and the plate on Microelisa reader 
was read at 540 and 630 nm dual wavelength using automatic kinetic microplate reader (Labsystems 
Multiskan RC reader). 

 Evaluation of the effect of the extract on cultured hepatocytes was obtained by calculating the 
absorption of the cell viability with respect to control cells. Each experiment was carried out in 
triplicate to confirm validity of results. A graph was plotted with x-axis showing different 
concentrations of extract used, y-axis showing absorbance percentage of viable cells. IC50 was 
graphically determined from the concentration that yielded an absorption coinciding with 50% 
absorbance.  
Extraction, isolation and purification:  

The aqueous methanolic extract of L. nobilis leaves (48 g) showed by preliminary two-
dimensional paper chromatographic (2D-PC) screening to contain a complicated flavoniod mixture 
from which fourteen compounds (1-14) were isolated and purified through fractionation on polyamide 
6s (400 g) column (150 × 5 cm) and elution with H2O followed by H2O-MeOH mixtures of 
decreasing polarities to yield eight column fractions (I-VIII). The received fractions, were 
individually subjected to 2D-PC and other isolatory chromatographic techniques, thus yielding ten 
flavonoids (1, 4, 5-12) isolated from this plant for the first time.  
Isolation and purification of flavonoids from L. nobilis leaves. 

Compound 1 (87 mg) was purely isolated from fraction II (eluted with 10% aq. MeOH) by 
repeated column fractionation of 1.8 g material over Sephadex LH-20 using H2O for elution. 
Compound 2 (108.8 mg) was crystallized from an aqueous solution of 2.1 g of fraction III (eluted with 
20% aq. MeOH). Compound 3 (99 mg) was purely isolated from 1.1 g of fraction IV (eluted with 
30% aq. MeOH) by preparative PC, using BAW as solvent.  Compounds 4 (76 mg), 5 (115 mg) and 6 
(78.5 mg) were individually separated pure from a Sephadex LH-20 column of fraction V (2.2 g, 
eluted with 50% aq. MeOH), using n-butanol water saturated for elution. Compounds 7 (54 mg), 8 (71 
mg) and 9 (57 mg) were obtained pure from 1.93 g of fraction VI (eluted with 60% aq. MeOH) by 
applying Sephadex LH-20 column fractionation, using n-butanol water saturated for elution. 
Compound 10 (31 mg) and 11 (66 mg) were obtained from 3.1 g of fraction VII (eluted with 80% aq. 
MeOH). Compounds 12 (74 mg) and 13 (35 mg) and 14 (20mg) were isolated from 6.2 g of fraction 
VIII (eluted with 90% aq. MeOH) by repeated prep. PC using  6% AcOH and BAW as solvent. 
Spectral data of compounds (1, 4, 5-12) isolated for the first time from L.nobilis leaves.  
Quercetin 3-O- α-L-rhamnopyranoside (1) was obtained as pale yellow amorphous powder of Rf 
values (x 100):22 (H2O), 48 (AcOH-6), 68(BAW). It exhibited a Mr of 448 in negative ESI-MS 
analysis ([M-H]- at m/z = 447.1). UV spectral data λmax (MeOH): 259 nm, 297 nm sh., 348 nm, + 
NaOMe: 270 nm, 355nm, 402 nm, + NaOAC: 276 nm, 372 nm, + NaOAC + H3BO3: 272 nm, 383 nm, 
+Al Cl3: 268 nm, 352 nm, 408 nm. 1H- NMR spectral data (DMSO-d6) δ (ppm), quercetin moiety: 6.17 
(d, J=2.5 Hz, H-6), 6.36  (d, J=2.5 Hz, H-8), 7.25 (d, J=2.5, H-2’), 6.82 (d, J=8 Hz, H-5’), 7.25 (dd, 
J=2.5 and 8 Hz,  H-6’), rhamnose moiety: 5.20 (∆ν1/2 = 4 Hz, H-1”), 3.1 – 3.9 (m, overlapped with 
water  proton resonances, H-2”- H-5”), 0.77 (d, J= 6, H-6’’). 13C-NMR spectral data (DMSO-d6) δ 
(ppm), quercetin moiety: 156.9 (C-2), 134.6 (C-3), 178.2 (C-4), 161.7(C-5), 99.19 (C-6), 164.7 (C-7), 
94.15(C-8), 157.8 (C-9), 104.5 (C-10),121.2 (C-1’),115.9 (C-2’), 145.7 (C-3’),  148.9(C-4’), 116.1(C-
5’), 121.6 (C-6’), rhamnose moiety: 102.2 (C-1”), 70.8 (C-2”), 71.1 (C-3”), 71.6 (C-4”),  70.5 (C-5”), 
18.01(C-6’’). 
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Kaempferol 3-O- β- glucopyranoside (4): was obtained as pale yellow amorphous powder of Rf 
values (x 100): 24 (H2O), 47 (AcOH-6), 76 (BAW). It exhibited a Mr of 432 in negative ESI-MS 
analysis [M-H]- at m/z = 431. UV spectral data λmax (MeOH): 266 nm, 345 nm, + NaOMe: 271 nm, 
376nm, + NaOAC: 270 nm, 346 nm, + NaOAC + H3BO3: 270 nm, 346 nm sh., 405, +Al Cl3: 268 nm, 
340 nm sh., 385 nm. 1H- NMR spectral rata (DMSO-d6) δ (ppm), kaempferol moiety: 6.186 (d, J=2.5 
Hz,H-6), 6.38  (d, J=2.5 Hz,H-8), 7.7 (d, J=2.5, H-2’, H-6’), 6.89 (d, J=8 Hz, H- 3’,H-5’), glucose 
moiety: 5.26 (d, J=8 Hz, H-1’’), 3.4-4.0 (m, H-2’’- H-6’’). 13C-NMR spectral data (DMSO-d6) δ 
(ppm), kaempferol moiety: 158.6 (C-2), 133.6 (C-3), 179.9 (C-4), 162.5 (C-5), 100.9 (C-6), 167.0 (C-
7), 95.2 (C-8), 159.3 (C-9), 106.1 (C-10), 123.1 (C-1’), 132.6 (C-2’, C-6’), 116.3 (C-3’, C-5’), 162.1 
(C-4’), glucose moiety: 105.1 (C-1’’), 73.1 (C-2’’), 75.1 (C-3’’), 70.3 (C-4’’), 77.2 (C-5’’), 61.9 (C-
6’’). 
 
Quercetin 3'-O- β- glucopyranoside (5) was obtained as yellowish white amorphous powder of Rf 
values (x 100): 23 (H2O), 42 (AcOH-6), 53 (BAW). It showed a Mr of 464 in negative ESI-MS, 
corresponding to a molecular ion   [M-H]- at m/z = 463. UV Spectral Data λmax (MeOH): 255 nm, 266 
nm sh., 370 nm + NaOMe: 271 nm, 330 nm, 430 nm, + NaOAC: 260 nm sh., 272 nm, 320 nm, 340, + 
NaOAC + H3BO3  : 255 nm,  268 nm sh., 305 nm sh., 375 nm,  +Al Cl3 : 265 nm, 305 nm sh.,  360 nm 
, 430 nm. 1H- NMR Spectral Data (DMSO-d6) δ (ppm), quercetin moiety: 6.16 (d, J=2.5 Hz, H-6), 
6.6.4  (d, J=2.5 Hz, H-8), 6.86 (d, J = 8.0 Hz, H-5'), 7.45 (dd, J=2.5 and 7.5 Hz, H-6'), 7.85 (s, H- 2'), 
glucose moiety: 5.05 (d, J=8 Hz, H-1’’), 3.4-4.0 (m, H-2’’- H-6’’). 13C-NMR spectral data (DMSO-
d6) δ (ppm), quercetin moiety:147.4 (C-2), 137.47 (C-3), 177.36 (C-4), 162.53 (C-5), 99.3 (C-6), 
165.65 (C-7), 94.42 (C-8), 158.17 (C-9), 104.55 (C-10), 124.92 (C-1’), 115.86 (C-2’), 147.67 (C-3’), 
146.52 (C-4’), 116.97 (C-5’), 121.42 (C-6’),  glucose moiety: 105.1 (C-1’’), 73.1 (C-2’’), 75.1 (C-3’’), 
70.3 (C-4’’), 77.2 (C-5’’), 61.9 (C-6’’). 
 
Quercetin 3-O-β-galactoside (6) was obtained as yellowish white amorphous powder of Rf values (x 
100): 20 (H2O), 37 (AcOH-6), 56 (BAW). It showed a Mr of 464 in negative ESI-MS, corresponding 
to a molecular ion   [M-H]- at m/z = 463. UV spectral data λmax (MeOH): 257 nm, 266 nm sh., 359 nm, 
+ NaOMe: 266 nm, 227 nm sh., 408 nm, + NaOAC: 274 nm, 379 nm, + NaOAC + H3BO3: 268 nm, 
272 nm sh., 384 nm, +Al Cl3: 265 nm,   272 nm sh.,   384 nm. 1H- NMR spectral data (DMSO-d6) δ 
(ppm), quercetin moiety: 6.19 (d, J=2.5 Hz, H-6), 6.4 (d, J=2.5 Hz, H-8), 7.54 (d, J=2.5 Hz, H-2’), 
6.82 (d, J=8 Hz, H-5’), 7.65 (dd, J=2 and 8 Hz, H-6’), galactose moiety:  5.36 (d, J=8 Hz, H-1”), 3.2 – 
3.8 (m, H2”-6” ). 13C-NMR spectral data (DMSO-d6) δ (ppm), quercetin moiety:  156.24 (C-2), 
133.33 (C-3), 177.32 (C-4), 160.57 (C-5), 98.61(C-6), 164.79 (C-7), 93.57 (C-8), 156.26 (C-9), 
103.75 (C-10), 120.91(C-1’), 115.164 (C-2’), 144.89 (C-3’), 148.31 (C-4’), 115. 51  (C-5’), 121. 
81(C-6’), galactose moiety: 101.79 (C-1”), 71.074 (C-2”), 72.97 (C-3”), 67.81 (C-4”), 75.54 (C-5”), 
60 (C-6”). 
 
Isorhamnetin 3-O- β- glucopyranoside (7) was obtained as yellowish white amorphous powder of Rf 
values (x 100): 11 (H2O), 12 (AcOH-6), 52 (BAW). It showed a Mr of 478 in negative ESI-MS, 
corresponding to a molecular ion   [M-H]- at m/z = 477.3. UV spectral data λmax (MeOH): 256 nm, 300 
nm sh., 354 nm, + NaOMe : 275 nm, 325 nm sh., 408 nm, + NaOAC: 275 nm, 323 nm, 371 nm, + 
NaOAC + H3BO3  : 276 nm,  295 nm sh., 355 nm +Al Cl3 : 269 nm,   365 nm, 403 nm. 1H- NMR 
spectral data (DMSO-d6) δ (ppm), isorhamnetin moiety: 6.22  (d, J=1.6 Hz, H-6), 6.43 (d, J=1.6 Hz, 
H-8), 3.84(s, OCH3), 7.95 (d, J=1.6 Hz, H-2’), 6.93 (d, J=8.4 Hz, H-5’), 7.56 (dd, J=1.6 and 8.4 Hz, 
H-6’), glucose moiety: 5.57 (d, J=8 Hz, H- 1’’), 3.0-3.8 (m, H-2’’- H-6’’). 13C-NMR spectral data 
(DMSO-d6) δ (ppm), isorhamnetin moiety: 156.3 (C-2), 133.2 (C-3), 177.3 (C-4), 161.1 (C-5), 98.7 
(C-6), 164.3 (C-7), 93.6 (C-8), 156.2 (C-9), 103.9 (C-10), 55.6 (OCH3), 120.9 (C-1’), 113.4 (C-2’), 
148.4 (C-3’), 149.3 (C-4’), 115.1 (C-5’), 122.0 (C-6’), glucose: 100.8 (C-1”), 74.2 (C-2”), 76.3 (C-
3”), 70.4 (C-4”), 77.3 (C-5”), 60.5 (C-6”).  
 
Isorhamnetin 3-O- β- galactopyranoside (8) was obtained as yellowish white amorphous powder of 
Rf values (x 100): 11 (H2O), 12 (AcOH-6), 52 (BAW). It showed a Mr of 478 in negative ESI-MS, 
corresponding to a molecular ion   [M-H]- at m/z = 477.3. UV spectral data λmax (MeOH): 256 nm, 300 
nm sh., 354 nm, + NaOMe : 275 nm, 325 nm sh., 408 nm, + NaOAC: 275 nm, 323 nm, 371 nm, + 
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NaOAC + H3BO3  : 276 nm,  295 nm sh., 355 nm,  +Al Cl3 : 269 nm,   365 nm, 403 nm. 1H- NMR 
spectral data (DMSO-d6) δ (ppm), isorhamnetin moiety: 6.22  (d, J=1.6 Hz, H-6), 6.43 (d, J=1.6 Hz, 
H-8), 3.84(s, OCH3), 7.95 (d, J=1.6 Hz, H-2’), 6.93 (d, J=8.4 Hz, H-5’), 7.56 (dd, J=1.6 and 8.4 Hz, 
H-6’), galactose moiety: 5.36 (d, J=8 Hz, H- 1’’), 3.2 - 3.8 (m, H-2’’- H-6’’). 13C-NMR spectral data 
(DMSO-d6) δ (ppm), isorhamnetin moiety: 156.3 (C-2), 133.2 (C-3), 177.3 (C-4), 161.1 (C-5), 98.7 
(C-6), 164.3 (C-7), 93.6 (C-8), 156.2 (C-9), 103.9 (C-10), 55.6 (OCH3), 120.9 (C-1’), 113.4 (C-2’), 
148.4 (C-3’), 149.3 (C-4’), 115.1 (C-5’), 122.0 (C-6’), glalactose: 101.79 (C-1”), 71.07 (C-2”), 72.97 
(C-3”), 67.81 (C-4”), 75.54 (C-5”), 60.5(C-6”).  
 
Quercetin 3-O- rutinoside (9) was obtained as yellowish white amorphous powder of Rf values (x 
100): 48 (H2O), 44 (AcOH-6), 32 (BAW). It showed a Mr of 610 in negative ESI-MS, corresponding 
to a molecular ion   [M-H]- at m/z = 609.1. UV spectral data λmax (MeOH): 256 nm, 265 nm sh., 358 
nm+ NaOMe : 268 nm, 327 nm sh., 403 nm, + NaOAC: 273 nm, 323 nm, 387 nm, + NaOAC + 
H3BO3  : 262 nm,  377 nm, +Al Cl3 : 273 nm,   430 nm. 1H- NMR spectral data (DMSO-d6) δ (ppm), 
quercetin moiety: 6.0 (d, J=2.5 Hz, H-6), 6.2 (d, J=2.5 Hz, H-8), 7.4 (d, J=2.5 Hz, H-2’), 6.7 (d, J=8 
Hz, H-5’), 7.5(dd, J=2 and 8 Hz, H-6’), glucose moiety: 5.23 (1H, d, J = 7.5 Hz, H-1''), 3-3.8 (m, H-
2''- H- 6''), rhamnose moiety: 4.37 (s, H-1'''), 3-3.8 (m, H-2'''- H- 5'''), 1.10 (d, J = 6.0 Hz, H-6''') . 13C-
NMR  spectral data (DMSO-d6) δ (ppm), quercetin moiety: 156.9 (C-2), 133. 8 (C-3), 177.8 (C-4), 
161.7 (C-5), 98.7(C-6), 164.6 (C-7), 93.9 (C-8), 157.1 (C-9),  104.4 (C-10), 121.6 (C-1’), 115.7 (C-
2’), 145.3 (C-3’), 149.0 (C-4’), 116.7 (C-5’), 122.3(C-6’), glucose moiety: 101.2 (C-1’’), 74.59 (C-
2’’), 76.9 (C-3’’), 70.5 (C-4’’), 76.4 (C-5’’), 67.5 (C-6’’), rhamnose moiety: 101.7 (C-1’”), 70.8 (C-
2”’), 71.1 (C-3,’”), 72.36 (C-4’”),  68.7 (C-5’”), 18.4(C-6’’’). 
 
Kaempferol 3-O- rutinoside (10) was obtained as yellowish white amorphous powder of Rf values (x 
100): 49 (H2O), 47 (AcOH-6), 35 (BAW). It showed a Mr of 594 in negative ESI-MS, corresponding 
to a molecular ion   [M-H]- at m/z = 593.1. UV Spectral Data λmax (MeOH): 252 nm, 352 nm sh., + 
NaOMe : 273 nm, 324 nm sh., 395 nm, + NaOAC: 273 nm, 310 nm, 385 nm, + NaOAC + H3BO3  : 
266 nm,  355 nm, +AlCl3 : 272 nm,   392 nm. 1H- NMR Spectral Data (DMSO-d6) δ (ppm), 
kaempferol moiety: 6.18 (d, J=2.5 Hz, H-6), 6.44  (d, J=2.5 Hz, H-8), 7.92 (d, J=2.5 Hz, H-2’, H-6’), 
6.82 (d, J=8 Hz, H- 3’,H-5’), glucose moiety: 5.23 (d, J = 7.5 Hz, H-1''), 3-3.8 (m, H-2''- H- 6''), 
rhamnose moiety: 1.10 (1H, d, J = 6.0 Hz, H-6'''), 4.37 (s, H-1'''), 3-3.8 (m, H-2'''- H- 5'''). 13C-NMR 
Spectral Data (DMSO-d6) δ (ppm), kaempferol moiety: 157.4 (C-2), 133.7 (C-3), 178.2 (C-4), 161.5 
(C-5), 99.4 (C-6), 164.9 (C-7), 94.3 (C-8), 157.8 (C-9), 104.4 (C-10), 121.3 (C-1’), 131.7 (C-2’, C-6’), 
161.8 (C-4’), 115.8 (C-3’, C-5’), glucose moiety: 100.9 (C-1’’), 74.59 (C-2’’), 76.9 (C-3’’), 70.5 (C-
4’’), 76.4 (C-5’’), 67.5 (C-6’’), rhamnose moiety: 102.2 (C-1’”), 70.8 (C-2’’’), 71.1 (C-3’”), 71.6 (C-
4’”),  70.5 (C-5’”), 18.01(C-6’’’). 
 
Isorhamnetin-3-O-rutinoside (11) was obtained as yellowish white amorphous powder of Rf values 
(x 100): 22 (H2O), 39 (AcOH-6), 48 (BAW). It showed a Mr of 624 in negative ESI-MS, 
corresponding to a molecular ion   [M-H]- at m/z = 623. UV Spectral Data λmax (MeOH): 252 nm, 352 
nm sh., + NaOMe : 268 nm, 326 nm sh., 405 nm, + NaOAC: 269 nm, 322 nm, 360 nm, + NaOAC + 
H3BO3  : 252 nm,  353 nm sh., +Al Cl3 : 264 nm,   298 nm sh.,  355 nm. 1H- NMR Spectral Data 
(DMSO-d6) δ (ppm), isorhamnetin moiety: 3.97 (s, OCH3), 6.15 (d, J=2.5 Hz,H-6), 6.35  (d, J=2.5 
Hz,H-8), 6.93 (d, J = 8.0 Hz, H-5'), 7.5 (d, J = 8.0 Hz, H-6'), 7.85 (s, H- 2'),  glucose moiety: 5.4 (d, J 
= 7.5 Hz, H-1''), 3-3.8 (m, H-2''- H- 6''), rhamnose moiety: 4.53 (s, H-1'''), 3-3.8 (m, H-2'''- H- 5'''), 
1.10 (d, J = 6.0 Hz, H-6'''). 13C-NMR Spectral Data (DMSO-d6) δ (ppm), isorhamnetin moiety: 157.4 
(C-2), 134.3 (C-3), 161.9 (C-5), 98.9 (C-6), 165.1 (C-7), 93.8 (C-8), 157.7 (C-9), 104.5 (C-10), 122.7 
(C-1'), 113.4 (C-2'), 147.2 (C-3'), 55.6 (C-3'-OCH3), 149.6 (C-4'), 114.9 (C-5'), 121.8 (C- 6'), glucose 
moiety: 103.0 (C-1''), 74.7 (C-2''), 77.0 (C-3''), 70.4 (C-4''),76.2 (C-5''), 67.3 (C-6''), rhamnose moiety: 
101.3 (C-1'''), 70.8 (C-2'''), 70.9 (C-3'''), 72.7 (C-4'''), 68.6 (C-5'''), 16.7 (C-6''').  
 
Isorhamnetin (12) was obtained as yellowish white amorphous powder of Rf values (x 100): 0 (H2O), 
2 (AcOH-6), 73 (BAW). It showed a Mr of 316 in negative ESI-MS, corresponding to a molecular ion   
[M-H]- at m/z = 315. UV Spectral Data λmax (MeOH): 255 nm, 266 nm sh., 370 nm + NaOMe : 271 
nm, 330 nm, 430 nm, + NaOAC: 260 nm sh., 272 nm, 320 nm, 340,  + NaOAC + H3BO3  : 255 nm,  
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268 nm sh., 305 nm sh., 375 nm,  +Al3 Cl3 : 265 nm, 305 nm sh.,  360 nm , 430 nm. . 1H- NMR 
Spectral Data (DMSO-d6) δ (ppm): 3.85 (s, OCH3), 6.2 (d, J=2.5 Hz,H-6), 6.45  (d, J=2.5 Hz, H-8), 
6.95 (d, J = 8.0 Hz, H-5'), 7.5 (dd, J=2.5 & 7.5 Hz, H-6'), 7.85 (s, H- 2').  
 
Results and Discussion: 
Hepatotoxicity:  

The viability assay was applied with a broad range of concentrations of the studied extract of L. 
nobilis leaves (from 125-1000 µg/mL) on monolayer of rat hepatocytes. It revealed that the extract 
exerts no toxic effect on the monolayer hepatocyte layer, Table (1) and Figure (1). 
Table (1):   Hepatotoxicity of different concentrations of L. nobilis leaf extract. 

Sample No. Concentration 
µg/mL 

Absorbance at  (540 λmax) of 
Neutral red for Viable Cells Mean S.D 

L. nobilis 
leaves 

125 
0.436 

0.49 0.07 0.564 
0.466 

250 
0.479 

0.38 0.10 0.382 
0.277 

500 
0.307 

0.32 0.05 0.371 
0.275 

1000 
0.340 

0.28 0.07 0.196 
0.293 

Control 100% 
Viable cells 

0.604 

0.50 0.06 

0.502 
0.495 
0.438 
0.478 
0.496 

 
Figure (1): Viability of monolayer of rat hepatocytes after 2 hrs treatment with different 
concentrations of the Extract using NR Colourimetric Assay. Each point represents the Mean ± S.D 
(n=3). 
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Evaluation of Hepatoprotective Activity Applying Rat Hepatocyte Monolayer: 
The hepatoprotective effect of the tested extract against paracetamol toxic effect could be 

concluded from Table (2) and Figure (2). The L. nobilis leaves extract exhibited a hepatoprotective 
activity at 40 µg/ ml. 

 
Table (2): Hepatoprotection of different concentrations of L.nobilis leaves under Investigation. 
 

Sample No. Concentration 
µg/mL 

Absorbance at  (540 λmax) of 
Neutral red for Viable Cells Mean S.D 

L. nobilis 
leaves 

12.5 
0.371 

0.34 0.04 0.293 
0.360 

25 
0.380 

0.38 0.06 0.321 
0.443 

50 
0.513 

0.51 0.05 0.548 
0.457 

100 
0.667 

0.57 0.12 0.610 
0.443 

Control 

100% viable 
cells 

0.563 
0.54 0.03 0.556 

0.507 

Paracetamol           
20 mM 

0.363 
0.32 0.03 0.300 

0.309 

Silymarin                 
50 µg/mL 

0.582 
0.52 0.06 0.516 

0.470 
 
Figure (2): Viability of Monolayer of Rat Hepatocyte after 2 hrs Treatment with Different 
Concentrations of the Extract Followed by Treatment with 20 mM Paracetamol for 18 hrs. in 
comparison with 50 µg Silymarin as Control Using N.R Colourimetric Assay. Each Point Represents 
the Mean ± SD (n=3). 
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Identification and Structure Elucidation: 

Following column chromatographic fractionation of the L.nobilis leaf extract, 14 compounds 
(1–14) were isolated and identified using conventional and spectral analyses mainly NMR 
spectroscopy and mass spectrometry. 

Chromatographic behavior, UV spectral, ESI-MS (negative mode), 1H & 13C NMR data were 
consistent with those previously reported for, quercetin 3-O-α-rhamnopyranoside*1 (Babaei H. et al., 
2008), kaempferol 3-O-α- rhamnopyranoside 2 (Babaei H. et al., 2008), quercetin 3-O- β- 
glucopyranoside 3 (Kang et al., 2002), Kaempferol 3-O- β- glucopyranoside*4 (Makuch M. and 
Awska I., 2011), Quercetin 3'-O- glucoside*5 (Susan and Paul, 1984), quercetin 3-O- β- 
galactopyranoside*6 (Mahmoud et al. 2002) , isorhamnetin 3-O- β- glucopyranoside*7 (Olennikov et 
al. 2011), isorhamnetin 3-O- β- galactopyranoside*8 (Sikorska M. and Matlawska I., 2001), quercetin 
3-O- rutinoside*9 (Harborne J.B. 1994), kaempferol 3-O- rutinoside*10 (Brochado et al. 2003, 
Cardosa et al., 2005), isorhamnetin 3-O- rutinoside*11 (Harput et al., 2004), isorhamnetin*12 ( Cao 
X. et al.,2009),  quercetin 13 (Harborne, J.B., 1994) and kaempferol 14 (Smolarz, HD. , 2002). 

*Compounds isolated for the first time from L. nobilis leaves. 
 
Conclusion: 
L. nobilis leaves proved its capability on synthesizing and accumulating an appreciable number of 
flavonoid glycosides in its leaves. The extract of these leaves showed hepatoprotective activity against 
paracetamol toxic effects on rat hepatocytes at low concentration of 40 μg / ml. These findings require 
further investigation to isolate and identify the active compounds and to unravel the underlying 
mechanisms of action.  
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Abstract:  
The conducted clinical and instrumental study revealed that the aggregate group of the patients with 
chronic diseases of throat differs by increased frequency of isolated and combined disorders of gastro-
intestinal tract. If a patient has such symptoms as hoarseness, tickling, scratching, burning, feeling of 
dryness in throat, frequent variant of gastro-intestinal tract disorders is gastroesophageal reflux 
disease with pharyngolaryneal reflux. There are such severe pathologies of throat as pachydermia of 
vocal cords and nodules of vocal cords among more frequently met disorders at gastro-intestinal tract 
diseases. High probability of accompanied pathology of throat in the form of pachydermia and 
nodules of vocal cords at patients with gastro-intestinal tract disorders stipulates for the necessity of 
conducting fibrorhynolaryngoscopy in combination with fibergastroscopy.    

     
Kew Words: Pachydermia, pathology of throat, gastro-intestinal tract disorder, interrelation, video 
image endoscopy 
 
Topicality of the theme:  

Long-term course of the functional diseases of throat, especially at people of voice and speech 
professions, leads to organic pathology of vocal apparatus. The mucous membrane of throat, larynx 
and gastro-intestinal tract represents non-separable whole, therefore, laryngitis in many cases 
develops simultaneously or subsequent to chronic gastritis or cholecystopancreatitis. One of the 
reasons of such symptoms occurrence is pharyngolaryneal reflux leading to refluxate entering into the 
area located above the upper esophageal sphincter [O.P. Alekseyev and others, 2006; V.F. 
Privorotskiy, N.E. Luppova, 2000]. Lately the manifestations of gastroesophageal reflux disease 
outside esophagus, especially from the part of bronchopulmonary system and ENT-organs, attract 
more and more attention. The cause-effect relations of gastro-intestinal tract disorders with pathology 
of throat in spite of their frequent combination [A.D. Svischev, 2003; Rosbe  K.W.  et  al.,  2003] 
have been studied insufficiently fully. 

Uncertainty of the problem related to adequate diagnostics of gastro-intestinal tract disorders 
at patients with the clinical picture of vocal dysfunction at throat pathology gave rise to the goal and 
determined the tasks of this work.    

Goal of study – is to study interrelation between gastro-intestinal tract disorders at the 
patients with different vocal dysfunction.  

Tasks of study: 1. To study interrelation between gastro-intestinal tract disorders and throat 
diseases and vocal dysfunction.  

2. To define the priority of throat diseases and vocal dysfunction diagnostics methods based 
on complex clinical and instrumental study. 

3. To conduct the comparative analysis of frequency of occurrence of gastro-intestinal tract 
disorders options depending on pathology of throat.   

Materials and methods: The clinical and instrumental examination of 99 patients at the age 
between 50 and 60 years (8,0±2,6 years) – 62 male and 37 female with chronic diseases of throat with 
different disorders of gastro-intestinal tract or combination of these nosologies was held. The 
gastroenterological group included 39 patients with disorders of upper gastrointestinal tract according 
to the data of physical, endoscopic, X-ray examinations. The criterion of inclusion into 
otorhynolaryngologic group was presence of chronic diseases of throat in combination with vocal 
dysfunction. It included 60 patients followed up by the otolaryngologists with pachydermia of vocal 
cords (PVC, n=38) and “singing nodules” vocal cords nodules (VCN, n=22).    
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Fibrogastroduodenoscopy was held to evaluate the condition of mucous membrane of 
esophagus, stomach and duodenum as well as motor defects in the area of  esophagogastric junction. 
The radiographic contrast study of esophagus made it possible to diagnose gastroesophageal refluxes 
of different degree of manifestation.  

All patients were held the endoscopic study of throat and larynx by means of Karl Storz video 
endoscope with camera with 900 angle of vision. Analysis of vocal function was held by means of 
Speech analyzer computer program. The patients’ speech was recorded for objective study of vocal 
function. The patients called name, surname and patronymic, year of birth and date of study and then 
pronounced the vowel sounds “A”, “И” and “У” in a drawling manner. Analysis of signal was held by 
means of one of the options of software, this program is able to reveal the abnormalities in vocal 
range without specification of such acoustic parameters. This was made it possible to evaluate the 
presence of deviations in vocal function condition and to reveal the necessity of more detailed 
analysis.         

In the otorhynolaryngologic group the endoscopic study was the basic one in establishing the 
diagnosis of chronic pathology of throat. In the course of study the endoscopic signs of 
pharyngolaryneal reflux were also defined: hyperemia and edema of mucous membrane of arytenoid 
cartilages and interarytenoid area, hyperemia of back sections of vocal folds, inflammable rollers in 
under folds section and pachydermia. In the course of study 93% (n-92) of patients from both groups 
complained about hoarseness, tickling, irritation, scratching, burning, and feeling of dryness in throat.  
The terms of disease were between 1 month and 20 years.      

The statistical processing of obtained data was held at personal computer using Statistica 6.1, 
Microsoft Excel 2003 programs according to the medical statistics recommendations.  

Following the results of study, the following was revealed: isolated disorder of upper sections 
of gastro-intestinal tract, combination of gastro-intestinal tract disorders and pathologies of throat, 
isolated disease of throat. The patients with combination of gastro-intestinal tract disorders and throat 
pathologies (n=56 – 56,6%) amounted the most part among examined patients (n=99). The isolated 
diseases of throat and gastro-intestinal tract were observed rarely (n=14 – 14,1%  и  n=14  –  14,1%, 
accordingly).  

The analysis of the degree of throat pathology influence upon detectability of gastro-intestinal 
tract disorders was also of interest. The accumulative group of the patients with throat pathology 
included 60 patients followed up by otolaryngologists with above mentioned ENT diseases and 40 
patients with initial diagnosis of reflux disease.   

Pachydermias (n=33) and nodules of vocal folds (n=7) in combination with dysphonia were 
diagnosed at the patients with initial diagnosis of reflux disease. Pachydermia was located on vocal 
folds – 21 (63,7%), vestibular folds – 8 (24,2%), in interarytenoid area or near to arytenoid cartilages 
– 4 (12,1%). The following was revealed by means of endoscopy: hyperemia, edema of mucous 
membrane of arytenoid cartilages and interarytenoid area, hyperemia of back sections of vocal folds, 
inflammable rollers in under folds section and pachydermia n=33 (82,5%).  Pachydermias had warty 
structure; they were similar to outgrowth or patchers. Coloring of pachidermia varied from whitish-
grey to bright yellow or pink. Thus, frequency of revealing the specified pathological states of throat 
at the patients with gastroenterological practice was 66,7%.        

The symptomatic analysis at the examined patients established certain influence of reflux 
disease option and gastro-intestinal tract disorder upon the clinical implications of pathology. There 
were regurgitation and vomiting (42,9% and 21,4%) at isolated disorder of gastro-intestinal tract. 
Vocal dysfunction was met among symptoms outside esophagus at the majority of patients at isolated 
disease of throat and combined option of reflux disease (80,0% and 66,7%, accordingly). The signs of 
endoesophagitis (77,8%) without evident frequency differences depending on reflux disease option 
were revealed at the majority of the patients who was held fiber optic esophagogastroduodenoscopy. 
Reflux disease with esophagitis signs (64,8%) was prevailing pathology of esophagus and without 
evident inflammatory changes of mucous membrane (22,2%).      

The conducted acoustic analysis of voice (functionally limited under technical parameters) 
revealed by means of software the vocal dysfunction at all patients in different degree of 
manifestation. The radio graphic contrast study at 1/3 of patients didn’t reveal the signs of contrast 
entering into esophagus (33,3%). The same study poorly reflected the level of reflux.  The 
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gastroesophageal reflux of 3-4 degree was met insignificantly more often at combined option of reflux 
disease (26,9%) in comparison with gastroesophageal reflux disease (14,3%).    

It is expedient to consider the revealed association of gastro-intestinal tract disorder with the 
diseases of throat from the point of view of cause-and-effect relationships. In particular, disorders of 
upper sections of gastro-intestinal tract are able to play a part of provoking factor of throat pathologies 
and to be its consequence by damaging the mechanisms of clearance of mucous membrane of 
respiratory tract upper divisions [Contencin  P.et  al,  1999,  Wierzbicka  M.  et  al, 2003]. 

The revealed patterns are likely to have interdependent nature and may reflect different 
pathogenetic mechanisms of ENT-pathology or degree of its influence upon gastro-intestinal tract 
disorders.   
 
Conclusions: 

1. The frequent option of gastro-intestinal tract disorders is gastroesophageal reflux with 
pharyngolaryneal reflux.  

2. The accumulative group of the patients with chronic diseases of throat differs by 
increased frequency of isolated and combined disorders of gastro-intestinal tract.   

3. Presence of severe pathology of throat, e.g., pachydermia of vocal folds and nodules 
of vocal folds, is the most often pathology met at gastro-intestinal tract diseases.  

4. High probability of accompanied pathology of throat in the form of pachydermia and 
nodules of vocal folds at the patients with gastro-intestinal tract disorders stipulates for necessity to 
conduct fibrorhynolaryngoscopy in combination with gastrofibroscopy.  
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Abstract:  
A sound cardiovascular system is essential for human health. There are many effective tests to 
measure cardiac performance, but no matching test exists to detect vascular reactivity. Hence the 
acute need for a sensitive, non-invasive, cost-effective screening test. The present study purports such 
a method of assessing variation in blood flow by quantifying colour changes visible in palm 
secondary to reactive hyperaemia for detection of presence of vascular lesions. 
Colour changes in palms of test and control hands were recorded in healthy young volunteers (5 
males, 5 females) by taking a series of photographs at 5 seconds interval in pre, during and post 
occlusion periods. Sphygmomanometer was used to produce arterial occlusion in test hand. The 
colour changes were analysed for red pixels by indigenously developed colour analysis software 
“Chitradeepam”. Mean of values for each hand in above-mentioned periods were calculated for all 
subjects and corresponding values of test and control hands were compared using student’s t test. 
No difference was observed in baseline values of both hands. During occlusion, there was significant 
decrease in test hand colour in females compared to their control hand but not in males. Post 
occlusion, significant colour increase was observed in test hands of males compared to control. A 
similar trend, though statistically not significant was seen in females.  
This technique can be useful in determining normal vascular response in healthy individuals through 
quantification of reactive hyperaemia which in turn can be a parameter to assess the decreased 
vascular response in Peripheral Vascular Disease. 

 
Key Words: Vascular function, Pixel analysis software, Simple screening test 
 
Introduction: 

The cardiovascular system, along with the respiratory system, is the most important organ 
system for supplying nutrients to the tissues. All the metabolic activities, and in turn the “life” 
depends on this. Hence the integrity of both the Cardiac and Vascular component of this system needs 
to be maintained, as malfunction of any one or both will have disastrous effects. There have been 
many tests for assessment of cardiac performance, but the tests for vascular integrity and reactivity 
have not matched with that of cardiac function tests, in terms of accuracy, reliability, sensitivity and 
also ease of administration. The testing of vascular functions has gained importance as the incidence 
and prevalence of Peripheral Vascular Diseases (PVD) has been increasing (1). 

PVD is commonly called peripheral arterial disease (PAD), which refers to the obstruction of 
large arteries not within the coronary or aortic arch vasculature. It is a manifestation of atherosclerosis 
characterized by atherosclerotic occlusive disease of the extremities and is a marker for 
atherothrombotic disease in other vascular beds.  
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Diabetes is one of the major causes of PAD, prevalence being more than three times higher in 
patients with Diabetes compared to non-diabetic persons and more so in chronic cases than newly 
identified ones at the baseline (2, 3). In people with diabetes, the risk of PAD is increased by age, 
duration of diabetes, and presence of peripheral neuropathy (4). Peripheral vascular disease affects 1 
in 3 diabetics over the age of 50. Generally DM induced PAD affects the older age group but now-a-
days there is an increased prevalence of the same in younger age groups as well because DM is 
reported to be increasing dramatically among young individuals. If this change in the epidemiology of 
DM continues, it is likely that a larger proportion of the youth population will have PAD in the future 
(5, 6). 

If PAD is suspected, a number of tests need to be performed to detect the presence of 
atherosclerosis, as well as to localize areas of stenosis and to estimate the degree of the stenosis. Two 
types of techniques are used for the assessment of a patient with PAD: Noninvasive tests and Invasive 
tests. The main vascular laboratory tests are:  

♦ Doppler velocity wave form analysis 
♦ Angiography  
♦ Color-assisted duplex ultrasonography  
♦ Magnetic resonance angiography (MRA)  
♦ Computed tomography angiography (CTA)  
Each of these tests has its own advantages and disadvantages. In general the major disadvantages 

are high cost; difficult to carry out as they are technique intensive; non availability at the peripheral 
centers and even risks of adverse reaction and transmission of diseases (7). 
 
Rationale for the present study 

Data on the prevalence of diabetes induced PAD in the primary care setting are sparse, 
although this information is critically important as a scientific basis for developing strategies to 
enhance treatment of this condition and prevention of cerebrovascular and cardiovascular events in 
the community. Primary care is the principal target for investigation if the aim is improved 
population-based care. Primary care doctors play a key role, as they are the first point of contact for 
recognition, diagnosis and referral. Due to the availability of modern pharmacological and adjunctive 
therapy they are also increasingly important for the treatment of PAD.(8,9) However, there are several 
issues that urgently need to be addressed with new data in order to help design rational strategies to 
further improve the service provision and quality of care for PAD patients and of topmost priority in 
this regard is the large scale accessibility and availability of a non-complicated, noninvasive and less 
expensive method of diagnosis which can be easily and accurately handled even with minimal 
expertise. 

The present study purports a simpler and non-invasive method of assessing the “change in the 
colour of the palmar-aspect of the hand with ischemia” and “reactive hyperaemia” as a diagnostic tool 
for the detection of presence of PAD in chronic diabetics. 
Aim of the study 
Qualitative and semi-quantitative assessment of the changes in the blood flow due to the phenomenon 
of the reactive hyperaemia by quantifying the colour changes as seen in the palm using a simple and 
non-invasive technique. 
Objective 

To observe and quantify the change in the colour of the palm with ischemia and reactive 
hyperaemia and compare with the other palm which is taken as control. This is done with the help of 
pixel analysis software “Chitradeepam” which is indigenously developed in the department of 
Physiology, K M C Manipal. 
Methodology 
Subjects 

Healthy young students (5 males and 5 females) and Patients with Type 2 Diabetes Mellitus 
of more than 5 years’ duration,  who were interested to volunteer in the study of “assessment of 
reactive hyperaemia through quantification of the colour changes” which was conducted in the 
department of physiology; Kasturba Medical College (KMC); Manipal; were selected as subjects. The 
study has been completed on healthy volunteers only. 
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Criteria for Selection of control subjects 
♦ Healthy young adults in the age group of 20-25 years  
♦ Subjects suffering from IDDM, HTN or any other ailment were excluded. 
♦ Gender equality was maintained while choosing subjects. 
♦ Subjects with fair complexion were preferred for sake of convenience. 
♦ Subjects with any deformity and disfiguration in their palms were avoided. 
♦ Too obese or too underweight subjects were excluded from the study. 
Procedure 

The experiment was done during the day time. The subject was sitting comfortably in a chair, 
completely relaxed in the air conditioned research laboratory and the full procedure was explained to 
the subjects. If willing he/she had filled in the consent form and only after that the procedure was 
started. After five minutes of rest, his/her blood-pressure was measured (using mercury 
sphygmomanometer) in the left arm and reported as systolic and diastolic-pressure. The mean of the 
three readings was used later for producing arterial occlusion. After five minutes of recording blood-
pressure the subject was keeping the hand on the table on the area marked in such a way that both the 
palms would come in one frame of the camera (Sony digital camera, two mega pixel resolution was 
used) which was fixed on the camera stand. First four photos were taken at an interval of thirty 
seconds, which was used only as the base line data. After the base line recording, pressure in the left 
arm was increased 20 mm Hg above the systolic blood-pressure and maintained at a constant level. 
Photos were clicked at an interval of every thirty seconds until the subject complained of any 
discomfort. Whenever the subject complained of any kind of discomfort in the left hand, the pressure 
was immediately released completely. Photos were clicked of both the hands at an interval of around 
5 seconds for a period of 2 minutes which was a total of 30 photos after the release of occlusion which 
corresponds with the period of the reactive hyperaemia. The cuff of the sphygmomanometer was 
removed and the subject was allowed to leave after five minutes. The images in JPEG format obtained 
were transferred to the laptop and converted to BITMAP format. Using the CHITRADEEPAM 
PIXEL ANYLYSIS SOFTWARE for each photo the number of red pixels in each photo was counted 
for the left hand and compared with the right hand values. The area selected for each hand for analysis 
was equal. Thus two sets of values were obtained i.e. one for the control hand and one for the 
experiment hand. The values were incorporated into the bar diagrams using MICROSOFT EXCEL 
and then documented. The results were analysed and accordingly interpreted also. 
Statistical Analysis 

The mean of the first four photographs for each hand represented the baseline value. The 
mean of all the photos during occlusion, which is of variable duration, represented the occlusion 
value. During post occlusion, the first minute value was separately calculated by analysing first 15 
photos and the mean of the 15 photos represented the change at the end of first minute after release. 
Then the mean all the photographs of the post occlusion, in total 30 photographs including the first 15, 
represented the mean change of the post occlusion period. 

The percentage change in the colour was analysed for first minute post occlusion and also at 
the end of 2 minutes’ by calculating the change by comparing that respective value with the mean 
baseline value of that hand. 

The mean values of the test hand of all the subjects (Males and Females) were compared with 
the corresponding values of the control hand using Student’s ‘t’ test for paired observations and 
p<0.05 was considered significant. 
Results 

The study was conducted in 10 healthy subjects who were free from any kind of diseases and 
selected based on the inclusion and exclusion criteria already mentioned. Out of the 10 subjects 
selected, 5 were males and the other 5 were females.  

Before the experiment was started, the height, weight and the baseline blood pressure 
(reported as systolic/diastolic) of each subject was recorded. Three readings were taken for the blood 
pressure and the mean of the three readings was used for producing the arterial occlusion.  
For each subject, 3 sets of values were obtained, i.e. baseline data (4 values before occlusion), during 
ischemia (variable number of values) and post-ischemic period (30 values) for the control and test 
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hand separately. A representative graph of an individual for the control hand, the test hand and for 
both hands together is given below. 
 
Graph 1: Colour changes observed in the control hand 
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Graph 2: Colour changes observed in the test hand 
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Graph 3: colour changes observed in both hands taken together 
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The mean was calculated for each of these stages separately. In the test hand, mean of the first 
four values (for all the subjects) served as the baseline data for that subject only. The same procedure 
was carried out during the period of ischemia, though this time period varied in each individual, 
depending up on the time for which they were able to tolerate it comfortably. During the post-
ischemic period, mean was calculated for the first 1 minute (first 15 photos) and again an average of 
all the 30 photos in the post-ischemic period was calculated separately. Similarly the procedure was 
carried out in the control hand of all the subjects. A representative graph is shown below. 
 
Graph 4: Colour changes Compared 
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All the mean values of each stage of control hand and test hand of all the 5 subjects in each 
group were tabulated. The mean and the standard deviations of those values were calculated and the 
paired t-test was used for the statistical-analysis. The values obtained were analyzed as shown below. 
Table 1 and 2: Comparison of the values obtained in the control and the test-hand taken together and 
analyzed using Paired student’s ‘t’- test. 
Table 1: MALE SUBJECTS 
No Topics Control hand  

(mean ± SD)  
Test hand  
(mean ± SD) 

p - value 

1. Baseline 72778.3 ± 
12602.07291 

 

70105.5 ± 
9010.29096 

 

0.42168066 

2. During 
ischemia 

83144.93953 ± 
41439.19732 

 

66203.54091 ± 
20965.78187 

 

0.37156512 

3. Post-
ischemia 
(1min) 

84710.45333 
± 
25886.14198 

 

114794.3867 
± 
29444.83298 

 

0.0195332* 

4. Post-
ischemia 
(mean) 

85911.8423 ± 
24542.78987 

 

112351.9582± 
25356.95444 

 

0.0280362* 

5. % Change 
Pre Vs 
Post1 min 

21.5662395 ± 
54.33920012 

 

67.53944658 ± 
58.14007126 

 

0.0045972* 

6. % Change 
Pre Vs 
Post Final 

22.58375408 ± 
49.88107477 

 

63.55933163 ± 
50.84734894 

 

0.0067888* 
 

(SD- standard deviation, *-p < 0.05 which is taken as significant). 
 
Table 2: FEMALE SUBJECTS 
No Topics Control hand  

(mean ± SD)  
Test hand  
(mean ± SD) 

p - value 

1. Baseline 101725.9 ±  
35693.69725 

94673.4 ±  
30530.50848 

 

0.060679 

2. During 
ischemia 

115187.6133± 
38581.35804 

 

68826.84 ± 
31855.1013 

 

0.0250490* 
 

3. Post-
ischemia 
(1min) 

120308.4933± 
47522.36298 

 

132029.1333 
± 
43562.83392 

 

0.3852659 

4. Post-
ischemia 
(mean) 

117744.1044± 
44672.04738 

 

126036.9687 ± 
45781.67196 

 

0.4807511 

5. % Change 
Pre Vs 
Post1 min 

19.87884078± 
           26.87505435 

 

39.52435222 ± 
15.18476165 

 

0.30651334 

6. % Change 
Pre Vs 
Post Final 

      16.99207658± 
21.18426156 

 

31.25447227 
18.89916251 

 

0.4444394 

(SD- standard deviation, *-p < 0.05 which is taken as significant). 
 
After analysis of all the 10 subjects, the following observations are made. 

1. There are no significant differences in the colour of the baseline photos of the control hand 
and the test hand in both the groups. 
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2. During the period of ischemia, the two groups showed difference. In males, though there is a 
decrease in the colour of the test hand as denoted by the number of red pixels in the test hand, 
but the colour change is statistically not significant both when compared with the baseline 
data as well as with control hand. But in females, there was a significant difference between 
the test and the control hands during ischemia. This seems to be due to the combined effects 
of decrease colour in the test hand and a simultaneous increase in colour in the control hand, 
the increase denoting an increased blood flow during the occlusion of the test hand. This is an 
interesting and novel observation. The similar change was also seen in males. 

3. In males during the first one minute of post-ischemia the test hand showed marked increase in 
the number of the red pixels, compared to the baseline and in the next 1 minute also, there 
was a significant increase in the number of the red pixels but the colour changes were less 
when compared to the first 1min. The average of the post-ischemic period values showed a 
significant increase in the number of red pixels (as indicated from the values) when compared 
with the baseline and also with corresponding values of the control hand. There was a similar 
trend in the females, though it was not to the same extent as seen in males and hence, was not 
statistically significant. This showed that there might be hormonal component to this effect, 
which needs to be further investigated. 

4. The control hand also showed similar changes in the post ischemic period as that of test hand, 
but the magnitude was very less and statistically not significant compared to the baseline 
values. 

 
Discussion and Conclusion 

The transient increase in the blood flow that follows a brief period of arterial occlusion is 
called as the reactive hyperaemia. There are various methods which have been used to analyze the 
phenomenon of reactive hyperaemia. Some of these procedures are venous occlusion 
plethysmography, ultrasound-scanning and other methods. But most of these techniques are invasive. 
Moreover it requires well equipped tools and expertise to perform such techniques. Hence it is 
difficult to repeat these procedures over-time. Moreover the range of normal values also varied 
considerably, probably due to differences in the methodological-factors. Due to all these 
complications, the patient/subject compliance is also affected and it becomes difficult to use such 
techniques as a teaching tool or continue further researches in the long run.  

In the present study, the change in the colour of the palmar aspect of the hand with ischemia 
was considered to assess reactive hyperaemia. For each subject 3 sets of values were obtained, i.e. 
baseline data (before occlusion), during ischemia (variable) and post-ischemic period (after the 
occlusion is released). As expected, there was a decrease in the number of red pixels during the period 
of ischemia compared to the baseline data, but the post ischemic period showed a significant increase 
in the number of red pixels, due to the phenomenon of reactive hyperaemia as assessed by the 
‘Chitradeepam’ software used in the study as mentioned before. The colour change was more intense 
in the first 1 minute after the release of the occlusion. Though this colour change was still high, 
compared to the baseline in the next one minute as well, the magnitude of the change was less when 
compared to the initial 1 minute of the post ischemic period probably due to the fact that the blood 
supply was returning almost to the baseline levels. These finding are similar to the other results 
previously mentioned and show that the new method used in this study does compare with the other 
invasive methods previously used to study reactive hyperaemia.(10) Interestingly, in our study it was 
seen that the control hand also behaved in a similar manner, though the magnitude of the changes 
were much less when compared with test hand. The rapidity of the response indicates that there could 
be a neural component mediating this in addition to the metabolites released in the test hand, which 
are carried by the blood stream to bring about similar changes. This indicates that there is a scope to 
continue further research in this field to study the behaviour of the non occluded hand and since this 
method is non invasive and hence can be used extensively.  

Our study also showed that there might be gender differences in the response. Male subjects 
showed a better vascular response to reactive hyperemia compared to females. This needs to be 
further looked into by studying more subjects and also the possible mechanisms. 

Therefore the present study gives us a simple, non-invasive and a novel technique for the 
assessment of reactive hyperaemia. The test is easy to repeat overtime and the normal range of values 
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obtained also do not vary much as compared with the other complicated methods. So this method can 
be used as a teaching tool and also to continue further researches with a better patient/subject 
compliance in this field like analyzing reactive hyperaemia in patients with diabetes mellitus, 
peripheral vascular diseases like peripheral neuropathies and other disorders.    
 
Conclusion: 

In the light of the present study, it could be concluded that this is a very simple and non-invasive 
method with a possibility of similar sensitivity as the other procedures which are invasive and 
complicated being used for the assessment of reactive hyperaemia. Hence this technique should 
further be extensively tested in all age groups and both in healthy subjects & in patients with 
peripheral vascular diseases so that it can be used as a teaching tool and also a research tool.    

 
References: 
Criqui MH, Denenberg JO, Langer RD, Fronek A. The epidemiology of peripheral arterial disease: 
importance of identifying the population at risk. Vasc Med 2:221–226,1997. 
American Diabetes Association: Peripheral arterial disease in people with diabetes (Consensus 
Statement). Diabetes Care 26:3333–3341, 2003. 
Jensen SA, Vatten LJ and Myhres HO. The association between diabetes mellitus and the prevalence 
of intermittent claudication: the HUNT study.Vasc Med 13: 239,2008.  
Selvin E, Coresh J, Wattanakit K, Sharrett R, Steffesh MW. HbA1c and Peripheral Arterial Disease in 
Diabetes. Diabetes Care 29:877–882, 2006. 
Hotu S, Carter B, Watson PD, Cutfield WS, Cundy T. Increasing prevalence of type 2 diabetes in 
adolescents; Journal of Paediatrics and Child Health 40:201-204, 2004. 
King H, Aubert RE, Herman WH. Global burden of diabetes, 1995–2025: prevalence, numerical 
estimates, and projections. Diabetes Care 21:1414–1431. 
Donnelly R, David H, London NJM. ABC of arterial and venous disease:- Non-invasive methods of 
arterial and venous assessment BMJ 320:698-701,2000. 
Curt D, Alexander S, Jens R. Allenberg , Harald D, Roman H, Stefan L, David P, Berndt S, Gerhart T, 
Hans-Joachim T. High prevalence of peripheral arterial disease and co-morbidity in 6880 primary 
care patients: cross-sectional study. Atherosclerosis 172 (2004) 95–105.  
Doubeni CA, Yood RA, Emani S, Gurwitz JH. Identifying unrecognized peripheral arterial disease 
among asymptomatic patients in the primary care setting. Angiology. 2006 Mar-Apr; 57(2):171-80. 
Norgren L, Hiatt WR, et al.; TASC II Working Group. Inter-Society Consensus for the Management 
of Peripheral Arterial Disease (TASC II). Eur J Vasc Endovasc Surg 2007; 33(Suppl 1): S1–75. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

667 
 

EMERGENCY TROLLEYS: AVAILABLE AND MAINTAINED BUT 
ARE THEIR LOCATIONS KNOWN? 

 
 

Sawsan Ghonaimy  
MBBCH, Primary FFA, MSC, Victoria Infirmary, Glasgow, UK 

Yahya Khedr  
Medical Student, Victoria Infirmary, Glasgow, UK 

Ahmed Boraei 
MRCOG, Ninewells Hospital, Dundee, UK 

 
 

Abstract:  
Emergency trolleys are developed and placed in strategic locations to improve the efficiency of the 
medical teams’ response to emergencies. We conducted a survey to assess the team’s knowledge of 
the presence and location of these trolleys in the Ambulatory Care Hospital in Glasgow, Scotland.  
The results highlighted a considerable deficiency in the knowledge of these trolleys’ locations in the 
unit. 
We anticipate this problem to be much more common than expected. We suggest that similar surveys 
should be conducted as part of the regular audits in all units and should involve all staff involved in 
such emergencies. 

 
Key Words: Emergency trolleys, difficult intubation trolley, cardiac resuscitation trolley 
 
Introduction: 

There are a number of emergency trolleys put together for easy access of specialist equipment 
in case of emergencies. 1 The trolleys are developed through national guidelines and local 
multidisciplinary team discussions. They have named individuals and a clear schedule that ensures 
they are maintained. Most medical units regularly audit these practices.2 The location of these trolleys 
has to be known by the teams using it. We conducted a survey to check the percentage of doctors that 
know about the emergency trolleys and their locations. The study was performed in the Ambulatory 
Care Hospital (ACH) in the Glasgow Victoria Infirmary. The doctors surveyed worked in the 
Aneasthetic department in the hospital. 
Objectives: 

The study objectives were to determine the percentage of doctors who know about the 
presence and the location of the emergency trolleys in the ACH. Furthermore, we aimed to determine 
the percentage of the different grades of doctors who know about the presence and places of the 
emergency trolleys. 
Methods: 

A paper questionnaire was developed and distributed to the ACH Anaesthetists. Their 
responses were collected and transferred to an electronic spreadsheet and analyzed. 
The emergency trolleys in the ACH are the Difficult Intubation trolley, the Cardiac Resuscitation 
trolley, the Snatch Box (containing the O negative blood), the Malignant Hyperpyrexia trolley and the 
Major Haemorrhage trolley. 
Results: 

Information was collected from 31 Anaesthetists who worked in the ACH, over a period of 3 
days. They included 11 junior trainees, 4 middle graders and 16 consultants. 
In total, 90% of all doctors knew of the presence of all the emergency trolleys, but only 48% knew of 
their correct locations. 

As regards the overall knowledge of the presence of the emergency trolleys all 3 groups 
(consultants, middle graders & junior trainees) scored similarly at 92.5%, 80% and 91% respectively. 
As regards the overall knowledge of the location of the trolleys, the consultants scored worst at 42.5% 
followed by the middle graders at 45% and the junior trainees scored 58%. 
The knowledge of the presence of the different types of trolleys varied. 
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The difficult intubation (DI) and the malignant hyperpyrexia (MH) trolleys scored the highest. All 
doctors knew of the presence of these trolleys. The location of the trolleys was not as well known and 
this is highlighted in the following graph. 
 
It is notable that more trainees (82%) were aware of the correct location of the MH trolley than 

consultants (50%). 
The location of the cardiac resuscitation trolley was better known, with 83% of consultants aware of 
its location. 
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As for the snatch box’s location, it scored very poorly with only 45% of consultants knowing its 
correct location and only 69% aware of its presence. 
While 92% of consultants were aware of the availability of a major haemorrhage  trolley only  33% of 
the consultants knew of its correct location. Once again more trainees (70%) knew the location of the 
trolley than consultants (33%). 
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Discussion: 
The emergency trolleys were developed to maximize the efficiency in critical situations when 

seconds could make a difference for the patients’ survival. The trolleys are routinely checked and if 
used, are restocked. This process is audited regularly. No such emphasis is placed on ensuring that all 
staff know the location of these trolleys.  
Our survey shows clearly that a significant number of both permanent staff and trainees are ignorant 
of the correct location of the trolleys. In some instances the doctors were not aware of its presence at 
all. 

It is interesting that a greater number of junior trainees were aware of the location of the 
trolleys than the consultants (42.5% vs. 55% respectively). This may be due to the induction 
programme the trainees attend at the start of their placement. Their knowledge of the trolleys’ 
location, however, remains generally poor.  

We suggest various ways to increase awareness of the presence and location of the trolleys. This 
includes signs and arrows highlighting their location in the hospital. We also advise a greater degree 
of involvement of the trainees and consultants in updating and restocking the trolleys. Local study 
days and emergency drills should include the location of the trolleys and not just the clinical aspect of 
saving the patients. Lastly, we recommend that this survey should be repeated at regular intervals. 
 
Conclusion: 

Our survey identifies an important and dangerous risk factor in the management of emergencies. 
We advocate the expansion of the survey to include other doctors from different disciplines as well as 
nursing and paramedical staff who may be called upon to retrieve those trolleys in emergencies.  
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Abstract:  
Study presents short overview of drug situation’s indicators during the first, or heroin decade of drugs, 
and then during the second, soft and synthetic drugs decade of drugs in Slovakia. Then the results of 
series of nation-wide school surveys, mapping development of licit and illicit drugs use among 
children and youth during nineties are outlined. The results indicated constant growth of licit and 
illicit drugs consumption among primary school pupils, and secondary school students until the fourth 
wave of nation-wide school surveys in the years 2006 – 2007. However, the next wave after four 
years has detected profound change in the expected pattern of further growth in the case of illicit 
drugs. Instead of this decline of use or at least stabilization occurred among Slovak youth. At the same 
time we have found growth of use in the case of licit drugs – alcohol and tobacco, more profoundly 
among girls. Also the use of new synthetic drugs among young people was revealed via traditional 
school survey.  

 
Key Words: Licit and illicit drugs, school surveys, new synthetic drugs 
 
Introduction: 

Slovakia became an independent state by January 1st 1993, when common state of Czechs and 
Slovaks ceased to exist. This event had happened three years after the fall of communist regimes in 
Eastern Europe. Czechoslovakia was divided by a parliamentary decision, through which the two 
parts of former state became two independent states: Czech and Slovak Republics. Slovakia has an 
area of 49 thousands km2, overall number of inhabitants is 5.4 million. 

Slovakia in similar way as neighbour post-communist countries in Europe did not have real 
drug problem before the year 1990, as the main problem consists in tobacco and before all alcohol. 
After few years the problem with illicit drugs, however, became fully developed and so called “heroin 
epidemics” had reached its peak around the year 2000 (see Picture 1). After this heroin prevalence, 
indicated mainly by number of treated heroin addicts, went down and other non-opiate drugs 
prevailed, resulting to the occurrence of new synthetic drugs.  
 
Main Text: 

School  surveys are part of key indicator of drug situation monitoring in population. In Slovakia 
the fifth wave of school surveys TAD (Tobacco–Alcohol–Drugs) took place in primary school pupils 
from 10-11 to 14-15 years (TAD1), in secondary school students from 15-16 to 19-20 years (TAD2), 
and in their teachers (TAD3). These nation-wide representative surveys were implemented in the 
spring of 2010 (Nociar 2010).  
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Picture 1. Numbers of treated drug addicts in health care facilities: Slovakia 1994-2009 
          Source: UVZ SR. Processing and graph: A. Nociar 

 
One year later the fifth wave of the European school survey on alcohol and drugs (ESPAD) 

took place in secondary school students from 15-16 to 19-20 years. It should be said, that from years 
1994-1995 until 2006-2007 TAD and ESPAD surveys demonstrated constant growth of illicit drugs 
use, before all marihuana. In the case of marihuana, however, in the years 2010-2011 clear decline 
was detected (except of 18 year olds) – see Picture 2 from TAD: 
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Picture 2. Results of the primary school pupils and the secondary school students by age: 
                Lifetime prevalence of marihuana. 
          Source: UVZ SR. Processing and graph: A. Nociar 

The same decline in TAD2 from 2010 had been detected practically in all remaining illicit 
drugs: 

 
Table 1. Lifetime prevalence of illicit drugs – the TAD2 results from 2006 
              compared to the TAD2 results from 2010 (in %) 

Lifetime prevalence of illicit 
drug 

Boys  Girls TOTAL 
2006 2010 2006 2010 2006 2010 

Marihuana 39,1 36,4 26,5 22,4 31,6 28,5 

Ecstasy 6,8 5,6 5,5 3,5 6,0 4,4 

Inhalants 6,0 5,4 4,4 4,1 5,1 4,7 

Amphetamines 3,2 3,6 5,6 2,7 4,5 3,1 

Heroin  1,0 0,6 0,6 0,4 0,8 0,5 

Cocaine  1,9 2,0 1,6 1,0 1,7 1,4 

LSD 3,9 2,8 1,7 1,2 2,6 1,9 

Stimulants  3,8 4,7 3,5 3,0 3,7 3,7 

 
It should be added, however, that in the case of licit drugs, i.e. tobacco and alcohol in secondary 

school students in Slovakia, this growth had persisted even in 2010: 
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Picture 3. Results of the secondary school students by gender: tipsiness and drunkenness 
                1 and more time through life. 
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          Source: UVZ SR. Processing and graph: A. Nociar 
The ESPAD survey results from 2011 in majority of cases had confirmed a trend towards 

decrease of illicit drugs: 
Table 2. Lifetime prevalence of illicit drugs – the ESPAD results from 2007 
              compared to the ESPAD results from 2011 (in %) 
Lifetime prevalence of illicit 

drug 
Boys  Girls TOTAL 

2007 2011 2007 2011 2007 2011 

Marihuana 50,6 47,9 37,8 38,3 44,2 43,4 

Ecstasy  8,6 7,2 6,5 5,1 7,6 6,2 

Inhalants  10,6 10,0 8,6 8,3 9,6 9,2 

Pervitin (meth) 8,1 7,4 6,4 6,2 7,3 6,8 

Alcohol with pills for getting high 14,1 11,0 19,5 13,9 16,8 12,4 

Heroin  1,0 2,4 0,6 1,4 1,7 2,0 

Cocaine 2,6 4,0 2,5 2,8 2,6 3,4 

LSD 6,6 7,1 5,0 5,1 5,8 6,2 

Synthetic cannabinoids - 5,4 - 2,5 - 4,1 

Mephedrone - 2,3 - 1,0 - 1,7 

 
The ESPAD surveys from 1995 till 2007 have also demonstrated constant growth of illicit drugs 

use, before all in marihuana. But also in the case of marihuana there was, in contrary to our 
expectations, slight but clearly evident decrease in 2011: 
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Picture 4. Results of the secondary school students in Slovakia: Marihuana prevalence 
          Source: UVZ SR. Processing and graph: A. Nociar 
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After the fifth wave of nation-wide surveys we can conclude, that drug situation is getting 
relatively stable, or in some instances we might see some improvement. Anyhow, before we begin to 
celebrate, we ought to be aware of the fact, that this decline is really small and the level of eventual 
stabilization is unacceptably high.  

It is difficult to say anything conclusive towards causes of that decrease. What might be said is, 
that Slovakia have joined majority of EU member countries, where such a trend have started earlier. It 
is also possible, that we are again witnessing very quick changes of drug scene, rise of synthetic 
cannabinoids and cathinons, and dangerous mixtures of unknown composition, sold as „bath salts”, 
causing sometimes uncontrolled aggressive behaviour. 

Therefore it was important to get at least preliminary information regarding new synthetic 
drugs and their possible presence in our potentially vulnerable population of young people. The 
results of ESPAD in the whole country and eight districts, where such a questions on new synthetic 
drugs were included, are illustrated at following pictures1: 

Results of the ESPAD from April 2011 in Slovakia
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Picture 5. Results of the secondary school students in Slovakia: Lifetime prevalence of synthetic cannabinoids 

          Source: UVZ SR. Processing and graph: A. Nociar 
.  

                                                 
1 Abbreviations from BA to KE stand for 8 regions of Slovakia: Bratislava, Trnava, Trenčín, Nitra, Zilina, Banska Bystrica, 
Prešov, Kosice 
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Results of the ESPAD from April 2011 in Slovakia
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Picture 6. Lifetime prevalence of mephedrone in secondary school students in Slovakia                   

        Source: UVZ SR. Processing and graph: A. Nociar 
Affirmative answers to questions on new synthetic drugs are overlapped to some extent, but it 

might be said, that overall prevalence was around 5 %. 
Reflecting further about changes on drug scene in Europe, it might be possible also, that in 

similar manner like after all-European “drinking binge” after the 2nd World war practically in all 
European countries (Smart 1989), where only after more then 20 years some decrease of per capita 
alcohol drinking occurred, perhaps something is happening also in the field of drugs. Following 
decline of illicit drug use among youth in the countries of Western Europe, such a decline, after some 
time shift started also in the Central and Eastern European post-communist countries, where illicit 
drug use also have reached its natural peak. 

Sorry to say, but growth of abusive drinking of alcohol among youth was again confirmed, 
especially among girls and young women. This was true not only for hazardous and risk drinking, but 
also in binge drinking, i.e. drinking to get drunk as quickly as possible. Because our version of 
questionnaire was complemented by CAGE and ADS (Nociar 2011), some results on these topics are 
below (see Table 3, Picture 7). Moreover, this unfavourable trend was present also in the case of 
tobacco (see Picture 8): 

Table 3.  Results of TAD2 from 2006 compared to 2010; and the ESPAD results 
               from  2007 compared to 2011 (in %) 
 

T A D   2006 – 2010: 
Boys  Girls TOTAL 

2006 2010 2006 2010 2006 2010 

CAGE 3-4: problem drinking 6,8 10,2 5,1 8,8 5,7 9,4 

ADS: heavy dependence signs 5,8 6,5 2,8 3,0 4,0 5,7 

E S P A D  2007 – 2011: 
Boys  Girls TOTAL 

2007 2011 2007 2011 2007 2011 

CAGE 3-4: problem drinking 6,7 9,4 6,5 7,9 6,6 8,7 

ADS: heavy dependence signs 5,3 6,6 3,9 4,6 4,4 5,6 

Binge drinking – 5+drinks in a row: 3-
times or more in 30 days) 32,5 33,3 20,3 21,0 26,3 27,6 
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Picture 7. Comparison of ESPAD surveys 1995-2011: binge drinking (3-5 drinks or more     
                3 or more times during 30 days) among secondary school students in Slovakia                   
        Source: UVZ SR. Processing and graph: A. Nociar 
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Picture 8. Comparison of the ESPAD surveys 1995-2011: regular smoking (1-5 cigarettes    
                 or more per day) among secondary school students in Slovakia                          
      Source: UVZ SR. Processing and graph: A. Nociar 
 
Conclusion: 

Except of certain decrease or stabilization of traditional drugs like marihuana, heroin, cocaine 
and amphetamine-like stimulants, there were detected in previous 4 – 5 years in Europe and also in 
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Slovakia, more and more frequent emergences on new synthetic drugs, known as „Spice“, „Legal 
highs“, offered via internet, or directly in so called „Smart shops“, or „Crazy shops“. EU member 
states as well as the EU as a whole have reacted by their own legislation changes, or common EU 
legislation, like in the case of mephedrone. Drug situation in Slovakia parallelizes overall situation in 
the EU, when after a period of traditional drug use there was swift change to new synthetic drugs, like 
metamphetamine and ecstasy, but more recently to synthetic cannabinoids, stimulants like 
mephedrone or other “Legal highs”, frequently of unclear composition. 

After two decades of drug problem in Slovakia it’s time to come to terms with reality – that 
young people today are living in the environment where a presence of drugs is no more exception. 
Drugs are offered via black market, or even more openly, but also in the atmosphere of more-less 
publicly declared opinions on illicit drugs “safety”. Moreover, we can hear that perhaps the time is 
coming to decriminalise, or even to legalise, at least some of them, as some voices try to declare more 
and more publicly. 

Finally, realistically speaking, due to still high prevalence of marihuana among 15 to 19 years old, 
it would be reasonable to support the development of low threshold network of contact points with 
accessible short term counseling and treatment, targeted at so called soft drugs, including relatively 
new synthetic drugs and dance or disco drugs.  

Anyhow, we should not forget old observation from clinical practice – that intuitive, but also 
empirically based conclusion: topics of so called licit, and so called illicit drugs belong to each other 
as a male-screw entirety, and to try to put them apart has no sense.   
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Abstract: 
The aim of this study was to compare the electrical activity of the Tensor fascia lata (TFL) and Vastus 
lateralis (VL) muscles as lateral stabilizers and the Vastus medialis oblique (VMO) muscle as medial 
stabilizer of the patella in athletes with and without patellofemoral pain syndrome (PFPS). Eleven 
healthy athletes (4 women, 7 men) and 9 athletes with PFPS (3 women, 6 men) ranging in age from 
20 to 30 years performed the submaximal isometric knee extension contraction initiated from 45°of 
flexion and an extended position to 30° and 15°angles. The activation amplitude of the TFL, VL and 
VMO muscles were quantified from the recorded electromyographic (EMG) signals. The results 
showed that Electrical activity of the VMO muscle at 30° and 45° angles for the patients was 
significantly greater than those of the control subjects. No significant differences were demonstrated 
in VMO: VL and VMO: TFL across all knee flexion angles between groups. However, the mean 
value of the ratio of VMO: (TFL + VL) at an angle of 30° for the subjects with PFPS was 
significantly greater than that of the control group. It may be assumed that the higher electrical 
activity of the VMO at 30° angle in PFPS patients is an effort to prevent more lateral patella tracking. 
Since the TFL and VL muscles produce lateral force on the patella, both of them should be studied for 
consideration of lateral stabilizers of the patella in the patients with PFPS.  

 
Key Words: Patellofemoral pain syndrome, Vastus lateralis, Vastus medialis oblique, Tensor fascia 
lata, Patella, EMG 
 
Introduction 

Patellofemoral pain syndrome (PFPS) is the most common knee complaint found in 
adolescents and young adults. Researchers showed an incidence as high as one in four, and even 
higher, among athletes (Cowan, Bennell & Hodges, 2002; Witvrouw, Lysens, Bellemans, Cambier & 
Vanderstraeten, 2001). Despite this high incidence, the exact cause of these disorders remains 
enigmatic (Crossley, Bennel, Green, Cowan & McConnell, 2002) and PFPS remains one of the most 
vexatious clinical challenges in rehabilitation medicine (Wilk, Davise, Mangine & Malone, 1998). 

The major complaint of patients with PFPS is retropatellar pain during activities such as 
running, squatting, going up and down stairs, prolonged sitting, cycling, and jumping (Witvrouw et l., 
2001). A combination of factors, such as abnormal lower limb biomechanics and abnormal lateral 
tracking of the patella may result in increased cartilage and subchondral bone stress, subsequent PFPS 
and subtle patellar malalignment or more overt patellar maltracking (Fredericson & Yoon, 2006; 
Miller, Sedory & croce, 1997; Souza & Gross; 1991). 

Several researchers showed that PFPS is associated with specific quadriceps muscle atrophy, 
especially in the vastus medialis oblique muscle (VMO) (Boucher, King, Lefebvre & Pepin, 1992; 
Lefebvre et al., 2006). Insall (1982) suggested that mechanism of abnormal lateral tracking of the 
patella is an imbalance in the activity of the VMO muscle relative to the vastus lateralis muscle (VL). 
Owings and Grabiner (2002) stated that the rationale for an important biomechanical role of the VMO 
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in patellar tracking is substantiated by its physiologic and biomechanical properties. They believed 
that due to smaller maximum contraction force and slower maximum contraction velocity of the 
VMO, it would be expected that VL dominates the movement of the patella unless the activation 
patterns of these muscles account for this difference (Owings & Grabiner, 2002). 

It is assumed that the medial tracking role of the VMO counteracts the laterally directed force 
of the VL on the patella (Grabiner, Koh & Miller, 1991). Lateral tracking of the patella may be due to 
inadequate medial control from the VMO in persons with PFPS (Gilleard, McConnel & Parsons, 
1998).  

The other soft tissue which influences the patella is illiotibial band (ITB). The ITB, the tendon 
of Tensor fascia lata (TFL), is an important dynamic lateral stabilizer of the patella (Chimera, Swanik, 
Buz Swanik & Straub, 2004; Mosher & Jackson, 2008; Recondo et al., 2000). With regard to the role 
of the VL and TFL on the lateral side of the patellofemoral joint and the VMO on the medial side, it 
can be assumed that the TFL as well as the VL contributes in making lateral force on the patella. 
Therefore, in order to prevent patella tracking, the VMO should counteract this force which is 
produced by the TFL and VL. If the VMO is not as strong as the TFL and VL, it has to recruit more 
motor units to dominate the force of the TFL and VL.    
  Since the EMG intensity provides a reliable estimate of the volume of recruited muscle, but 
not necessarily of the developed force (Roberts & Gabaldon, 2008), we expect that the VMO muscle 
has more activity in patients than that of a control group. 
Although the electromyographic (EMG) activity of the VMO and the VL was evaluated in patients 
with PFPS by several investigators (Boucher et al., 1992; Gilleard et al., 1998; Owings & Grabiner, 
2002), none of them considered the activity of the TFL against the VMO.  

The purpose of this study was to examine the electrical activity of lateral and medial stabilizer 
muscles of patella including the VMO, the VL and the TFL and to compare their activities in subjects 
with and without PFPS. 
Methods 

Subjects volunteered to participate in this study and were placed in an experimental group and 
a control group based on the presence of PFPS symptoms with no evidence of any other specific 
pathologic condition. All group members were athletes who were active in sports such as running, 
football, basketball, and handball, for more than 10 years. The control group was composed of 4 
women and 7 men with a mean age of 25.1 ± 3.2 years. They were healthy and athletic, and reported 
no history of knee injury.  
  The experimental group consisted of 3 women and 6 men with a mean age of 26.3 ± 2.6 
years, who had history of PFPS with duration of symptoms was more than 6 months and intensity 
sufficient to limit function or cause the individual to seek intervention. These symptoms consisted of 
retropatellar pain during physical activities such as jumping, running, squatting, and going up or down 
stairs. Clinical criteria include pain on direct compression of the patella against the femoral condyles 
with the knee in full extension, tenderness of the posterior surface of the patella on palpation, pain on 
resisted knee extension and pain with isometric quadriceps muscle contraction against suprapatellar 
resistance with the knee in 15° of flexion. These clinical signs are summarized in Table 1. Participants 
were excluded if they had signs or symptoms of meniscal, bursa, ligament laxity or tenderness, 
tenderness over the patellar tendon, illiotibial band, or pes anserinus tendons, patellar apprehension 
sign, patellar dislocation and previous knee surgery. The subjects did not have pain at rest, and did not 
have pain during a submaximal isometric contraction of knee flexion. The study received ethics 
committee approval from the Ruhr-Universität Bochum Ethics commission of Germany. 
 
Table 1. Clinical signs of the patients with PFPS 
Pain on direct compression of the patella  
Tenderness of the posterior surface of the patella on palpation 
Pain on resisted knee extension 
Pain with isometric quadriceps muscle contraction  
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Before beginning the study, every subject signed an informed consent document.  
The motor point of muscles was estimated by the following method (Rainoldi, Melchiorri & 

Caruso, 2004; Hermans HJ, Freiks B, 1997), (Figure 1):  
 

Vastus Lateralis: Two anatomical landmarks (the anterior superior iliac spine (ASIS) and the 
superior lateral side of the patella (SLSP)) were determined. Electrodes were placed at 2/3 on the line 
from the ASIS to the SLSP in the direction of the muscle fibers. 

Vastus medialis obliquus: Two anatomical landmarks (ASIS and the superior medial side of the 
patella (SMSP)) were determined. A quadriceps line was drawn from the ASIS to the SMSP. 
Electrodes were placed at 80% of the quadriceps line (starting from ASIS) with a medial inclination 
of 50°. 
 

 
A                        B                      C 
Figure 1. Schematic drawing of proper electrode positioning over the Tensor fascia lata (A), Vastus 
lateralis (B), and Vastus medialis oblique(C) muscles 
 

Tensor fascia lata: Two anatomical landmarks (ASIS and greater trochanter (GT)) were 
determined. A line was drawn from the ASIS to the GT. Electrodes were placed at 50% of this line 
with an inclination of 30°. 

Active bipolar Ag/AgCl surface electrodes (pre- amplification gain= 10, recording diameter, 1 
mm; center-to-center distance, 20 mm) were placed on the motor point of the VL, the VMO and the 
TFL muscles of the tested leg. The subject’s skin was prepared by shaving, then used abrasive paste 
for gentle local abrasion and finally cleaned with isopropyl alcohol. The resistance between the 
electrode pair was also measured by an EMG electrode impedance tester. The long axis of the 
electrodes was positioned over each muscle in the assumed direction of the underlying muscle fibers.  

The protocol prescribed submaximal isometric contractions with 60% of maximal voluntary 
contraction (MVC) for the knee extension. A device was designed for displaying the exact degree of 
knee extension. We named it angle meter. Each subject was seated on a chair. The hip-trunk angle 
was approximately 100°.The angle meter was positioned so that knee flexion angle was 90° and the 
estimated center of knee joint rotation was on a level with the angle meter’s axis of rotation. The 
subjects put their foot on the pedal of the angle meter. By moving the pedal upwards, the knee was 
extended and when the angle meter displayed 45°, the subjects had to maintain the position for 6 
seconds (Figure 2). Afterward, they contracted isometrically again at 30° and 15° maintaining the 
contraction for 6 seconds at each stage. The test was repeated 3 times.  A rest of 1 min was given 
between tests. The mean of the three measurements was used for analysis.  
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Figure 2. Measuring electrical activity of the muscles in different angles of knee extension 
 

EMG raw signals were recorded by using a Noraxon Inc., Scottsdale, AZ, USA EMG system. 
Signals were amplified differentially (total gain= 1000; CMRR> 130db). A band-pass Butterworth 
filter with cut-off frequencies ranging from 15 to 500 HZ was applied. The transmitted signals were 
sampled at 1 kHz, input to an analog-to digital circuit (Data translation Inc., Marlboro, MA.USA, 16-
bit resolution) and were stored. All signals processing was supported by the Noraxon MyoResearch 
XP software. 
  The activation signals of the VMO, VL and TFL were full-wave rectified through root mean 
square (RMS). Amplitude was analyzed by calculating IEMG in a window of 6 seconds and 
normalized by the mean value calculated within this time-window. Signals were also time normalized 
from 0-100% over these six seconds.  

The t-test for independent variables was used to compare the activation amplitude of the VL, 
the VMO, the TFL muscles and their ratios between patients and control group. Statistical analysis 
was performed with SPSS Version 17.0, and a value of 0.05 was accepted as reflecting significance. 
Results  
Significant differences were identified in the activation amplitude of the VMO at 30° and 45°angles 
between the subjects with and without PFPS (P= 0.05, P= 0.03, respectively),  
(Table 2).  According to the t-test analysis, VMO electrical activity in the subjects with PFPS was 
significantly greater than that of the subjects without PFPS. However, no significant differences were 
demonstrated in the activation amplitude of the VMO at an angle of 15° between the two groups (P= 
0.76). In addition, there were no significant differences in the activation amplitude of the VL at 15° 
(P= 0.61), 30° (P= 0.55) and 45° (P= 0.66) angles between the subjects with and without PFPS. 
Furthermore, no significant differences were found in the activation amplitude of the TFL at 15° (P= 
0.25), 30° (P= 0.67) and 45° (P= 0.89) angles between the two groups.   
Table 2. The means and standard deviations of normalized VMO, VL and TFL IEMG value (%) for 
knee flexion angles in the subjects with and without PFPS 
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Group 
 

Muscle Knee Flexion Angle 
45°                          30°                             15° 

 
Control 

VMO     22.3 ± 11.3                26.4 ± 11.5                    72.3 ± 7.3 
VL 37.3± 18.1               40.7± 17.1                   80.4± 8.9 
TFL    32.5± 16.2               45.2± 19.8                    66.1± 11.3 

Patellofemoral pain VMO     34.6 ± 12.6                38.9 ± 15.3                    73.6 ± 10.5 
VL     41.3± 21.4                 46.2± 23.2                     78.0± 11.0 
TFL   33.5± 16.2                41.7± 15.4                  71.5± 8.0 

 
There were no significant differences in the VMO: VL ratio across all knee flexion angles 

between the subjects with PFPS and the subjects without PFPS (P= 0.35, P= 0.09, 
P= 0.07, respectively from an angle of 15° to 45°). Similarly, no significant differences were 
identified in the VMO: TFL ratio at all knee flexion angles between the patients and control group (P= 
0.39, P= 0.06, P= 0.12, respectively from an angle of 15° to 45°).  

We found a significant difference in the VMO: (TFL+ VL) ratio at 30° of knee flexion 
between the two groups (P= 0.02). This ratio at 30° of knee flexion for subjects with PFPS (0.46) was 
significantly greater than for the subjects without PFPS (0.31), (Table 3).There was no difference in 
this ratio at 15° (P= 0.90) and 45° (P= 0.06) of knee flexion between the two groups. 
 
Table 3. The VMO: VL, VMO: TFL and VMO: (TFL+Vl) ratios for knee flexion angles in the 
subjects with and without PFPS

Group 
 

Ratios knee flexion angle 
45°                      30°                           15° 

 
Control 

VMO: VL 0.67± 0.29           0.68 ±0.22              0.90± 0.08 
VMO: TFL 0.79± 0.41           0.66 ± 0.33             1.14± 0.31 
VMO: 
(TFL+VL) 

0.34 ± 0.13           0.31 ± 0.11              0.50 ± 0.07 

Patellofemoral 
pain 

VMO: VL 1.01± 0.51           0.98± 0.46              0.95± 0.12 
VMO: TFL 1.48± 1.31           0.99 ± 0.43             1.04± 0.17 
VMO: 
(TFL+VL) 

0.48 ± 0.19           0.46 ± 0.14              0.49 ± 0.07 
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Discussion 
In the current study, the electrical activity of muscles (VMO, VL and TFL) was investigated 

at 3 different angles of knee flexion (45°, 30°, 15°) during submaximal isometric contraction in the 
subjects with and without PFPS. The normalized EMG data of VMO and VL indicated that in subjects 
with PFPS, the activation amplitude of the VMO muscle during the contraction at 30° of knee flexion 
was significantly greater compared with that of the subjects without PFPS (P= 0.05). There was no 
significant difference in the activation amplitude of the VL muscle between the two groups at the 
same angle. However, Owings & Grabiner (2002) reported the activation amplitude of both muscles 
(VMO and VL) of the subjects with PFPS were significantly higher than those of the control subjects 
during eccentric contraction. 

Following the data analysis, we found no significant differences in VMO: VL ratio across all 
knee flexion angles between the two groups. This finding has also been reported by previous studies 
(Boucher et al., 1992; Souza & Gross, 1991). Souza and Gross suggested that patients with PFPS may 
not differ from healthy individuals with regard to VMO: VL activation patterns. Since the TFL as well 
as VL, is a lateral stabilizer of the patella (Hughston, Andrews, cross & Moschi, 1976), it may be 
suggested to consider the TFL muscle as well as VL, when studying the ratio of lateral and medial 
dynamic stabilizer of the patella. 

With regard to the role of the TFL/ ITB complex, which is an important lateral dynamic 
stabilizer of the patellofemoral joint, in particular from 0° to 30° of knee flexion (Hughston et al., 
1976; Kanamiya et al., 2002), several studies suggested that TFL/ITB complex tightness may 
contribute to the development of PFPS (Puniello, 1993; Reider , Marshall & Warren, 1993).  

On the other hand, some researchers indicated there is a correlation between hip internal 
rotation and PFPS (Berger, Crossett, Jacobs & Rubash, 1998; Ireland, Davis, Ballantyne & Willson, 
2003). Berger et al (1998) stated that the direct correlation of combined (femoral and tibial) internal 
component rotation to the severity of the patellofemoral complication suggests that internal 
component rotation may be the predominant cause of patellofemoral complications in patients with 
normal axial alignment. Ireland et al. (2003) indicated that female runners, who have demonstrated 
significant knee valgus and hip internal rotation movements during running, are especially prone to 
PFPS.  According to Press and Young (1998), internal rotation may be caused by a tight TFL and a 
weak gluteus medius . McConnel (2002) showed that decreased flexibility of TFL muscle is a 
contributing factor in the etiology of PFPS. Since TFL is an internal rotator of the hip and a lateral 
stabilizer of patella (Fredericson et al., 2000), we considered the electrical activity of this muscle. To 
the authors’ knowledge there is no study that considers the electrical activity of the TFL muscle in the 
patients with PFPS. 

As the TFL and the VL play the role of the dynamic lateral stabilizers of the patella, the VMO 
represent a dynamic medial stabilizer of the patella. This function of VMO counteracts the force of 
lateral stabilizers on the patella. Due to balances in lateral and medial stabilizing forces, patellar 
tracking is prevented. Therefore, an insufficiency of these muscles can have an effect on the patella 
and develop patellar malalignment and consequently PFPS.  
In the present study, we found no significant differences in VMO: TFL ratio between two groups 
across all knee flexion angles, however, significant differences were demonstrated in VMO: 
(TFL+VL) ratio at 30° of knee flexion for the two groups.  This ratio was greater for the subjects with 
PFPS (0.46) than for the subjects without PFPS (0.31). This result showed that there was no 
significant differences in (TFL+ VL) at an angle of 30° of knee flexion between two groups, but the 
electrical activity of the VMO was significantly higher in patients than that of the healthy subjects. 
Powers (2000) believed that increase motor unit activity of the vastus medialis appeared to be in 
response to meeting the increased demand of providing patellar stability.  With regard to the 
significant differences in VMO: (TFL+ VL) ratio between patients and control group, it may be 
assumed that VMO as a medial stabilizer of the patella recruits more volume of active motor units 
thus preventing more patella tracking. Roberts and Gabaldon (2008) stated that it is generally assumed 
the EMG intensity provides a reliable estimate of the volume of recruited muscle, but not necessarily 
of the developed force. According to Roberts and Gabaldon (2008), high activation level of the VMO 
of the subjects with PFPS is not necessarily associated with developed force in this muscle. Powers 
(2000) suggested that increased motor unity activity of the Vastus medialis muscle appears to be 
associated with abnormal patellar kinematics in women, but it is not necessarily a cause of abnormal 
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patellar kinematics.  It may be presumed that VMO with more activation and more recruited motor 
unit tries to counteract the lateral forces of VL and TFL on the patella and prevent more patella 
tracking. 

This finding may provide evidence that PFPS is associated with a disruption in the control of 
the VMO during the isometric contraction at 30° of knee flexion. Furthermore, according to the 
results of the present study, it may be suggested to study the lateral stabilizers of the patella in the 
patients with PFPS, TFL as well as VL to be considered. 

In the light of the results at 30° of knee flexion in the current study and another study 
(Orchard, Fricker,  Abud & Mason, 1996) about the Iliotibial friction syndrome in runners, which 
shows that friction occurs at 30° of knee flexion, it may be assumed that this angle plays an important 
role in injuries occurring in runners.  
We recognize that two limitations were present in our experimental design. The subjects’ symptoms 
of patellofemoral pain varied in duration of pain. Nevertheless, as a group, these subjects were 
associated with a pattern of activation amplitude that was different from that of control subjects at 
angles of 30° and 45°. It may be assumed that PFPS, regardless of pain duration, effects on activation 
amplitude of VMO at above mentioned angles. 
The other limitation that we found in our study was daily activities of the subjects which it was not 
possible to control them. Although all subjects were active in sports such as running, football, 
basketball and handball, their daily activities may be different. However, this limitation was similar 
for both groups. 
Conclusion:  

In the present study, the electrical activity of the VMO at 30° angle of knee flexion was 
significantly higher in the patients than that of the control group. It may be assumed that high 
electrical activity of the VMO in the patients is an effort for counteracting lateral force, which is 
produced by lateral stabilizers, and subsequently preventing patella tracking.  With regard to no 
significant differences in VMO: VL and VMO: TFL ratios across all knee flexion angles between the 
two groups, and significant differences in VMO: (TFL+ VL) ratio at 30° angle of knee flexion, it is 
suggested that in consideration of lateral stabilizers of the patella, the TFL and VL should be assessed 
together.  
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Abstract:  
Chronic low back pain is the most common complaints in the urban society causing to absent from the 
work and activity limitation. Its health, social and economic burden is hefty. Despite developments in 
modern medicine in general and growing knowledge of spinal diseases, problem of nonspecific low 
back pain remains unsolved. Although the nonspecific types of bach pain affects approximately 85% 
of patients while 40% of low back pain patients worry that pain affects their work ability and will 
make them cripple, or that it underlies some serious disese (Waddell 1998). Even though there is 
ample evidence stating the efficacy of core stability training but not able to find any study which has 
compared Pressure Biofeedback training with Core Stability Training in the treatment of chronic low 
back pain. The aim of the present study was to compare the effectiveness of stabilizer pressure 
biofeedback training and core stability exercises on pain perception as measure by visual analogue 
scale in chronic low back pain patients.  

 
Key Words: Back pain, core stability training, stabilizer pressure biofeedback 
 
Introduction 

Chronic low back pain is the most common complaints in the urban society causing to absent 
from the work and activity limitation. Its health, social and economic burden is hefty. If we look to 
western societies, it has one of the most human suffering, disabling and enormous economic 
consequences with the frequent use of medical consultation and visit to rehabilitation unit. It is 
estimated that 70%-80% of population of United States of America is bear on back pain at one point 
in their life time.1 It is 2nd most frequent reason for visit to the physician and 5th ranking cause of 
hospital admission.2-3 In the United Kingdom back pain is the largest single reason of absence from 
work in 1988-1989 and is responsible for approximately 12.5% of all sick days.4 

Despite developments in modern medicine in general and growing knowledge of spinal diseases, the 
problem of nonspecific  low back pain remains unsolved, although the nonspecific type affects 
approximately 85% of patients reporting any back pain. Approximately 40% of low back pain patients 
worry that pain affects their work ability, that it will cripple them, or that it underlies some serious 
disease. Better understanding of multidimensional aspects has widened our concept of low back pain. 
There are several causes of low back pain. In a mechanical model, research has implicated pain 
sensitive vertebral structure such as the intervertebral disc and the zygoapophyseal joints as potential 
sources of low back pain. Irrespective of the actual source of symptoms, it has been shown that 
muscles are adversely affected secondary to low back pain. This phenomenon is accepted at 
peripheral joints such as the knee. For example, irrespective of the knee structure which is injured, 
e.g. meniscus or ligament, it is commonly accepted that quadriceps function will be adversely 
affected. Possible neurophysiological mechanisms include pain and reflex inhibition. Muscle re-
education is therefore a commonly used intervention in the rehabilitation process, and for many years 
exercise has been advocated in the treatment of low back pain. Many researchers have focussed on 
issues of muscle strength. The basis for this focus is the premise that strong abdominal and back 
muscles are able to provide support for the lumbar spine.5  
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Despite the common acceptance of this principle, systematic reviews have not on the whole 
supported general trunk muscle  strengthening programs.6 This has led to the development of specific 
exercise programs designed to protect and support the damaged joints and allow healing of the injured 
tissues.7,8 Muscles can be broadly divided into two categories, local and global muscles.9 The local 
muscle system includes deep muscles that are attached to the lumber vertebrae and are capable of 
directly controlling the stiffness of the lumbar segments.10 In contrast, the global muscle system 
encompasses larger and more superficial muscles of the trunk. Their role is to move the spine and to 
control larger external loads, which occur with normal daily function. Biomechanical research has 
demonstrated that deep, local muscles are important for controlling, protecting and supporting the 
joints. The muscles of the local synergy, which are important for the lumbo-pelvic region include the 
segmental lumbar multifidus, the transverses abdominis, the pelvic f loor and the diaphragm. There is 
evidence that low back pain results in an alteration in function of the local muscles, which lose their 
protective role.8,10,11  

A common clinical finding in low back pain patients is decreased range of motion of the spine 
with increased paraspinal activity. Disturbances in neuromuscular control have also been frequently 
connected with chronic low back pain and considered a possible linkage between pain and disability12. 
These impaired functions recover with treatment or active rehabilitation. Spinal manipulative therapy 
is commonly recommended for low back pain, although previous systematic reviews and practice 
guidelines have produced discordant findings as to the effectiveness of this therapy. A recent focus in 
the management of chronic low back pain patients has been the specific training of the deep 
abdominal (internal oblique and transversus abdominis) and lumbar multifidus muscles. The primary 
role of these muscles is considered to be the provision of dynamic stability and segmental control of 
the spine. For the treatment of chronic low back pain with radiological diagnosis of spondylolysis or 
spondylolisthesis, one randomized controlled trial of specific stabilizing exercises showed significant 
and longer-lasting reduction in pain intensity and functional disability levels than did other commonly 
prescribed conservative treatment programs. 

Investigators have reported that individuals with back pain may have motor control deficits or 
errors that affect their ability to engage the muscles that stabilize the spine. Maintaining segmental 
control within the trunk contributes to spinal stability and reduces unnecessary movement 
intersegmentally. This can serve to decrease the risk of back pain by causing a reduction in tissue 
strain, deformation, compression, and overstretching. Clinicians maintain that the mechanisms 
involved in spinal stability can be linked to differences in the function of the trunk muscles13. The 
trunk muscles have been classified into 2 categories, and each one performs distinct functions. The 
first category is the global muscle system. The muscles in this category are larger and more superficial 
in comparison to other muscles. The global muscles act to transfer loads and move the spinal column 
as a whole. Examples include the rectus abdominis and the external oblique14. 

The second category is the local muscle system. The local muscles are smaller and deeper 
than the global muscles. They are intersegmental and produce only small amounts of force. Local 
muscles aid in proprioception and postural control, which can decrease the risk of injury. The local 
muscles also contribute to maintaining stiffness along the spinal column. The multifidus and the 
transverse abdominis are two examples15. 
A number of investigators have cited evidence that supports the use of stabilization exercises for 
enhancing spinal stability20. The local muscles are said to be crucial in this mechanism. This may be 
because of their contribution to maintaining the position of the spine and their ability to improve trunk 
endurance. Core stability training is frequently used to improve spinal stability. It has been used for 
many years in physical therapy and has become popular in fitness settings17. It has been speculated 
that this method of training improves spinal stability and may assist in decreasing the risk of back 
pain. 

Studies that have been done on core stability training demonstrate promise for its effects on 
the musculature of the trunk18. However, previous investigations have not been designed to explore 
the involvement of the local muscles, which act to stabilize the spine. In addition, the methods of 
analysis have typically stressed the global muscles through assessments for strength or surface EMG 
recordings. These measures may not adequately identify improvements in spinal stability brought on 
by the local muscles. Core stability training that focuses on exercises with a neutral spine may be 
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appropriate for targeting the specific function of the local muscles during the early phases of 
programming for improving spinal stability19-20.  
Even though there is ample evidence stating the efficacy of core stability training I was unable find 
any study which has compared Pressure Biofeedback training with Core Stability Training in the 
treatment of chronic low back pain.  The aim of the present study was to compare the effectiveness of 
Stabilizer Pressure Biofeedback Training and Core Stability Exercises on pain perception as measure 
by visual analogue scale in chronic low back pain patients. 
Methodology 

A total of 30 subjects were selected for the study on the basis of inclusion and exclusion 
criteria. The subjects were randomly assigned to Group 1and Group 2 each comprising 15 subjects. 
All the patients were recruited from the inpatient outpatient department Government Civil Hospital, 
Ahmadabad. Only those patients were included who were between 40-60 years of age, presented with 
chronic nonspecific recurrent low back pain. The duration of the symptoms was diagnosed as sub-
acute and chronic according to the IASP classification of pain. Those patients who were having severe 
or excruciating pain, radiating pain to the legs, history of fracture, surgery, or constitutional symptoms 
like fever, malaise, etc indicating infection, any inflammatory conditions, radiographic changes 
showing cervical spinal malformations, osteoporosis, bony abnormalities, scoliotic or kyphotic spine, 
pregnancy, sensory impairments, vascular causes of radiating pain or neoplasms were excluded. The 
above stated conditions were ruled out on the discretion of a medical professional. 
Study Design 

The study was designed as a two group pre-test and post-test longitudinal study. Pain and 
Functional Disability were taken as outcome measure for this study. The experimental design 
included a pre-test measure of the dependent variables Pain and Disability and after 4 weeks of 
treatment the dependent variables were measured again. Visual Analouge Scale was used for 
measuring pain and Oswestry Disability Questionnaire for finding level of functional disability. 
All the selected subjects were informed in detail about the type and nature of the study and were made 
to sign the informed consent. After taking down the demographic data the visual analogue scale and 
Disability scores were noted down. Then the subjects in both the groups were made to do common 
warm-up exercises initially. These exercises include light aerobic work in the form of exercise on 
bicycle for 5 minutes at moderate pace or jogging for 10 minutes. 
 
Group 1: Core Stability Training 

Core stabilization refers to the muscles that act to stabilize the lumbar spine and lumbopelvic 
and hip complex as well as muscles acting to control position of the head, arms, and trunk segment 
relative to the body’s base of support.41 

All the subjects in the Group 1 had undergone one month core stability training which 
comprises of exercises aimed at increasing spinal stability. Isolated Lumbar stabilizing muscles 
training: Development of the perception of the isolated isometric specific contraction of the stabilizing 
muscles. 
Group 2: Stabilizer Bio-feedback training 

The Stabilizer is a simple device which registers changing pressure in an air filled pressure 
cell. This allows body movement, especially spinal movement, to be detected during exercise. The 
unit consists of a combined gauge/inflation bulb connected to a pressure cell. The Stabilizer is used to 
monitor and provide feedback on body movement during exercise. The three-chamber pressure cell of 
the Stabilizer was placed between the part of the body and floor. It was inflated till it molds between 
the body part and the supporting surface. A pressure of 40 mmHg was maintained as the resting 
pressure of the inflated cell. Changes in body weight on the cell on any of the three compartments will 
register a pressure change on the gauge.  

The Stabilizer biofeedback training was given for 6 days a week for four weeks. This 
maneuver was repeated for all the muscles responsible for lumbar spinal stability. All the activities 
were performed in three sets of 10 repetitions each. Each training session comprises of 45 mins. 
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Results 
Thirty subjects, 23 males and 7 females were randomly divided into two groups; group 1 and group 2.  
Table 1: Demographic Characteristics of Subjects in both the groups 

Group 

Visual Analogue Scale Score 
(n=15) 

Baseline After 
15 Days 

After 
30 days 

Core 
Stability 
Exercise 

6.7+1 4.6+1.7 2.3+1.7 

Pressure 
Biofeedbac
k 

6.2+1.7 3.5+1.8 0.9+1 

Group 
Oswestry Disability Index 
Score (n=15) 
Baseline Baseline Baseline 

Core 
Stability 
Exercise 

40.4+12.
5 

30.6+12.
6 19.8+14 

Pressure 
Biofeedbac
k 

46.6+21 24.8+18 5.1 + 6 

Fifteen subjects were taken in each group, with a mean age and standard deviation of subjects 
in group 1 and 2 were 23.4±1.95 and 21.66±1.95 respectively. There were 12 males and 3 females in 
group1 and 11 males and 4 females in group2. Statistical analysis revealed no statistically significant 
differences between the groups during the baseline readings. 
The outcome measures were pain, measured on Visual Analogue Scale and functional disability 
measured by Oswestry Disability Index. All the measurement was taken on the 1st day, 15th day and 
after completion of the training on 30th day. All the data were compared for both the within group and 
between group anlysis using repeated measure ANOVA. 
Effect of Training on Pain and Disability: Assessment of improvement in this experiment included 
two dependent variables; Visual Analog Scale (VAS) score and Oswestry Disability 
Index/Questionnaire Score (ODI). One-way MANOVA demonstrated a significant improvement in 
visual analogue scale and ODI among the three readings taken after 1st, 15th and 30th day 
respectively. Further analysis was performed to determine the difference in dependent variables 
between both the groups a post hoc analysis was performed using Bonferroni test. In Group1 it was 
found that there was a significant difference for visual analogue scale (F = 33.29, P=0.001), and ODI 
(F= 73.19, P=0.001) among all three readings. In Group 2 also it was found out that there was a 
significant difference for visual analogue scale (F=20.79, P=0.001) and ODI (F= 32.56, P=0.001) 
between the three readings. Results are presented in the following sections. (Table 5.2) 
Effect of Core Stability Exercises on Pain and Disability: The group1 getting Core Stability Training 
has shown significant improvement in terms of decrease in pain and functional disability. The one 
month Core Stability Training brought 66% decrease in pain and 25% improvement on Oswestry 
Disability Index. 
Even after 15 days of training there was a positive effect of this training which improved further with 
four weeks of training. Post Hoc analysis has shown that there was a significant improvement in 
baseline readings of visual analogue scale and ODI when the comparison was made between 1st and 
15th day, 1st and 30th day and 15th and 30th.   
Effect of Stabilizer Bio-Feedback Training on Pain and Disability: In Group2 also a similar 
improvement was seen as with the Group1. There was a significant decrease among the baseline 
reading measured on 1st day and the consequent readings taken on 15th and 30th day. Post hoc analysis 
has shown that there was improvement in pain and disability score with the training which was found 
statistically significant. 
Table 2: Repeated Measure ANOVA for visual analogue scale and ODI 
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  Group1 
(n=15) 

Group2 
(n=15) 

V
is

ua
l A

na
lo

gu
e 

Sc
al

e 

Day 1 M ± 
SD 6.69±0.9  6.2±1.7 

Day 15 M ± 
SD 4.6±1.7 3.46±1.8 

Day 30 M ± 
SD 2.27±1.7 0.94±1 

RANOVA 
F 33.29 73.19 
P 0.001 0.001 

Post-Hoc 
Analysis 
(P=) 

1vs15 0 0.001 
15vs30 0.002 0.001 
1vs30 0.00 0.00 

O
sw

es
try

 D
is

ab
ili

ty
 In

de
x 

Day 1 M ± 
SD 40.4±12.5 46.6±21.2 

Day 15 M ± 
SD 30.6±12.6 24±18.2 

Day 30 M ± 
SD 19.8±14.6 5.13±6.1 

RANOVA 
F 20.79 32.56 
P 0.001 0.001 

Post-Hoc 
Analysis 
(P=) 

1vs15 0.003 0.003 
15vs30 0.003 0.003 
1vs30 0.00 0.oo 

Between Group Analysis 
To find out, how both the groups have behaved in terms of improvement and to test the experimental 
hypothesis, a between group analysis was performed using independent t-test for all the variables. The 
findings suggested that the group getting Stabilizer Bio-feedback training have shown comparatively 
more improvement on both Visual Analogue Scale and Oswestry Disability Index.  
Figure 1: Within Group Comparison of VAS and ODI 

 
The result shows that for initial two weeks treatment both the group behaved similarly and 
improvement in pain and functional disability was seen in both the groups. 
Table 3: Between group analysis of visual analogue scale and ODI among all three conditions. 

Varia
bles 

Group 1 Group2 
t-test 

(n=15) (n=15) 
M ± SD M ± SD t p 

VAS1 6.7+0.9 6.2+1.7 0.903 0.374** 
VAS 
15 4.6+1.7 3.5+1.8 1.738 0.093** 
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VAS 
30 2.3+1.7 0.9+1 2.585 0.015* 

ODI 1 39.7+12.
5 

38.8+16.
2 0.176 0.861** 

ODI 
15 

30.6+12.
6 24.8+14 1.016 0.381** 

ODI 
30 19.8+14 5.1+6.1 28 0.001* 

 
As evident by the results there was no statistically significant difference between the group 

getting Core Stability Training or Stabilizer Pressure Bio-Feedback Training at 1st day (VAS: t 
=0.903, p=0.374 ODI: t =0.176, p=0.861) or after 15 days of treatment (VAS: t =1.738, p=0.093 ODI: 
t =1.016, p=0.381). But after four weeks of treatment the result shows a statistically significant 
difference between both the groups and also it shows that the group getting Stabilizer Bio-Feedback 
training improved better on both the scales Visual Analogue Scale as well as Oswestry Disability 
Scale. 
Figure 2: Between Group Analysis of the VAS and ODI 

 
The results of this study support the initial hypothesis that Stabilizer Pressure Biofeedback 

training of the “stability” muscles of the trunk is more effective in reducing pain and functional 
disability in patients with chronic low back pain. Analysis of the pain and functional disability score 
data in the experimental group revealed that this treatment approach was more effective than the Core 
Stability Training. These findings support the Punjabi’s21 hypothesis that the stability of the lumbar 
spine is dependent not solely on the basic morphology of the spine, but also the correct functioning of 
the neuromuscular system. Also, Radebold A.22  stated that muscle recruitment and timing pattern play 
an important role in maintaining lumbar spine stability. Therefore, exercises specifying the isolated 
contraction of multifidus muscle were incorporated in the Group2, in contrast to the core stability 
exercises in the group1. Hence, it gets clearer that the significantly better results in the group1 are due 
to the proper recruitment of the specific back muscles, which was facilitated by the Stabilizer. Hodges 
and Richardson19 showed that the co-contraction of the transverse abdominis and multifidus muscles 
occurred prior to any movement of the limbs. They also showed that the timing of coordination of 
these muscles was very significant, and that back injury patients were unable to recruit their 
transverse abdominis and multifidus muscles early enough to stabilise the spine prior to movement. It 
hence makes it utmost important to strengthen these deep and local muscles to uproot the low back 
aches completely and maintains segmental stability. Therefore, it can be safely stated that in the 
present study, the group in which this was emphasized showed a significant improvement in terms of 
pain and functional ability in comparison to the other group, as evident in the result section.  

By definition, the deep-trunk muscles act as 'stabilizers' and are not involved in producing 
movements, but instead use static or isometric contractions. Furthermore, they must act as stabilisers 
continuously during everyday activities as well as sport, and so require very good endurance of low-
level forces. Muscle impairments are not more of strength but rather problems in motor control. This 
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is what was kept in mind while planning the exercise regime of the group1, which enhanced the spinal 
segmental support and control. The subjects were trained to selectively contract the stabilizers by the 
help of stabilizer biofeedback and later worked on improving the endurance in terms of static control. 
This form of specific training at low levels of activation supports the recent findings of Cholewicke 
and McGill24 that only low levels of maximal voluntary contraction of the segmental muscles are 
required to ensure the stability of the spine in vivo. It is also consistent with assertion that motor 
learning and control are not simply a process of strength training, but depend on patterning and 
inhibition of motor neurons, with the acquisition of skills occurring through selective inhibition of 
unnecessary muscular activity, as well as the activation of additional motor units.  

Further, Shaughnessy M25 in a pilot study discovered that program of lumbar stabilization is 
effective in improving quality of life and functional outcome in patients with chronic low back pain. 
A similar study conducted by Cholewicke and McGill11 revealed that lumbar stability is maintained in 
vivo by increasing the activity (stiffness) of the lumbar segmental muscles, and highlighted the 
importance of motor control to coordinate muscle recruitment between large trunk muscle and small 
intrinsic muscles during functional activities, to ensure stability is maintained. This concept when 
merged with that of Bergmark,25 specifying the classification of trunk muscles into local and global 
muscles, has overemphasized the need to train the deep muscles of the back to provide segmental 
stability while directly controlling the lumbar segments. The present study on segmental stabilisation 
has incorporated all these theories and has come out with an exercise regimen working directly at the 
deep stabiliser muscles. The positive result with a significant difference in terms of pain and 
functional ability thus supports the hypotheses put forth by eminent researchers as stated above.  
In addition to this, Tesh K M26 has also suggested that the muscles of the antero-lateral abdominal 
wall increase the stability of the lumbar region of the vertebral column by tensing the thoracolumbar 
fascia and by raising intra-abdominal pressure. Of the back extensor muscles, the lumbar muscles is 
considered to have the greatest potential to provide dynamic control to the motion segment, in its 
neutral zone. This study was considered important on account of the fact that patients of chronic low 
back pain would always seek not only a relief from pain but also the ability to perform ADL without 
discomfort. Hence, the patients need to be trained not only for the static control but also dynamic 
functional independence. With this view in mind, the exercises focused on the appropriate 
strengthening of the deep back muscles such that it can lead to alleviation of pain during motor tasks 
as well, thus aiming at complete recovery.  

The most significant finding of the present study was the sustained reduction in symptoms 
and functional disability levels in the experimental groups at the 15th and 30th day follow up. The 
findings of this study support the view that a change in the motor program had occurred in both the 
group after the intervention, such that the automatic pattern of recruitment of the abdominals to 
stabilize the spine during a motor task incorporated higher levels of deep abdominal muscle activity. 
This appears to represent an enhanced ability, in those in the experimental group, to stabilize 
dynamically their spine during functional tasks. Hence it can very well be stated that stabilization 
exercises do appear to provide additional benefits to patients with sub acute or chronic low back pain 
who have no clinical signs suggesting the presence of spinal instability. Therefore, such population of 
chronic low back pain patients must be identified and treated with specific stabilizing exercise 
intervention based on motor control and motor learning in order to achieve efficient relief of excessive 
load from the spine, to enhance segmental stabilization and to control pain in a functional manner.  
Future Research 

The significant difference in results observe in this study suggests the effectiveness of both 
exercise regimes, but also suggests the need for a more comprehensive research for future including 
patients with gross instability (evident radiologically) and side-to-side differences while administering 
stabilization exercises. Other factors such as role of age, gender, duration of study etc. may also be 
included in the future studies. Use of sophisticated devices such as electromyography biofeedback 
units, or real time ultrasound scanners might have made this study more sensitive in terms of 
generalization of results. 
Relevance to Clinical Practice 

Since EMG was not used in this study, the results observed in this study suggest the cost 
effectiveness in assessing pain and disability as would be required in clinical settings (devoid of EMG 
and other sophisticated equipments to assess level of muscle imbalance). There are studies stating the 
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use of exercise regimes only (without electrotherapeutic modalities) in which patients have benefited 
and thus the exclusion of these does not pose to be unethical. Also, since no other modality was used, 
it is a cost–effective method of treatment, as would be preferred in clinical settings.  
Limitations 
 The long term effect of the study could not be established due to lack of follow up on pain and 

disability, after the thirty days of treatment. 
 The home care programme taught to the patients could not be done under direct supervision. 
 Apart from the clinical physical therapist palpating the transversus abdominis and multifidus muscle 

contraction in the subjects, there was no other means of verifying whether these muscles were 
recruited appropriately. 

Conclusion 
The findings of this trial support the view that the functional integration of Stabilizer Bio-

feedback training directed at the deep abdominals and the lumbar muscles are effective in reducing 
pain and functional disability in patients with chronic low back pain. This supports Punjabi’s 
hypothesis, that spinal stability is dependent on an inter play between the passive, active, and neural 
control systems. Specific training of the muscles considered to provide dynamics stability to the 
lumbar spine may act to maintain the neutral zones of the motions segment within more normal limits 
during functional activity. In addition, the results of this study indicate that a “Stabilizer Bio-
Feedback” treatment approach directed at specific muscles activation is more effective than Core 
Stability Training commonly used in patients with chronic low back pain. 
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Abstract: 
Aims: In view of the conflicting evidence of helper T cell type 1 (Th1) or type 2 (Th2) pattern of 
cytokine synthesis in steroid sensitive  nephrotic syndrome (SSNS) this study aims  to assess type-1 
/type-2 cytokines in different stages of SSNS and define the potent involvement of IL- 18  
Methodology: We prospectively studied thirty children with steroid sensitive nephrotic syndrome 
(SSNS), aged 2–12 years. Thirty children were   in active stage before treatment initiation, the same 
30 children in remission still on steroids; 21/30 in remission off steroids as well. The control group  
Included 30 healthy age and sex matched siblings. Using ELISA technique we assessed serum levels 
of Serum, IL-2, IFN-γ, ΙL-4, IL-13 and IL-18 in different stages of the disease and in controls. 
Results: IL-2 levels were not significantly different in children of all disease stages of SSNS and 
controls (p > 0.05). Levels of IL-4, IL-13 and IL-18 were significantly higher in the active stage of 
SSNS compared with the remission stages and controls (p<0.05). But, serum IFN-γ was significantly 
lower in children with active disease compared with remission stages and controls (p<0.05). In 
children with SSNS, of all disease stages, serum levels of IL-18 were significantly correlated with 
both IL-4 and IL-13 (r = 0.72 and p<0.0001, r = 0.82 and p<0.0001, respectively). 
Conclusion: Children with active SSNS seem to have a shift to type-2 cytokine production, and IL-18 
expression is significantly correlated with this type-2 immune response. 

 
Key Words: Type 1 cytokine, Type 2 cytokine, Nephrotic Syndrome 
 
Introduction:  

Idiopathic nephrotic syndrome (INS) is considered to be an immune-mediated disease [1]. 
But, how T-cells affect the course of the disease remain unanswered question. However, circulating 
factors were proposed to be released from activated T-cells which may affect the pathogenesis of the 
disease. Several cytokines are considered prime candidates for the role of mediators of INS [2].  
Based on the predominant cytokines, the immune response can be functionally subdivided into type-1 
and type-2. Type-1 response, which normally prevails, and produce interferon-gamma (IFN-γ) and 
interleukin (IL)-2 and enhance both the production of complement-fixing and opsonizing antibodies 
and, macrophage activation resulting into delayed type hypersensitivity (DTH),  Whereas type-2 
response is dominated by IL-4 and IL-13 and provide optimal help for antibody production; and 
promote both mast cell growth and eosinophil differentiation and activation, resulting in humoral 
responses [3].  
   Measurement of cytokine level in serum or urine in INS patients have been performed by 
many investigators. Increased levels in serum or urine in relapse were reported in interleukin (IL)-2 
[4], soluble IL-2 receptor [5-8], and (IFN-γ) [5, 9], IL-4 [9, 10], IL-12 [11], 
INS has been suggested to be a Th2-dependent glomerular disease [12] depending on the evidenced 
association between it and atopy and allergy [13-15], many allergic disorders, as asthma, allergic 
rhinitis and eczema, are typically linked to the presence of a Th2 immunologic response. 
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Further support to the hypothesis that INS is a Th2-dependent glomerular disease comes from 
the elevated serum IgE and preservation of IgG4 observed in INS, [16-18]. In addition, levels of IL-4 
and IL-13, which are two of the major Th2- associated cytokines, have been shown to be elevated in 
INS patients in relapse [9, 10, 16, 19]. . However, contradictory observations have been also reported, 
[19- 21]. 

IL-18 is an exclusive cytokine which, can stimulate both type-1 and type-2 immune responses 
depending on the cytokine enviroment [4].  
Since Matsumoto and Kanmatsuse [22] elegantly demonstrated that IL-18 was involved in the active 
stage of the disease, and that there was a positive correlation between IL-18 production and disease 
activity was by, efforts have been made to identify the pathogenetic  vascular permeability factors 
VPF(s) released from T-cells, such as cytokines, as well as to clarify the participated cells in its 
pathogenesis. 

For the last two decades many studies investigated the cytokine pattern in SSNS with 
sometimes conflicting results [5–7]. So, it is still questionable is type-2 response dominated in active 
SSNS. 
Besides, literature is lacking regard the involvement of IL-18. 
The current study aims to evaluate prospectively type-1/type-2 cytokine profile in the same children 
with different stages of primary SSNS and to investigate the potent involvement of IL-18. 
 

Subjects and methods: 
This is a cross-sectional prospective longitudinal study; the study was carried on in Madinah 

Maternity and Children Hospital (MMCH) The hospital is the main maternity and children referral 
hospital in the Madinah AI-Munawarah, . 
 The study investigated thirty children (2 -12 years.) who were proved to have steroid sensitive 
nephritic syndrome (SSNS) and, consecutively admitted in our department during the period from 
August 2010 to August 2012. Active stage of SSNS was defined as increased urinary protein 
excretion (Albustix ≥2+ for at least three consecutive days or > 40 mg/m2 per hour) and serum 
albumin ≤25 g/l. Remission was defined as serum albumin concentration ≥ 35 g/l and normal protein 
excretion (Albustix trace or negative for at least three consecutive days or 5 mg/m2 per hour) [23] 
Children with SSNS were subdivided into 3 groups: group (A) Patients in the active stage (30 
children), Patients in the remission stage were further subdivided into two groups: 
(B1) remission phase still on steroid dose of prednisone of 40 mg/m2 on alternate day regimen (30 
children) and, (B2) remission phase off steroid treatment for at least 6 months (21/30 children). 
Patients (30/30) were tested both in active stage and at the time of testing no patient or control was 
taking any immunomodulating drug (i.e. cyclosporine A, cyclophosphamide, levamisole or MMF), to 
avoid their effects on the they have history of recent (within the previous 6 months) infection and/or 
inflammatory conditions, or abnormal urinary sediments (abnormal casts or crystalluria). The control 
group ( group  C) included thirty age and sex matched healthy children aged 2-/12 years (male, 15 
female, 15) with (urinary protein/ creatinine ratio (</0.2) and, serum albumin level (4.1±/4.6 mg/dl).  
 
Ethical considerations: 
  The study was approved by the Ethics Committees of Madinah Maternity and Children 
Hospital (MMCH). All parents of the patients and the controls were informed about the study and 
written informed consent was obtained 
Methods: 
  A comprehensive clinical examination was done by one of the investigators or his assistant to 
all individuals who consented to participate in the study. The examination aimed to elicit signs and 
symptoms of the disease, presence or absence of complications and risk factors for relapse (upper 
respiratory tract infections, fever, common cold, vaccinations…..).  
The following investigations were routinely performed in all children in the laboratory of Maternity 
and Children Hospital. 
  Blood: full blood count, urea; Creatinine; liver function test; ASOT; C3/C4; Varicella titers , 
urine culture and urinary protein/creatinine ratio, urinalysis including glucose,  in all children before 
commencing steroids and,  hepatitis B status to exclude secondary hepatitis. 
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Serum cytokine assay: 
  Blood samples were collected from all patients and controls in the test tubes without 
anticoagulant under sterile conditions. Serum was separated by centrifugation at 300g for 10 min, then 
divided in small aliquots and stored at −80 oC for future serum cytokine assessment. 
  Serum IFN-γ, IL-2, ΙL-4, IL-13 and IL-18 concentrations were measure by using quantitative 
colorimetric sandwich ELISA kits purchased from R&D China Co. Ltd., Shanghai. Following the 
manufacturer’s instructions,, Each cytokine sample was run in duplicate and the mean cytokine 
concentration was calculated  
 
Statistical analysis: 

Statistical analysis was performed using Statistical Package for the Social Sciences for 
Windows (SPSS version 17). Values were expressed as median and ranges. The non-parametric 
Wilcoxon signed-rank test was used to compare differences between study groups with paired data. 
For non-paired data, statistical significance was analyzed by the Mann–Whitney U test. Spearman’s 
coefficient of correlation (r) and Regression analysis model were e used to determine the correlations. 
P < 0.05 was considered to be statistically significant. 
Results: 

The current study investigated 30 children (17 males and 13 females) in the active stage of 
SSNS aged from 2 to 12 years (median = 3.52 years). The same group of children was re-investigated 
during remission phase still on steroid treatment; 21/30 was tested in remission phase off steroids for 
at least 6 months as well. All 30 patients who were studied in remission still on steroids were on the 
same dose of prednisone (40 mg/m2 on alternate day regimen).the control group consisted of 30 
healthy siblings of the patients (15 males and 15 females) aged from 2 to 12 years (median = 4.12 
years). There was no statistically significant difference between the group of children with nephritic 
syndrome and the control group in regard to age or sex ((p > 0.05). 

Table 1 summarizes the results of serum IL-2, IFN-γ, IL-4, IL-13 and IL-18 levels and p 
values in all study groups .There was no significant difference in IL-2 levels between nephrotic 
children of all disease stages and controls (p > 0.05). Children with active stage had significantly 
lower levels of IFN-γ when compared with the two remission phases (remission on steroids, remission 
off steroids (p = 0.005, p = 0.001, respectively) and controls (p = 0.007), While there was no 
significant difference between controls and each of the two groups of remission (p > 0.05). 
To the opposite children with active stage of SSNS had significantly higher levels of   IL-4 when 
compared with the two remission phases (remission on steroids, remission off steroids and p < 0.0001, 
p < 0.0001, respectively). In comparison to the controls patients in both remission groups showed 
significantly elevated IL-4 levels (p < 0.0001 and p = 0.034 respectively). Regarding, serum IL-13 
levels, they were significantly higher in the active stage of SSNS compared with the two remission 
groups (p < 0.0001, p < 0.0001, respectively). IL-13 levels, still elevated during both remission 
phases, compared with    the controls (p < 0.0001 and p = 0.002, respectively). Worth notice were also 
the findings regarding IL-18 levels .In the active stage of SSNS .IL-18 levels were significantly higher 
compared with the two remission groups, and controls (p = 0.003, p = 0.001, and p<0.0001 
respectively), and IL-18 levels, even lower than in the active stage, remained significantly higher in 
both remission groups, compared with the controls (p<0.0001, p<0.0001, respectively).  
As shown in Fig. 1a and 1b, using the linear regression analysis serum IL-18 and IL-4 levels were 
significantly correlated in nephrotic children in all disease stages (r = 0.72 and p<0.0001). 
In children in active stage of SSNS, serum IL-18 and IL-4 levels, were also significantly correlated (r 
= 0.73 and p = 0.001) Fig. 1b. 

Fig .2a illustrates the significant correlation between serum IL-18 and IL-13 levels in 
nephrotic children in all disease stages (r = 0.82 and p < 0.0001).  In children in active stage of SSNS, 
serum IL-18 and IL-4 levels, were also significantly correlated (r = 0.76 and p = 0.001) Fig. 2b. 
 
 
 
 
 
 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

699 
 

Table 1: Serum Levels, median and range values of IL-2, (IFN-γ), IL-4, IL-13 and IL-18 in 
patients with different stages of SSNS and in controls. 
serum cytokine 
level 

Active state  
Group (A) 
(n = 30)  

Remission on 
steroids 
Group (B1) 
 (n = 30) 

Remission off steroids  
Group (B2) 
(n = 21) 

Controls 
Group (C) 
(n = 30) 

IL-2(pg/ml) 
Median 
Range 

8.3 
 8- 13.5 

98 
7.9- 12.8 

9.1 
7.6 – 12.9 

8.7 
7.9 – 13.1 

a P > 0.05* a P > 0.05 a P > 0.05 

(IFN-γ) (pg/ml) 
Median 
Range 

 
16.25 
14.76 – 29.9 

24.5 
13.72 – 36.9 

25.9 
15.28  - 35.7 

21.8 
13.4 – 33.3 

a P = 0.005 
c P > 0.05 

 a P = 0.001 
c P > 0.05 

a P = 0.007 

IL-4 (pg/ml) 
Median 
Range 

65 
19.7 – 109.5 

33.7 
15.8 – 81.8 

21.9 
11.6 – 69.5 

14.5 
7.7 - 42. 

a, c p < 0.0001 a p < 0.0001 
c P = 0.034 

a p < 0.0001 

IL-13 (pg/ml) 
Median 
Range 

59.9 
32.5 – 160.8 
 

28.7 
11.8 – 133.7 

19.7 
11.1  - 96.3 

12.7 
10.4 – 20.6 

a, c p < 0.0001 a p < 0.0001 
c p = 0.002 

a p < 0.0001 

IL-18 (pg/ml) 
Median 
Range 

1564 
532.1 - 2716 

1311 
417 – 2245 

765 
321 - 1278 

109 
29 - 236 

a p = 0.003 
c p < 0.0001 

a p = 0.001 
cp < 0.0001 

a p < 0.0001 

P < 0.05 was considered to be statistically 

a p; comparing active stage with remission on steroids, remission off steroids ,and controls.  
c p;, comparing controls with remission on steroids, and  remission off steroids. 
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Figure 1a: Correlation of serum IL-18 and IL-4 levels in children with SSNS in all stages. 
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Figure 1b: Correlation of serum IL-18 and IL-4 levels in children with active stage of SSNS. 
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Figure 2a: Correlation of serum IL-18 and IL-13 levels in children with SSNS in all stages 
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Figure 2b: Correlation of serum IL-18 and IL-13 levels in children with active stage of SSNS. 
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Discussion: 
Studies of the type-1/type-2 cytokine patterns in the sera of patients with 

SSNS have generally been variable and inconsistent. This conflicting result may be due to the 
differences in immunologic techniques which were used to assess cytokine synthesis [24]. 
Our study has clearly shown that children with active SSNS showed a down-regulation of type-1 
immune response. IL-2 serum levels were not significantly different in children with SSNS in all 
stages.  This is in agreement with pervious cited studies [16–19]. 

Printza et al. [24] reported, in agreement with our findings, no significant difference of IL-2 
serum levels in children with SSNS. 

On the contrary Zachwieja et al. [16] demonstrated the presence of higher intracellular 
expression of IL-2 using a three-color flow cytometric assay. Considering the physiological fact that 
increased intracellular production does not usually results in increased secretion, we can partially 
explain the difference between our results and Zachwieja et al. [25]. 
  In the group of children with active, IFN-γ serum levels were lower than that in both 
remission groups which were not significantly different from controls. Our results are in accordance 
with the results of two previous studies [24, 26] which showed a decreased production of IFN-γ by 
stimulated peripheral blood mononuclear cells in patients with active SSNS. Cheung et al. [27] and 
Kaneko et al. [28], who assessed the percentage of IFN-γ producing N cells in patients with SSNS, 
did not find significant difference between patients and controls. The predominance of type-2 immune 
response in our children with active SSNS is further supported by the Upregulation of   the serum 
levels of IL-4. These results are in agreement with earlier published works by Stokowski et al. [20], 
Neuhaus et al. [9], and Cho et al. [10], who reported in patients with active SSNS an increased 
synthesis of IL-4 by stimulated peripheral mononuclear cells.  Also the results of the current study are 
in agreement with Printza et al. [24] Kang et al. [29], and Lama et al. [30]. On the other hand, Cheung 
et al [27] did not report any increase in the percentage of IL-4 producing T cells.  

Further support to the shift to type-2 immune response in our children with active SSNS is 
demonstrated by the increase of IL-13 serum levels in all our patients with SSNS. The results of this 
study are in accordance with pervious published studies [27, 19]. Yap et al. [19] demonstrated an 
elevated expression of IL-13 mRNA using a semi-quantitative reverse trancriptase PCR technique. 
An experimental study on rat by Lai et al. [31] demonstrated the occurrence of podocyte injury, 
inducing a minimal-change like nephropathy with the over-expression of IL-13. Recently Printza et al. 
[24] reported that serum IL-13 levels were significantly higher in the active stage of SSNS compared 
with the two remission phases and that although IL-13 levels were even lower than in the active stage, 
they remained elevated during both remission phases, compared with the controls. 
Our results highlight an important finding of increased levels of IL-18 in all disease stages, and 
particularly in the active stage of SSNS compared with the controls. This elevation should be greatly 
emphasized considering that IL-18 is a unique cytokine that can trigger both type-1 and type-2 
immune responses depending on the predominant cytokines [2].   

Earlier in the literature IL-18 was shown to be an IFN-γ trigger, which plays a critical role in 
the host defenses [32].  Recently, IL-18 has been postulated to induce IL-13 and/or IL-4 production 
by NK cells, mast cells and basophils [31, 32].   

IL-18 is currently incriminated to play a potent role in various pathological conditions. The 
available data support its involvement in various diseases such as insulin dependent diabetes mellitus, 
rheumatoid arthritis, Chron’s disease and atopy.  

In collaboration with IL-12, IL-18 stimulates Th1-mediated immune responses, which play a 
critical role in the host defense against infection with intracellular microbes through the induction of 
IFN-gamma. However, the overproduction of IL-12 and IL-18 induces severe inflammatory disorders, 
suggesting that IL-18 is a potent proinflammatory cytokine that has pathophysiological roles in 
several inflammatory conditions [2]. IL-18 mRNA is expressed in a wide range of cells including 
Kupffer cells, macrophages, T cells, B cells, dendritic cells, osteoblasts, keratinocytes, astrocytes, and 
microglia. Thus, the pathophysiological role of IL-18 has been extensively tested in the organs that 
contain these cells. Somewhat surprisingly, IL-18 alone can stimulate Th2 cytokine production as well 
as allergic inflammation. Therefore, the functions of IL-18 in vivo are very heterogeneous and 
complicated. In principle, IL-18 enhances the IL-12-driven Th1 immune responses, but it can also 
stimulate Th2 immune responses in the absence of IL-12 [31].  
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Printza et al. [24] showed that in children with SSNS IL-18 levels were elevated in the active stage of 
the disease and that there was a positive correlation between IL-18 production and disease activity.  
Our results demonstrated that in SSNS, IL-18 was significantly correlated with I L-4 and IL-13 which 
are type-2 cytokines. 
In conclusion, the current study reports that during the active stage of SSNS the balance is tipped in 
favor of type-2 cytokine pattern, and that apparently IL-18 is correlated with these type-2 cytokines.  
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Abstract: 
GIS can be thought of as a system that digitally creates and "manipulates" spatial areas that may be 
jurisdictional, purpose or application-oriented for which a specific GIS is developed. Therefore, in a 
general sense, the term describes any information system that integrates, stores, edits, analyzes, shares 
and displays geographic information for informing decision making. GIS applications are tools that 
allow users to create interactive queries (user-created searches), analyze spatial information, edit data, 
maps, and present the results of all these operations. In the simplest terms, GIS is the merging of 
cartography, statistical analysis, and database technology. This paper presents the results of using GIS 
as a tool to study the health status of Udupi District. Health is a parameter that is influenced by 
various factors both environmental and non-environmental. The thesis, at the latter stage, emphasizes 
the influence of non-environmental factors such as literacy and socioeconomic index on health status 
of Udupi district. The results demonstrate an affirmative relation of health status with health literacy, 
awareness and socio-economic index of a locality, despite the well-knit health care facilities available 
within the district.  

 
Key Words: Cartography, Statistical Analysis, Geographic Information, Socioeconomic Index  
 
Introduction  

Data encompassing all the fields can be collected, stored and retrieved from such geo-based 
reference system. Geo-information Technology is a tool by which one can integrate the sustainable 
indicators easily arriving at suitable modeling and decision making, thereby helping us in evaluating 
the results and implementing an effective and efficient planning of the project. The health sector is an 
area that requires continuous monitoring and improvement and the general practice followed to 
achieve this is by reporting and recording statistical data, conducting studies and drawing probable 
interpretations directed towards improving the health status.  

This is where GIS could be a breakthrough and assist in easier record keeping and 
interpretation of the data. The end-result would shift the interpretations from single parametric to a 
multi-parametric relation. Study of the various aspects influencing health can also be done to analyze 
the root cause of health issues and find permanent solutions. The other aspect that is dealt with in this 
thesis includes the influence of literacy and socioeconomic index on health. The relationship between 
literacy and health is complex. Literacy impacts health knowledge, health status, and access to health 
services. Health status is influenced by several related socioeconomic factors. Literacy impacts 
income level, occupation, education, housing, and access to medical care. The poor and illiterate are 
more likely to work under hazardous conditions or be exposed to environmental toxins.  

Health literacy is defined as the degree to which individuals have the capacity to obtain, 
process, and understand basic health information and services needed to make appropriate health 
decisions. It includes the ability to understand instructions on prescription drug bottles, appointment 
slips, medical education brochures, doctor's directions and consent forms, and the ability to negotiate 
complex health care systems. Health literacy is not simply the ability to read but requires a complex 
group of reading, listening, analytical, and decision-making skills, and the ability to apply these skills 
to health situations. 
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Profile Of Udupi District: 
Udupi district is a fast growing region of coastal Karnataka along the west coast of India. 

Udupi district, as demonstrated in Figure 1, lies between longitude 74°35’ E to 75°10’E and latitude 
13°5’N to 14°N, and falls in the Survey of India Top sheets No.48K/9, 10, 11, 12, 13, 14, 15, 16 and 
48O/2, 3, & 4. It   is the newly formed district during 1997 having a total geographic area of 3575 sq. 
km. and population 1,177,908 (2011 census) with three taluks namely Kundapur, Karkal and Udupi,  
 

       
    Source: www.mapsofindia.com 

      
           Source: www.mapsofindia.comFigure1. Udupi District 
Methodology:  
The project is carried out in the following phases: 

• Data Collection 
• Base map preparation 
• Image editing 
• Input of data into individual vector layers 
• Preparation of contour maps 
• Preparation of intersect Map 
• Query Modeling 
• Extrapolation of conclusions 
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Figure 2: Methodology Flow Chart 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Query  Modeling 
and 
Extrapolation of Conclusions:  
 

Query modeling is done to draw conclusions about the inter-relationship of each parameter. In 
this step, different query equations are formed which specify certain conditions or limits to each 
parameter. One can then use the ARC GIS software to find the contours that satisfy the fore given 
conditions. This step can be used to quote questions and draw conclusions that can be further 
extrapolated to understand the inter-relationship between the various parameters. Extrapolation is 
done by studying the various results obtained, comparing with present situation and concluding to find 
root causes. 
 
Results: 

The stations selected for data collection included: Kollur, Attur, Parakala, Jadkal, Kidiyoor, 
Manipal, Byndoor, Hebri, Brahmavar, Shirva, Shiruru, Kota, Udupi City, Karkala, Herga, 
Koteshwara, Haladi, Paladka, Hosangadi, Someshwara, Kunjibettu, Siddapura, Shankaranarayana, 
Uchila, Malpe, Katpadi, Kaup, Gangoli, Kumbashi, Belur, Koni and Marvanthe. Primary and 
secondary data, corresponding to each of the 32 stations, of the various health, literacy and socio-
economic index parameters were collected through field work. These data were then input into 
digitized locations on the base map as individual vector 

layers. This was done in a GIS environment using the ERDAS IMAGINE 9.1 software.  The 
contour maps were then plotted (Maps 1-6) using GOLDEN SURFER 8.0 software and the 
following results were observed. 
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Map 1: Contour map showing distribution of population 
 
Map 2:  Contour map showing distribution of hospitals and clinics 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Map 3: Contour map showing distribution of primary health care centre 
 
Map 5: Contour map showing distribution of literacy 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Map 4: Contour map showing distribution of diseases 
 

Map 6: Contour map showing distribution of socio-economic index:  
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These contour maps were then intersected in ARC GIS 9 software where query modeling was carried 
out. Contours satisfying the conditions of query were highlighted as shown below 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Map 7: Result of Query 1                 Map 8: Result of Query 2                Map 9: Result of Query 3 
 
 
 
Query 1: 
"disease" = '<100' AND "literacy" = '66-74' OR "disease" = '100-160' AND "literacy" = '74-82'  
Query 2 
"disease" = '<100' AND "SED" = '24-26' OR "disease" = '100-160' AND "SED" = '22-24' 
Query 3: 
"hospitals_" = '<7' AND "literacy" = '74-82' AND "disease" = '<100' OR "phc" = '3-6' AND 
"literacy" = '66-74' AND "disease" = '<100' 
 
Discussions And Conclusion:   
 

Udupi district, as can be observed in Map 4, has a good health situation; above three quarters 
of the district has a low distribution of diseases. This can be explained not only by the well-knit web 
of hospitals, clinics and primary health care centers but also by the existing literacy and socio-
economic index of the district.  

However, it can be noted that certain regions of the district, mainly the eastern and coastal 
areas, have a higher density of diseases. At Someshwara located towards the east of the district such a 
behavior can be exemplified. Despite having a good distribution of hospitals and clinics the poor 
health status could be due to the unmistakable fall of both literacy and socio-economic index. 
Similarly in others areas towards the east, the lack of a fine socio-economic status and literacy could 
be one of the reasons that diseases are higher even when there is a good distribution of hospitals.  

The coastal regions such as Kaup, Malpe, Marvanthe and Kota face health problems due to 
their location close to the sea. Especially during monsoon seasons and in case of a disease outbreak 
the coastal area is affected the most due to poor hygiene conditions. The primary health care centers 
located in these areas must be well equipped to heed to the health demands of such a community.  

Udupi city is also observed to have a high density of diseases. This can be justified by its high 
population and the fact that patients, from all over the district, have a tendency to flock over to Udupi 
city in search of better and more advanced treatment techniques. 

By comparing and carefully analyzing the results of query modeling, it can be concluded that 
an increased literacy rate and a fine socio-economic status can improve health conditions. Thus along 
with setting up a good health care system the Ministry of Health must also look into health education. 
Awareness must be given to the public on the importance of good hygienic conditions and a healthy 
lifestyle. Also, along with equipping the hospitals and clinics to meet the demands of the local public, 
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care must be given to equip the public with information about the most prevalent diseases and their 
symptoms. This way the efficiency of the health care system can be improved and health status of 
Udupi district can be enhanced. 
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Abstract: 
The severe shortage and unfavourable distribution of health services continues to widen with observed 
disparities and imbalance in funding and poor distribution of human resources that continues to be 
limited since those in medical training have also been increasing slowly.  The main objective of the 
study was to establish the influence of referral service on household access to healthcare services in 
Eldoret Municipality, Kenya.  The specific objectives of the study were: to examine the influence of 
referral service on household access to a healthcare provider; and to examine the influence of referral 
services on household access to healthcare services.  Results of the study will widen understanding on 
the referral system and access to healthcare.  Survey research design was employed for the study.  The 
unit of analysis constituted household heads in Eldoret.  Stratified, systematic, purposive and 
convenience sampling procedures were used to arrive at a sample of 260 household heads whom were 
systematically interviewed concerning matters relating to access to referral care services.  An 
interview schedule prepared especially for the study was administered to the selected household 
heads.  Attention was paid to the factors which predispose the decision to access or not to access the 
available referral care services.  Data was analysed using Statistical Package for Social Sciences 
(SPSS).  On the basis of this study, a number of considerations are derived for the planning of 
healthcare in the country.  Also a number of recommendations are given for future studies that will 
improve access to healthcare.  

 
Key words: Access Africa, Eldoret, Healthcare, Household  

   
1. Introduction 

Healthcare is essential for the socio-economic development of a nation and it has been at the top of 
public policy agenda since Kenya’s independence.  Making healthcare services accessible to everyone 
is a duty imposed by the Kenyan constitution, yet it remains a great challenge to the existing healthcare 
system.  Health services and policies to promote health have developed as part of modern welfare 
states and the form they have taken has been shaped by the social structure and institutions in different 
countries as well as by socio-demographic and economic factors (Allsop 1995).  In Kenya, just like in 
other developing nations, health facilities are concentrated in the urban areas and are used mainly by 
higher income groups (Westendorf and Ghai 1995).  Though Kenya remains, as it has always been, the 
best-off country in the region of East Africa (EA), it has high unequal income distributions (Ellis and 
Freeman 2007). The diversity and disparity of income pose a great challenge to comparable global 
standards for human well-being and safety.   The Kenya National Bureau of Statistics (KNBS) 
indicates that the percentage of hard core poverty has increased in urban areas and that inequality and 
disparity in the country remains high (Republic of Kenya 2007). 

According to Moi Teaching and Referral Hospital (MTRH), as far as financial and health sector 
resources are concerned, a large proportion of Kenya’s population has limited access to affordable and 
adequate healthcare services (MTRH 2005). The Kenyan Government acknowledges in its national 
development plan that unfavourable distribution of health services continues to widen with observed 
disparities in access and affordability across the country (Republic of Kenya 2002a). It further states 
that disparities also exist in the distribution of medical personnel, distance to healthcare facility and 
expenditure allocated to rural and urban areas.  In addition to this unfavourable distribution, retention 
of medical personnel in the public health facilities has remained a major challenge due to poor 
remuneration.  Further, the health sector faces significant constraints due to inadequate funding and 
poor distribution of human resources (Republic of Kenya 2009). 
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The main objective of the study was to establish the influence of referral service on household 

access to healthcare services in Eldoret Municipality, Kenya.  The specific objectives of the study 
were: to examine the influence of referral service on household access to a healthcare provider; and to 
examine the influence of referral services on household access to healthcare services.  Results of the 
study will hopefully widen understanding on the referral system and access to healthcare. 
2. Literature Review  

The literature is drawn from works of various scholars and organizations of different but 
relevant fields of study.  The literature material assembled is meant to provide the current state of 
knowledge on the research topic, show gaps in the area of study and to provide background 
information related to the research problem.  At the end of the literature review, the theoretical 
framework and the conceptual framework used in the study are presented. 
 
2.1 Situating the Research 

Along with other countries of Eastern Africa (EA), Kenya endorsed the World Health 
Organization (WHO) world-wide social aim of ‘Health for all by the year 2000’ (WHO 1978).  The 
WHO defines health as a ‘state of complete physical, mental, and social well-being and not merely the 
absence of disease or infirmity in an individual’.  Kitts and Roberts (1996) observe that the WHO 
definition of health emphasizes the significance of the social welfare of populations and not only 
merely the medicalization of disease.  It allows for the consideration of the complex set of social and 
economic components that influence the health and well-being of populations.  This broad definition 
acknowledges the role of social structures and human economic activities to good health.    

Issues in healthcare are salient not only because they touch us individually in important 
respects, but because it exposes many of the political, economic, social and ethical dilemmas of our 
time.  United Nations Children’s Fund -UNICEF- (1991), reports that health for all remains 
inaccessible due to lack of quality, unresponsiveness of services, inadequate funding and staff.  In the 
United Kingdom, O’Reilly et al. (2001) in Heenan (2006) states that increasing distance from the 
healthcare centre reduced the likelihood of using the service.  In India access to healthcare is reported 
to be guided by notions of efficiency rather than equity, and focus on supply, rather than demand side 
issues (Iyer 2005).  He reports that in such a context, access to healthcare is a double edged sword.  
Not having it, is disempowering and amounts to denial of one’s rights, but the consequences of having 
accessed and paid substantial sums for healthcare could also be detrimental to the economic and social 
well-being of the household.  This cannot be farther from the truth even in Kenya. 

It is acknowledged in various works that the need for treatment and cure of disease is 
universal in time. As a result access to healthcare services has generated considerable debate and 
discussion, and a number of studies have formulated frameworks or models to represent the influences 
on it (Andersen and Newman 1973; Penchansky and Thomas 1981; Andersen 1995; Arksey et al. 
2003) in (Heenan 2006).  Indeed, access is a shorthand term referring to the timely use of health 
services to achieve the best possible health outcomes (Patrick and Erickson 1993). March et al. (1999) 
reports that access to a resource refer to the opportunity available to use it. They acknowledge that 
these opportunities are socially constructed and constrained by structural inequalities. Healthcare 
service on the other hand, is broadly defined by Oleske (2001) as physician or other individual 
healthcare professional services, facility use, prescription use, or even the use of medical devices.    

Currently, the issue of access to healthcare is critically important to households experiencing 
the effects of economic and health sector reform (Iyer 2005). He reports that it is now common 
knowledge that such reforms have benefited the rich and middle classes but not the poor. In addition, 
he notes that individuals may lack usual source of healthcare or may face other barriers to receiving 
services including financial barriers (having no health insurance or being underinsured). Scambler 
(2003) also found that health varies with social class. Carr (2004) observes that, poor communities 
typically face multiple health risks related to their location in remote areas lacking infrastructure, 
services and trained personnel.  Further he states that health services and trained health personnel are 
less accessible to the poor than for the better off groups.  This study takes this inquiry forward by 
looking at the influence of the referral system on household access to healthcare services, using data 
from Eldoret, Kenya. Considering the magnitude of health problems in Kenya and the global concern 
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for health for all, the research is not merely a curious one, but an important practical guide to 
understanding the referral system.   
2.2 Formal Referral and Access to Healthcare 

Health services are provided at different levels depending on the type of intervention the 
patient requires.  Indeed, referral is defined as any process in which healthcare providers at lower 
levels of the health system, who lack the skills, the facilities, or both to manage a given clinical 
condition, seek the assistance of providers who are better equipped or specially trained to guide them 
in managing or to take over responsibility for a particular episode of a clinical condition in a patient 
(Al-Mazrou et al., 1990).  Hence individual patients need to get direct clinical services provided at 
lower levels of the system, before accessing upward referral which is frequently the most functional 
component of the health system (Hensher et al., 2006), paying greatest attention to quality of care 
with elaborate equipment involved in diagnosis and treatment.  

Early referral helps to optimize healthcare use and patient management (Wavamunno and 
Harris, 2005).  Musgrove (2004) states that a sick or injured person can be referred “up” from a health 
centre or physician to a hospital and referred “down” when hospital care is no longer required. He 
states that there is natural hierarchy of organizations and treatment in healthcare, but there is no 
natural sequence like primary education followed by secondary schooling followed by university or 
other higher level training.  In schooling, the worse results are at one level, the harder it is to proceed 
to the next higher one.  In healthcare the exact opposite is true.  The aim of this study is to determine 
the extent of the use that urban people are now making of available referral healthcare services 
available. 
  Referral has two faces: one, formal referral and two, self-referral.  Formal referral refers to 
official movement to a different healthcare facility to seek further treatment, while self-referral refers 
to the choice of healthcare facility by the patient seeking treatment on his or her own accord.  The 
former primarily is done within the healthcare set-up.  The latter, self- referral is done by individual 
patients.  Although self-referral has been the subject of extensive research (ibid), formal referral has 
received less attention. Studies on referrals have continuously demonstrated that it is not adhered to as 
it should be.  Preker and Carrin (2004) found that among other factors, improving quality and 
increasing the referral rates would increase the utilization rates of health services.  However, they 
report that analysis of the value of referral hospitals is bedevilled by the fact that, when judged 
empirically, they do not work as they are supposed to.  Similarly, Kiranandana and Apairatr (1990) 
have also documented that people still do not follow the referral system.    

The reasons for the concentration of research efforts on self-referral may be the assumption 
that the factors that determine formal referral are the same as those that determine self-referral. 
However, if the determinants of self-referral and formal referral are different, then there may be need 
to look more closely at existing policies and strategies in order to ensure that both types of referrals 
are taken into account. Moreover, if formal referral is likely to have a multiplier effect on self-referral, 
then the effect on overall utilization would be much greater.  The study examined whether formal 
referral facilitated greater ability to seek specialist treatment. 

In Kenya, the health sector comprises the public system, with major players including the 
Ministry of Health (MOH) and parastatal organizations, and the private sector, which includes private 
for-profit, Faith Based Organizations (FBOs), and NGO facilities (see for example, NCAPD et al., 
2005; Ndetei et al., 2008).  Further, the public health system consists of levels of health facilities: 
national referral hospitals, provincial general hospitals, district hospitals, health centres, and 
dispensaries.  The public delivery system is organised in a traditional pyramidal structure (KNBS and 
ICF Macro, 2010).  They state that the first level care is provided at dispensaries and medical clinics. 
The next level comprises health centres and sub-district hospitals.  Third-level care is provided at 
district hospitals and provincial general hospitals.  They further report that there are two national 
hospitals - Moi Referral and Teaching Hospital in Eldoret and Kenyatta National Hospital in Nairobi.  

The national referral hospitals are at the apex of the healthcare system, providing 
sophisticated diagnostic, therapeutic, and rehabilitative services. Provincial hospitals act as referral 
hospitals to their district hospitals. They act as an intermediary between the national level and the 
districts. The district hospitals are the first referral hospitals. Health centres offer preventive and 
curative services. Dispensaries (lowest level) are meant to be the system’s first line of contact with 
patients (See Figure 1).  
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Institute for Policy Analysis and Research -IPAR- (2003) reports that user charges were 

introduced to among other reasons to improve the functioning of the referral system and rationalize 
utilization of health services in Kenya.  But the MOH et al. (2004) found out that referral for 
complicated cases are still not working well. The referral system has also been used to determine the 
amount of user fees charged in healthcare outlets.  In Kenya, inpatient and outpatient fees were 
envisaged to be higher at hospitals, lower at health centres, and almost non-existent at dispensaries to 
encourage the first use of lower level facilities (Republic of Kenya, 2001).    

The different health systems categorize hospitals and services rendered differently 
discouraging access by the poor to expensive facilities.  Mills (1990) reports that her analysis of 
available data indicated that secondary-level hospitals were typically twice as expensive per bed day 
as district hospitals and that tertiary hospitals were typically between twice and five times as 
expensive per bed day as district hospitals.  Other facets is when clients are referred to another facility 
without any formal documentation, they risk being refused services, or having services delayed if the 
referral facility must assess them as totally new clients (Republic of Kenya, 2005).  

The appropriate allocation of resources to referral hospitals within a national health system 
has long been a controversial issue in health system planning in developing countries (Hensher et al., 
2006).  They indicate that consensus appears to be widespread that a referral hospital consume an 
excessive share of health budgets and that their contribution to improving health and welfare is low 
relative to the expenditure on these facilities.  For instance, Barnum and Kutzin (1993) found Kenya 
to be among five countries (Belize, Indonesia, Kenya, Zambia, and Zimbabwe), that tertiary hospitals 
account for between 45 and 69 per cent of total public expenditure on health. 

A number of studies have indicated that public hospitals in many poor countries 
disproportionately benefit the better off, leading their authors to argue that diverting public funds from 
hospitals and toward primary healthcare would be pro-poor (Castro-Leal et al., 2000; Filmer et al., 
1997).  Yet, Family Care International Kenya (2007) reports that peripheral health facilities are the 
most accessible, especially for the poor.  In addition, the cost of care is lowest at these sites.  It states 
that traditionally these sites have received little investment and support, and many, if not most are 
challenged by a crumbling physical infrastructure, shortages of skilled personnel, serious gaps in and 
limited referral capacity.  As a result, they are often bypassed by communities in preference for 
hospital-level care.  However, if clients are confident that they will be assisted in gaining access to 
higher-level facilities when needed, they may be less likely to by-pass lower-level care facilities for 
their health needs (NCAPD, 2005).   

In developing countries the higher-level hospitals do not treat only referred patients; rather 
they are frequently the first point of contact with health services for many patients (Nordberg et al., 
1996).  Perhaps the most frequent theme in research literature on referral hospitals in developing 
countries is the inappropriate utilization of higher-level facilities and the apparent failure of most 
referral systems in developing countries to function as intended (Holdsworth et al., 1993). Broadly 
speaking, hospitals of all levels, up to and including national tertiary centres -especially in their 
outpatients departments- are overwhelmed by patients who could have been treated successfully at 
lower-level facilities, many of whom have self-referred, bypassing primary healthcare or district 
hospitals in the process (Sanders et al., 2001).  The problem of bypassing typically seems to be driven 
by a number of factors, including patients’ perception of superior quality of care and resource 
availability at referral hospitals (London and Bachmann 1997); the desire to avoid delays in care if 
referral to a higher-level facility proves to be necessary. The current study assessed the relation 
between formal referral and availability of medical review services. 

There is excessive and inappropriate use of referral hospitals for primary care by urban 
residents. The urban phenomenon of widespread bypassing and formal referral is frequently 
accompanied by low rates of formal referral from outlying facilities (Nordberg et al., 1996). These 
problems have a number of negative impacts and consequences. Simple conditions are unnecessarily 
treated in a high-cost environment; outpatient departments are congested by patients requiring 
primary care, thus causing long waiting times; scarce staff time is diverted from specialized areas and 
into inappropriate care; and more complex cases requiring specialized care are crowded out by more 
urgent but less technically demanding cases that could be cared for at lower levels (Stefanini, 1994).  
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The World Bank (1994), reports of the phenomenon of the ill travelling past a free or 
subsidized public clinic (or other public facility) to get to an alternative source of care at which they 
pay a considerable amount for healthcare. They observe that when it is a poor person choosing to 
bypass a free public facility and pay for care further away, such an action is especially bothersome. It 
states that bypassing behaviour is not very different across income groups, as is the fact that the more 
severely ill tend to bypass and travel further for care than do the less severely ill. To them prices tend 
to deter use, and improved quality of services to increase the likelihood of a facility being chosen. 
Such care-seeking patterns result in higher costs to households, as well as to the health system as a 
whole, in that resources are not used efficiently. There is therefore a need to gain a more detailed 
picture of the relation between a formal referral and the preferred healthcare facility. 

Hensher et al., (2006), reports that particular problems may also arise in the referral system 
where the same doctors provide care in both public and private hospitals.  Under fee-for-service 
arrangements, physicians may focus on their more lucrative private patients to the disadvantage of 
public hospital patients, refer patients with adequate insurance to their private practices and private 
hospitals, and transfer patients with expensive diseases or inadequate insurance to public hospitals.  
Patients need satisfaction and convenience in accessing healthcare. The study sought to identify the 
services obtained as a result of referral cases.     

Studies  on the accessibility of referral hospital care have repeatedly confirmed the existence 
of a steep distance-decay function, in countries such as Ethiopia (Kloos, 1990) and Nigeria (Lyun, 
1983), indicating that individuals with a given need for a clinical service will be less likely to access 
that service the farther away from the referral centre they live.  In Kenya, (Mbeya, 1997) found that 
the location of healthcare facilities far away from the population affects the level of use of health 
services.  He found that the more accessible one is to a health facility the more one is able to make use 
of it.  He found that most of the respondents do not visit far away facilities. Further, the respondents 
still frequented nearer facilities despite poor services offered.  He credits this to their closeness.  In 
addition the far away facility, is visited only when the closer facility lacks medicine or equipment 
necessary for treatment.  The study went further and examined the influence of the referral system on 
household access to care. 

 
2.3 Theoretical Framework   

The study used the Health Belief Model (HBM) to test the field data. It should be noted that 
the term model and theory are being used interchangeably in this section of the chapter for the sake of 
convenience.  
2.3.1 Health Belief Model  

A model can be seen as a ‘theory’ or a set of ‘hypotheses’ which attempt to explain the 
connections and interrelationships between components of the study phenomena (Gilbert, 1993). It is 
a representation of the significant features of the problem under study (Tones and Tilford, 2001). 
Health Belief Model (HBM) was originally developed to explain why people failed to utilize health 
services (Hochbaum, 1958; Rosentock, 1966). It has since undergone various revisions (Becker, 1974; 
Janz and Becker, 1984).  

The HBM centers on three beliefs that account for the variance in predispositions to adopt a 
recommended health practice (Becker, 1974).  These include a belief that individuals will not adopt 
health behaviours, unless they believe they are susceptible to a disease or disorder (belief that you 
could have the disease and not know it in the case of undertaking screening or treatment for 
conditions such as hypertension), and they believe it is serious (a belief in the severity of the 
consequence of not taking action).  The third belief influencing action is that the benefits of treatment 
or intervention will outweigh the costs (including social benefits and costs such as inconvenience, 
discomfort, or embarrassment).  That is, they accept that the recommended preventive actions will be 
effective and that the benefits accruing from their actions will outweigh any costs or disadvantages 
that they believe that they will incur as a result.  

According to Cockerham (1986) individuals will seek healthcare when they believe they are 
susceptible to disease, consider the disease to be serious and accept that benefits of their action 
outweigh the costs. This is incorporated as a motivational element, in that, beliefs about susceptibility 
and seriousness are considered to generate a level of ‘perceived threat’ which in turn contributes 
ultimately to health choices-together with beliefs about cost and benefit.  The assumption of this 
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model is that by taking a particular action, susceptibility would be reduced, or severity would be 
reduced.  Thus the HBM components of perceived susceptibility, perceived severity and perceived 
benefits of taking health action of interest aided this present study. 
 
2.4 Conceptual Framework 

The study adopted and modified the Health Delivery System in Kenya framework by Ndetei 
et al. (2008).  The lowest level of care is the dispensary and the highest level of care is the national 
referral hospital. There are private care outlets that do offer the same level of care as the public care 
outlets.   
                                                        
 
               _______________________________________________________________                     

  
 

 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 

Figure 1. Conceptual Framework (Adopted and Modified from Health Delivery System in Kenya, 
Ndetei et al. 2008). 
3. Methodology  
3.1 The study area  
 The Republic of Kenya is located on the eastern coast of Sub-Saharan Africa (SSA).  
According to KBNS and ICF Macro, the country lies between 5 degrees north and 5 degrees south 
latitude and between 24 and 31 degrees east longitude (KNBS and ICF Macro, 2010).  It is almost 
bisected by the equator.  The country is bordered by Ethiopia (north), Somalia (northeast), Tanzania 
(south), Uganda and Lake Victoria (west), and Sudan (northwest). It is bordered on the east by the 
Indian Ocean.  It has a total area of 582,646 square kilometres of which 571,466 square kilometers 
form the land area. Approximately 80 percent of the land area of the country is arid or semiarid, and 
only 20 percent is arable. 
 The study area is Eldoret Municipality, the capital and administrative centre of Uasin 
Gishu County, Rift Valley Province, Kenya.  The map is presented in fig. 2. The town has undergone 
rapid economic development since 1974 and this has caused rapid population growth and physical 
expansion (Nyakaana 1996; Republic of Kenya 2002b).  The urban population is indicated as 144,223 
in Eldoret West, 80,729 in Eldoret East and 120,607 in Wareng districts all of Uasin Gishu County 
according to the 2009 Kenya population and housing census (Republic of Kenya, 2010).  Further, the 
number of urban households is recorded as 88,956 in Eldoret West, 51,486 in Eldoret East and 61,866 
in Wareng districts.  
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          The towns’ rapid urbanization has led to a lure for jobs, amenities and stimulation.  But despite 
this impressive urban growth, economic gains have not benefited everyone as real incomes of people 
have decreased substantially and disparities between the rich and the poor have increased.  Its health 
facilities specifically the public ones, are over utilized (Republic of Kenya 1997).   The area is among 
the country’s most ‘land-rich’ areas and agriculture (crop and dairy farming) is the mainstay of the 
economy and the vast majority of the population is composed of agricultural producers.  Commerce, 
tourism, tertiary services and industry also form part of the economy of the county.  The industries 
located in the county are mainly agro-based (Republic of Kenya, 2005).  They include textiles, wheat, 
pyrethrum, milk and corn.  Commercial agriculture tends to be highly vulnerable to fluctuations of the 
world market.  Further, many people are unable to afford the private hospital charges.  Hence, they 
resort to public facilities.  
         The health sector is characterised by high under five mortality rates, and its health facilities are 
located far apart (Republic of Kenya 2008a; Republic of Kenya 2008b).  Like other urban centres in 
the country, it is better served with both Government and private hospitals and health centres.  The 
municipality was selected for study due to its easy access, its relatively static population and 
numerous healthcare facilities (Republic of Kenya 2005).  

 
      Fig, 2.  Map of Eldoret Municipality (From a drawing by Eldoret Municipal Council E.M.C.). 
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3.2 Research design  
The study employed survey research design.   Data for the study was derived from primary 

source through quantitative method because it seeks measurement as the basis for forming 
generalizations concerning social reality and employs survey method which is concerned with 
establishing statistical associations between variables (Ridsdale 1998; Mwanje 2001).  Primary data 
was created using a pre-tested interview-administered schedule.  It was both closed-ended (structured, 
fixed response) for quick and easy response; and open-ended (unstructured, free response) to help 
learn how a respondent thinks, to discover what is really important to him or her, or to get an answer 
to a question with many possible or sensitive answers.  The study strived to identify the various heads 
of households within Eldoret municipality among the urban population as the unit of analysis.  A 
household represents the most important unit in terms of time and resources invested to attain health. 
In the study, the research questions for the quantitative method were predefined, so that the study 
tested a precise set of research questions.   
3.3 Sampling Procedure 
          In order to obtain representative samples of households belonging to different groups, 
distribution across geographical location, as well as economic classes, a four-stage sampling 
procedure was adopted.  The first stage involved obtaining representative samples of households by 
stratification.  This divided the population into mutually exclusive sets or strata to ensure that all the 
classes/cadres of estates were adequately represented and no bias prevailed.  The municipal residential 
type is low, medium and upper income.  An equal number of three estates were drawn from each 
stratum.  The estates are namely, Huruma, Kamukunji, and Langas, (low income), Pioneer, Kapsoya, 
and Kimumu (middle income), Elgon View, West Indies and Garden Estate (upper income).  
          The second step of selection involved the systematic sampling procedure.  In this case, units for 
the study were selected directly.  This procedure was used to select twenty heads of households (male 
or female) from each of the estates at a constant interval of ten.  Using such a sampling procedure, 
every tenth household head was selected in a circular systematic fashion, with equal probability, after 
a random start.  The sampling strategy allowed for substitution of the households in the field, if they 
were not available despite repeated attempts to contact them, or if they refused to participate in the 
survey.  The procedure resulted in a sample size of 180 household heads from the nine estates. 
          In the third stage, healthcare facilities were purposely selected to obtain two Government 
hospitals, two private hospitals, two health centres, and two dispensaries.  Purposive sampling also 
known as deliberate or judgmental sampling of the healthcare facilities enabled selection of all 
categories and cadres of healthcare service outlets located in the study area.  Lastly, based on the ease 
of access, convenience sampling also called haphazard or accidental sampling was applied to obtain 
ten household heads seeking healthcare service in each facility for an in-depth interview that included 
patient exit interviews.  This procedure generated an addition of 80 household heads.  Therefore, the 
total sample for the study was 260 household heads. 
3.4 Strengths, Limitations and Ethical Considerations of the Research  
          The study was faced with certain limitations but efforts were made to ensure that they were 
adequately addressed so as to limit their impact on the findings.  The study was restricted to residents 
of Eldoret, Kenya.  This excluded the population that commutes to the town every day for work, 
business and healthcare.  Respondents were reluctant and suspicious at the beginning but after 
explaining the study objectives they were receptive and provided the information.  In addition, the 
study was limited by the self-reporting accuracy of the participants.   
           Ethical issues in social science research were considered including the importance of voluntary 
and informed participation and the preservation of the participants’ anonymity.  The work aimed at 
projecting an ethos that encouraged trust; hence permission to carry out the study was sought from 
Eldoret Municipality’s Medical Officer of Health (MoH), Uasin Gishu County MoH and the Uasin 
Gishu County Hospital Medical Superintendent.  Last but not least, debriefing of participants in the 
research will take place at the conclusion of the study, and it will involve revealing the purposes of the 
research in both written and oral form. The written form will leave participants in the research 
experience with a tangible description of the activities they performed. An oral debriefing will be 
done to simplify the research findings. 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

719 
 

4. Data Presentation and Analysis 
4.1 Results 
           Table 1 lists the profiles of households that were slotted into this study.  Household level data 
were merged with healthcare facility-level data.  While the data collected from the households in the 
residential areas had twenty heads from each sampled estate, data collected from the sampled 
healthcare facilities contained varied number of individual respondents from the sampled estates of 
study.  As is presented in Table 1, the survey contains information on 260 interviewed households, 
and data set on 1,349 persons from nine estates within Eldoret.  Male household heads accounted for 
79% and females 21% of all the surveyed households.  The males mostly headed married families.  
However, due to changes in gender relations and family patterns that could be said to jeopardize the 
institutional underpinnings of the traditional male breadwinner family, females headed separated, 
divorced, widowed families, as well as families where males had migrated for various reasons 
including migrant labour.  
           From the survey, it is revealed that female adults (29.5%) were the majority followed by male 
adults (27.4%).  In terms of age, 88.4% of the respondents were aged below 55 years while 11.6% 
were above 55 years.  Christians were a majority contributing to 84.2% to the overall distribution of 
the survey. Muslims were 7%, Hindu 8%, and other religions were a minority, representing 1% of the 
surveyed households.  Respondents from the up-market residential areas were 29%, from middle 
income estates 32% and those from the low income estates 39%.  In terms of education majority of 
the respondents (87.3%) had at least attained secondary school education.  The respondents with no 
formal education represented 2.3% of the total distribution. 
           Table 2 presents the information about chronic illness, illness prevalence and treatment in the 
household during a four week recall period preceding the survey.  As is presented, the vast majority of 
the respondents (81.2%) had no incidences of chronic illness, while 18.8% did state presence of 
chronic illness in the household.  A vast majority (66.5%) reported incidences of illness four weeks 
prior to the survey while 33.5% had no incidence of illness in the same period.  A higher proportion of 
females in the households (82.2%) reported illness than their male counterparts.  This is higher than 
the 51.5% distribution of females in the overall sample.  Out of the households who had been ill 
during the four weeks preceding the survey, 62.3% had sought healthcare outside the home.  Most of 
the households had experienced only one treatment episode (73.5%), while 25.4%, had two and above 
episodes of treatment four weeks prior to the survey.  

Table 1  Socio-Demographic Data 
Characteristics                  Category                  f          % 
Household Head Yes              260         100.0    
  No              -               -   
 
Gender of head    Male                                    205              78.8    
 Female            55              21.2    
 
Age (years) 18-39                                   160              61.5   
 40-54                                     70              26.9   
 55-70                                     29              11.2   
        Over 70                                   1                  0.4    
 
 Female Adults                     398               29.5   
Total household  Male Adults                         369                     27.4   
population size Female children                   297               22.0   
 Male children                       285               21.1   
 
Marital Status  Single/           
 (Separated/ 
 Divorced/       92                   35.4 
 Widowed) 
 Married      168                      64.7   
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Education level None         6             2.3 
 Primary       27           10.4 
 Secondary                   74           28.5 
 Tertiary                 153           58.8
  
   
Religion  Christian    219                     84.2   
 Muslim       17                        6.5   
 Hindu       21                        8.1   
 Other         3                        1.2   
 
Residence Upper income   74                     28.5   
 Middle income  84                     32.4   
 Low income                           102                     39.2   
   
Household Population Size 1-5                                      161           61.9 
 6 and above                          99                        38.1 
SOURCE: Field Data (2012). 
 

Table 2  Households’ Illness and Treatment Characteristics 
____________________________________________________________________________ 
Characteristics                  Category          f               %  
 
Number of sick members                         None       211  81.2   
with chronic illness 1                                  45  17.3   
 2        4    1.5   
 
Presence of illness  Yes      173  66.5   
in last one month No                               87  33.5   
 
Sought treatment                                      At a healthcare outlet  108   62.3 
                                                                At home    65  37.7 
 
Gender of the invalid                                Male     31  17.8 
                                                                 Female   142  82.2 
 
                                                                 None         2    1.2   
Treatment episodes 1     119  73.5   
in last one month 2 >    41  25.4 
SOURCE: Field Data (2012). 
 
4.2 Incidence of Referral and Access to Healthcare Provider 
           The results in terms of the determinants of formal referral on access to healthcare are varied.  
Table 3 presents the basic information on referral and access to healthcare that was found in the 
household survey.  The most important variable to be looked at in the context of the research question 
is formal referral and its effect on access to healthcare services.  As shown in table 3, referral 
awareness is close to 89% over the entire sample with only about 11% reporting that they are not 
aware of the existence of the referral system.  However, the use of the referral system is lower in 
Eldoret.  There are variations on reasons for seeking healthcare, as only about 26.5% of healthcare 
cases are as a result of being referred and 73.5% are as a result of other reasons including a first 
contact with a service provider.  However, the results show that a greater proportion of the referral 
cases were formal referrals with written documentation representing 73.9% of the referrals, while 
26.1% indicated that they had self-referred.  
          With Referral cases originating from the public healthcare outlets totaling about 33% of the 
overall share of the referrals, the bulk of the referral cases were from the private healthcare providers 
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with about 67% of the referred cases coming from private healthcare outlets.  It is important to note 
that no respondent indicated to have been referred from the national referral hospital.  It might be that 
the facility does not refer patients down to lower cadre facilities as should be the case in a proper 
referral system which can be either up or down the referral system.  It should be noted that most of the 
referrals ended up in the public healthcare outlets representing 79.7%, with private healthcare 
facilities receiving 20.2% in the distribution (see Table 3) of all the referred cases.  The first referral 
level facility which is the district hospital received 20.6% of the overall referral cases in the 
distribution.  

Table 3.  Seeking a Provider as a Function of Formal Referral 
_____________________________________________________________________________ 
Characteristics        f   %   
Aware of existence of referral 
Yes        231   88.8 
No          29   11.2 
  
Reasons for seeking care 
Referral         69                              26.5  
Other                     191   73.5    
Referral used 
Formal referral       68   73.9 
Self-referral_____________________________   24   26.1   
Referred from 
Public healthcare outlet      23   33.0 
Private healthcare outlet ___________________________ 46   66.7   
Referred to 
Public healthcare outlet      55   79.7 
Private healthcare outlet ___________________________ 14   20.2   
Facility preferred 
Private healthcare outlet      51   73.9 
Public healthcare outlet      17   24.6 
   
Self-treatment          1     1.4 
  
Neighbourhood of referred case 
High Class                                         41   59.4 
Middle class                              14              20.2 
Low class                              14   20.2 
  

Source: Field Data (2012). 
 

           As a matter of interest the study went further and looked at the direction of the referrals and the 
category (public or private) of healthcare accessed. As presented in Table 4, majority of the referrals 
were from the private sector to public sector at 79.6%. Referrals between private to private was 
17.4%, public to public 26% and public to private 2.9%. 
           The overall chi-squared test for the data gives a p-value of 0.000 which is less than the set 
criterion of 0.05. It is concluded that the two variables are not independent or, put another way, there 
is a statistically significant difference in the proportions. This is an illustration of how statistically 
significant with a very strong association as indicated in Cramer’s v of 0.737. 

Table 4 Healthcare Facility Referred to 
  
Category of Care      f     % 
 
Private – Public    37   53.6 
 
Private – Private   12   17.4     
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Public – Private     2     2.9    
  
Public – Public   18   26.0 
 
  Total     69                     100.0 
2 = 1.500, df = 24, phi = 1.475, Cramer’s V = 0.737, p < 0.05 (p = 0.000) 
 
Source: Field Data (2012). 
 
4.3 Services Accessed from Referral 
           Table 5 below presents the various reasons why households are formally referred from one 
healthcare outlet to the other.  The reasons given for the referrals were to seek specialist treatment, 
better equipment, drugs and quality care.  Majority of the formal referrals are for specialist treatment 
at 58% followed by need for equipment at 23.2%. Drugs and quality come at 11.6% and 7.2% 
respectively.  Chi-square test conducted for the cross-tabulation indicates that specialist treatment, 
drug, equipment and quality are not statistically significant.  These show that there is no relationship 
between access to these services and formal referral. 
 
Table 5 Services Obtained from the Formal Referral 
  
Referral Services    f   % 
 
Specialist treatment   40   58.0 
 
Drug/medicine      8   11.6 
 
Equipment    16   23.2 
 
Quality      5     7.2 
 
  Total     69                     100.0 
2 = 7.856, df = 12, phi = 0.337, Cramer’s V = 0.195, p > 0.05 (p = 0.796) 
 
Source: Field Data (2012). 
 
           As presented in Table 6 below, most of the referral cases ended up in the hands of a medical 
doctor at 68.1%.  This was followed by the clinical officer at 17.4% and pharmacist at 5.8%.  The 
nurse was consulted by 4.3% of the overall respondents in the distribution. Other medical specialist 
(physio-therapist, medical social workers etc) also recorded 4.3% of the respondents consulting them.  
Since the chi-squared test is less than 0.05 we can conclude that the variables are not independent.  
Put another way, there is a statistically significant difference in the proportions as p = 0.023. From the 
phi values it can be concluded that the relationship is positive as well. 
 
Table 6 Specialist Consulted Based on Formal Referral 
  
Medical Specialist     f   % 
 
 Doctor    47   68.1 
 
Clinical Officer   12   17.4 
 
Nurse       3     4.3 
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Pharmacist      4     5.8 
 
Other       3     4.3 
 
  Total     69             100 
2 = 29.217, df = 16, phi = 0.651, Cramer’s V = 0.325, p < 0.05 (p = 0.023) 
 
Source: Field Data (2012). 
 
           As is presented in table 7 majority of the respondents who had gone through the formal referral 
indicated that they had been booked for review or further consultation as a result of the referral. About 
94% had been booked for review while about 6% had not been booked for review. The chi-squared 
value for the test item was higher than 0.05 (p =0.428) indicating there is no statistical relationship 
between the items. 
 
Table 7 Booked for Review from the Formal Referral 
  
Booked for review    f   % 
Yes     65   94.2 
 
No       4     5.8 
 
  Total     69                     100.0 
2 = 3.838, df = 4, phi = 0.236, Cramer’s V = 0.236, p > 0.05 (p = 0.428) 
 
Source: Field Data (2012). 
 
5. Discussion 
5.1 Formal Referral Determinant 
           Results of the study showed that in general, usage of referral was very low in Eldoret 
municipality as previously documented elsewhere in the municipality (Nyakaana, 1996) and beyond 
(Kiranandana and Apairatr, 1990). Nyakaana’s findings that there are fewer number of residents using 
the national referral hospital confirms the study. He notes that though the demand for medical 
facilities is on the increase in the municipality, the increase is especially cases from outside the 
municipality, which has outnumbered those from within the council. This characteristic can be seen in 
light of Hensher et al. (2006) view that referral hospitals consume an excessive share of health 
budgets and that their contribution to improving health and welfare is low relative to the expenditure 
on them. This can be one of the reasons why healthcare is increasingly becoming inaccessible to 
households (Maliyamkono and Ogbu 1999).   
           Only about 27% of the respondents in the overall distribution received referral healthcare in the 
four weeks preceding the survey. Such levels of referrals are considered low. All indicators are that 
most of the cases in healthcare facilities are not as a result of referrals. This evidence supports the 
conclusion made by Atkinson et al. (1999) that the smaller number of referrals may be traced to 
referral facilities acting as first contact provider for most households in developing countries. The low 
participation by households in the referral system strongly suggests that the level of adherence to the 
system is below the potentially attainable. London and Bachmann (1997) attributed this phenomenon 
to patients’ perception of superior quality of healthcare and resource availability at referral hospitals, 
which often may be entirely well founded and rational; the desire to avoid delays in healthcare if 
referral to a higher-level facility proves to be necessary; and the fact that for many urban populations 
a referral hospital may simply be the closest health facility. 
           The findings indicate that the proportion of households reporting awareness of the referral 
services is enormous at 88.8%. The more common reason for this phenomenon is that there are varied 
categories of healthcare outlets in the municipality ranging from the lowest, the dispensary, to the 
highest, the national hospital. However, of the respondents surveyed only 26.5% had accessed 
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healthcare as a result of referred cases.  The results also indicate that a large proportion of the referral 
cases are directed to the public healthcare outlets (79.7%) compared to the private outlets (20.2%). 
However, majority of the referrals originated from the private healthcare outlets (66.7%) compared to 
33.0% from the public outlets.  
           Formal referral will in most cases send a patient to a public healthcare outlet. This was found to 
be statistically significant. Additional insights can be obtained by examining access to healthcare 
disaggregated by the type of specialist sought. The results suggests that for the referred households 
68.1% of them accessed a doctor; either a general practitioner or a medical specialist, while 17.4% 
accessed clinical officers and 14.4% accessed the other lower qualified medical specialists. Analysis 
of the surveyed data reveals that while most of the referrals are directed to public healthcare outlets at 
79.7%, this is more than the percentage of patients who prefer the facilities who are 24.6%. This 
finding was as well found to be positively significant. The households that preferred private 
healthcare facilities were 73.9%. However, about 20% were referred to these private facilities for 
healthcare services. It can also be reported that the use of services in a healthcare facility is not tied to 
the formal referral as the test statistic was found to be greater than the set criterion of 0.05. 
           In general, the potential of referral in accessing healthcare services in the lives of Eldoret 
municipal people is evident in the high incidence reported of awareness of one or more type of 
referral facilities by household members. Overall, awareness of the existence of referral system is 
88.8% among the respondents. However, the notion of referral awareness do not necessarily entail 
sustained adherence to the system as indicated above. But the results of the study from the cases of 
referrals in the municipality, reinforces the notion that referrals increases access to healthcare. This 
calls for the strengthening of referral capacity in the various Government healthcare organs vested 
with the responsibility of providing healthcare. 
           Formal referral is an important entitlement that enables access to healthcare services. This 
observation in itself implies that for healthcare access programmes to achieve their intended purpose, 
they have to be designed and implemented in a manner that takes into account the referral system. 
About 74% of the referral cases in the survey are as a result of formal referral, meaning that cases of 
formal referral are prevalent compared to self-referral in the municipality. This finding is unlike that 
of Nordberg et al. (1996) and Omaha et al. (1998) who report that the urban phenomenon of 
widespread bypassing and self-referral is frequently accompanied by low rates of formal referral from 
outlying facilities.   
           Findings confirm that formal referral in Eldoret contributes to access to healthcare for the 
concerned households. Critical to the question of access to healthcare services is the one of access to 
better facility outlet and medical specialist. Formal referral has significantly improved accessibility to 
healthcare for households by increasing probability of visit to a higher cadre health facility. The study 
emphasises and shows trends toward higher rates of access to specialist care (medical specialist). 
Access to a medical specialist as opposed to a general physician increases with formal referral. About 
half of all referred persons had accessed specialist treatment in one facility or the other. Formal 
referral enhances proper use of specialists as well. Overuse of specialists care has often been blamed 
for the explosion in healthcare costs when too many patients go to specialists for common conditions 
that need primary healthcare physicians (Gatsonis et al., 2005). Inevitably, the individuals with formal 
referral also have greater and better chance of being assessed faster. This has been indicated by 
NCAPD (2005) as one of the merits of formal referral. It reports that when clients are referred to 
another facility without any formal documentation, they risk being refused services, or having 
services delayed if the referral facility must assess them as totally new clients.  
           Survey findings also allude to the fact that the formal referral is closely associated with 
accessing the higher cadre care. Though most of the referral cases are from the private sector, the 
private healthcare outlets also do receive cases of referral. Referral cases from the public facilities 
were more and they referred cases among themselves. There is some association between formal 
referral and access to preferred healthcare as well. Formal referrals help to strengthen the link 
between the healthcare facility preference (the healthcare facilities where people would like to seek 
healthcare) and where they actually do seek healthcare. About 74% of the respondents preferred 
private healthcare facilities though only 20.2% were referred to the private healthcare outlets. In 
addition to improved access to private healthcare there is also increased satisfaction with the services 
received in the healthcare outlets they were referred to.  
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           Respondents in the survey tended to relate formal referral with quality of healthcare. The fact 
that formal referral is a determinant of household access to healthcare, as a result of perceived quality 
of healthcare is in line with health belief models (Hochbaum, 1958; Rosentock, 1966). One of the key 
descriptors of health belief model is the perceived benefit of taking action; taking action toward the 
prevention of disease or toward dealing with an illness is the next step to accept after the individual 
has accepted that they are susceptible to a disease and recognised it is as serious. During the initial 
contact of seeking healthcare, the household chooses a facility because the associated benefits are 
perceived to be higher than those of alternative outlets. However, with formal referral contacts, the 
quality of healthcare previously received is used as a learning opportunity and the household will only 
return to the same provider if there is a perceived benefit.   
           The lack of relation between higher existence of chronic illness in a household and formal 
referral suggest that most of the referred cases are not as a result of chronic illness after all.  This 
finding is surprising in view that healthcare providers at lower levels of the health system, who lack 
the skills, the facilities, or both to manage a given clinical condition, are supposed to seek the 
assistance of providers who are better equipped or specially trained to guide them in managing or to 
take over responsibility for a particular episode of a clinical condition in a patient (Al-Mazrou et al., 
1990). This kind of skills and facilities are normally located in referral outlets. Finally, though the 
familiarity of the respondents with referral system does not translate to high usage, the referral system 
is meant to improve access to healthcare among the populace and to protect the poor from the cost of 
medication by accessing the lower cadre facilities before moving to the upper cadre ones (see related 
works in Bedi et al., 2004; and Owino and Were, 1997). It is evident from the study findings that 
strengthening of the referral system would help increase access to healthcare services for the 
households. 
6. Conclusion and Recommendation 
6.2.1 Conclusion 
          The data used for this particular analysis can be considered unique in terms of content, 
geographic coverage, and timeliness on households’ access to healthcare services.  The data collected 
was in appropriate form, in desired detail and accuracy. The research question had asked to what 
extent formal referral influence household access to healthcare services.  Results of the study showed 
that in general, usage of referral was very low in Eldoret municipality as previously documented 
elsewhere in the municipality (Nyakaana, 1996) and beyond (Kiranandana and Apairatr, 1990). 
Nyakaana found that the fewer number of residents using the national referral hospital confirms the 
findings.  He notes that though the demand for medical facilities is on the increase in the municipality, 
the increase is especially cases from outside the municipality, which has outnumbered those from 
within the council.  This characteristic can be seen in light of Hensher et al. (2006) view that referral 
hospitals consume an excessive share of health budgets and that their contribution to improving health 
and welfare is low relative to the expenditure on them.  
           Only about 27% of the respondents in the overall distribution received referral healthcare in the 
four weeks preceding the survey. Such levels of referrals are considered low.  All indicators are that 
most of the cases in healthcare facilities are not as a result of referrals.  This evidence supports the 
conclusion made by Atkinson et al. (1999) that the smaller number of referrals may be traced to 
referral facilities acting as first contact provider for most households in developing countries.  The 
low participation by households in the referral system strongly suggests that the level of adherence to 
the system is below the potentially attainable.  London and Bachmann (1997) attributed this 
phenomenon to patients’ perception of superior quality of healthcare and resource availability at 
referral hospitals, which often may be entirely well founded and rational; the desire to avoid delays in 
healthcare if referral to a higher-level facility proves to be necessary; and the fact that for many urban 
populations a referral hospital may simply be the closest health facility. 
           The findings indicate that the proportion of households reporting awareness of the referral 
services is enormous at 88.8%.  The more common reason for this phenomenon is that there are varied 
categories of healthcare outlets in the municipality ranging from the lowest, the dispensary, to the 
highest, the national hospital.  However, of the respondents surveyed only 26.5% had accessed 
healthcare as a result of referred cases.   The results also indicate that a large proportion of the referral 
cases are directed to the public healthcare outlets (79.7%) compared to the private outlets (20.2%).  
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However, majority of the referrals originated from the private healthcare outlets (66.7%) compared to 
33.0% from the public outlets.  
           Formal referral will in most cases send a patient to a public healthcare outlet.  This was found 
to be statistically significant. Additional insights can be obtained by examining access to healthcare 
disaggregated by the type of specialist sought.  The results suggests that for the referred households 
68.1% of them accessed a doctor; either a general practitioner or a medical specialist, while 17.4% 
accessed clinical officers and 14.4% accessed the other lower qualified medical specialists. Analysis 
of the surveyed data reveals that while most of the referrals are directed to public healthcare outlets at 
79.7%, this is more than the percentage of patients who prefer the facilities who are 24.6%.  This 
finding was as well found to be positively significant.  The households that preferred private 
healthcare facilities were 73.9%.  However, about 20% were referred to these private facilities for 
healthcare services.  It can also be reported that the use of services in a healthcare facility is not tied to 
the formal referral as the test statistic was found to be greater than the set criterion of 0.05. 
           In general, the potential of referral in accessing healthcare services in the lives of Eldoret 
municipal people is evident in the high incidence reported of awareness of one or more type of 
referral facilities by household members.  Overall, awareness of the existence of referral system is 
88.8% among the respondents. However, the notion of referral awareness do not necessarily entail 
sustained adherence to the system as indicated above.  But the results of the study from the cases of 
referrals in the municipality, reinforces the notion that referrals increases access to healthcare.  This 
calls for the strengthening of referral capacity in the various Government healthcare organs vested 
with the responsibility of providing healthcare. 
           Formal referral is an important entitlement that enables access to healthcare services.  This 
observation in itself implies that for healthcare access programmes to achieve their intended purpose, 
they have to be designed and implemented in a manner that takes into account the referral system.  
About 74% of the referral cases in the survey are as a result of formal referral, meaning that cases of 
formal referral are prevalent compared to self-referral in the municipality.  This finding is unlike that 
of Nordberg et al. (1996) and Omaha et al. (1998) who report that the urban phenomenon of 
widespread bypassing and self-referral is frequently accompanied by low rates of formal referral from 
outlying facilities.   
          Findings confirm that formal referral in Eldoret contributes to access to healthcare for the 
concerned households.  Critical to the question of access to healthcare services is the one of access to 
better facility outlet and medical specialist.  Formal referral has significantly improved accessibility to 
healthcare for households by increasing probability of visit to a higher cadre health facility.  The study 
emphasises and shows trends toward higher rates of access to specialist care (medical specialist).  
Access to a medical specialist as opposed to a general physician increases with formal referral.  About 
half of all referred persons had accessed specialist treatment in one facility or the other.  Formal 
referral enhances proper use of specialists as well.  Overuse of specialists care has often been blamed 
for the explosion in healthcare costs when too many patients go to specialists for common conditions 
that need primary healthcare physicians (Gatsonis et al., 2005).  Inevitably, the individuals with 
formal referral also have greater and better chance of being assessed faster.  This has been indicated 
by NCAPD (2005) as one of the merits of formal referral.  It reports that when clients are referred to 
another facility without any formal documentation, they risk being refused services, or having 
services delayed if the referral facility must assess them as totally new clients.  
          Survey findings also allude to the fact that the formal referral is closely associated with 
accessing the higher cadre care.  Though most of the referral cases are from the private sector, the 
private healthcare outlets also do receive cases of referral.  Referral cases from the public facilities 
were more and they referred cases among themselves.  There is some association between formal 
referral and access to preferred healthcare as well.  Formal referrals help to strengthen the link 
between the healthcare facility preference (the healthcare facilities where people would like to seek 
healthcare) and where they actually do seek healthcare.  About 74% of the respondents preferred 
private healthcare facilities though only 20.2% were referred to the private healthcare outlets.  In 
addition to improved access to private healthcare there is also increased satisfaction with the services 
received in the healthcare outlets they were referred to.  
           Respondents in the survey tended to relate formal referral with quality of healthcare.  The fact 
that formal referral is a determinant of household access to healthcare, as a result of perceived quality 
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of healthcare is in line with health belief models (Hochbaum, 1958; Rosentock, 1966).  One of the key 
descriptors of health belief model is the perceived benefit of taking action; taking action toward the 
prevention of disease or toward dealing with an illness is the next step to accept after the individual 
has accepted that they are susceptible to a disease and recognised it is as serious.  During the initial 
contact of seeking healthcare, the household chooses a facility because the associated benefits are 
perceived to be higher than those of alternative outlets.  However, with formal referral contacts, the 
quality of healthcare previously received is used as a learning opportunity and the household will only 
return to the same provider if there is a perceived benefit.   
           The lack of relation between higher existence of chronic illness in a household and formal 
referral suggest that most of the referred cases are not as a result of chronic illness after all.   This 
finding is surprising in view that healthcare providers at lower levels of the health system, who lack 
the skills, the facilities, or both to manage a given clinical condition, are supposed to seek the 
assistance of providers who are better equipped or specially trained to guide them in managing or to 
take over responsibility for a particular episode of a clinical condition in a patient (Al-Mazrou et al., 
1990).  This kind of skills and facilities are normally located in referral outlets.  Finally, though the 
familiarity of the respondents with referral system does not translate to high usage, the referral system 
is meant to improve access to healthcare among the populace and to protect the poor from the cost of 
medication by accessing the lower cadre facilities before moving to the upper cadre ones (see related 
works in Bedi et al., 2004; and Owino and Were, 1997).  It is evident from the study findings that 
strengthening of the referral system would help increase access to healthcare services for the 
households. 
           The results of the study showed that in general, usage of referral was very low in Eldoret 
municipality as previously documented elsewhere in the municipality (Nyakaana, 1996).  However, in 
terms of referrals, formal referral is higher compared to self-referral.  Findings confirm that formal 
referral in Eldoret contributes to access to healthcare for the concerned households.  Critical to the 
question of access to healthcare services is the one of access to better facility outlet and medical 
specialist.  Formal referral has significantly improved accessibility to healthcare for households by 
increasing their probability of visit to a higher cadre health facility.  The study emphasises and shows 
trends toward higher rates of access to specialist care (medical specialist).  Access to a medical 
specialist as opposed to a general physician increases with formal referral. 
6.2 Recommendations 
           Social science research aims at evolving new possibilities for action.  This research finding is 
available for the attainment of social action and change.  Therefore, the recommendation to policy-
makers is to focus attention on improving access not only healthcare services, but the referral system.  
The study found that most households in urban areas rely on public healthcare facilities.  However, 
majority of these are from the lower income households and without health insurance plans.  An 
implication is that majority of the poor (who already have multiple health needs and are vulnerable) 
are not able to access proper healthcare in the private sector, hence their reliance on public sector 
outlets, which are considered to be of ‘lower quality’. This is indeed a double tragedy.  Consequently, 
provision of ‘better’ private healthcare is skewed towards the well off in the community.   
           Even as households are educated on the importance of adhering to the referral system, the 
referral hospitals need to move some of their services from their main hub to other parts of towns’ 
healthcare facilities to increase their visibility, and expand access to treatment, care, and support 
services.  Further, to be effective, referrals must be linked to referral documentation to ensure 
appropriate follow up of the system by clients.  
           Investigations are needed to better understand self-treatment form of healthcare so that policy 
can be designed to improve its use by the invalid, or if necessary to divert demand to other providers 
of healthcare.  In addition there is also need to investigate further the reasons for their increased use.  
With the increasing prevalence of drug resistant strains of illness, there is a risk of self-treatment 
contributing to prevalence of diseases exacerbating problem of access to healthcare.    
           Finally, the work, however, is far from done. Indeed, many studies on healthcare access have 
been conducted in the past.  In recent years, the results of various research studies have taken center 
stage in the popular media.  More informed policies can be formulated as a consequence. It is my 
hope that the findings of this present study, along with the several others produced, will now stimulate 
greater interest in this line of inquiry.  Further, the conclusions made in this study can later be verified 
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in different research areas taking into account of particular local circumstances, cultural beliefs, and 
characteristics of health systems.  Hopefully, findings from this study will now be used to help focus 
and prioritize interventions aimed at improving the performance of the health facilities up the referral 
ladder. 
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Abstract:  
Without denying the importance of disciplinary studies, it is important to identify the role of 
interdisciplinary research. Although there is a division of knowledge into disciplines, the movement 
toward interdisciplinarity demonstrates a limitless innovation that better represents the reality of 
contemporary society and its beliefs. According to John Locke’s  theory of the mind , one is born 
without innate ideas or concepts (Deigh 1994). We could assume that our knowledge is based on 
personal experiences and sensory perceptions. Understanding the human being is almost by necessity 
multidisciplinary because there is no single school of thought or discipline that can define the human 
being without taking into consideration the role of other disciplines. This paper will not only examine 
the role that interdisciplinarity plays in current research but it will also examine how speech-language 
pathology is innately interdisciplinarian and evidence-based. Clinical and educational practices will 
serve as examples to show how this field is inherently interdisciplinary.  

 
Key Words: Epistemology, Educational Speech-Language Pathology, Interdisciplinarity 
 
Introduction: 

The degree of integration of the interactions between disciplines should not be seen as 
combinations of thought but rather as the establishment of a hierarchical distinction  (Piaget 1970). 
According to this school of thought, multidisciplinarity equates a phenomenon of borrowing from one 
science to another without causing changes in the original discipline. Piaget goes on to describe the 
interdisciplinary level as a reciprocal exchange between disciplines while the transdisciplinary level 
represents relationships between disciplines that would fall within a total system without borders. We 
notice, once again, that interdisciplinarity represents an exchange of ideas between disciplines. In 
order to standardize this interdisciplinary exchange, we should discuss the importance of 
epistemological trends in regards to scientific research. 
Terminology 
 In order to further examine interdisciplinarity, it is essential to review the terminology 
associated with the study of disciplines. A summary of interdisciplinarity is defined as an area that 
encompasses several disciplines whereas multidisciplinarity is defined as an area for several 
disciplines (Voyer 2000). Finally, transdisciplinarity examines an area that crosses the borders of 
various disciplines which represents the integration of other disciplines to support a specific study 
(Voyer 2000). In short, despite the lexical incoherence, we may find that interdisciplinary study 
means a study not only between disciplines but also a study that respects the contribution of each 
discipline and takes into consideration the importance of interdisciplinary collaboration in specific 
research. According to Peter Weingart, "Both interdisciplinarity and disciplinarity are, thus, given 
positive valuations for different functions: innovation on the one hand and rigor and control for error 
on the other. (...) They are complementary rather than contradictory: No new discovery is made 
without a frame of mind that allows one to distinguish between new and old, and relevant and 
irrelevant, and to record and remember "(Weingart 2000, p.29). 
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Epistemological Trends 
 In this section we will examine the epistemological views of several authors. Firstly, 
epistemology, according to Gauthier, is a prospective - which therefore concerns the future - that does 
not necessarily reflect current science, but rather critiques science in a constructive heuristic manner 
(Gauthier 2005). The philosophical interests of Gauthier go beyond the scope of logic, mathematics 
and physics and he notes that there is a distinction between science and philosophy. According to 
Gauthier, a scientific theory is "a discourse on a subject of science" (Gauthier 2005, p.19) while the 
philosophical discourse becomes more of a meta as in the study of metaphysics. It should be noted 
therefore that an object that qualifies as scientific can only be thusly defined when a scientific theory 
determines it so.  Could philosophical discourse, then, lead to the identification of an object if it is 
first a thought that becomes a scientific theory? Gauthier adds that the dichotomy between theory and 
practice is found at all levels of scientific discourse (Gauthier 2005). If the important link between 
theory and practice is recognized, can we therefore conclude that Gauthier offers an interdisciplinary 
approach to the study of science? 
 Secondly, Edgar Morin also offers a logical approach when determining the pillars of 
classical science:  order, separability and reason. Morin says that order is a deterministic and 
mechanistic concept of the world while separability is based on the Cartesian principle that solves a 
problem or a phenomenon by breaking the simple elements. He explains that reason is based on three 
principles: induction, deduction and identity (Morin 1999). It would be almost remiss not to mention 
that Karl Popper was among the first to assert himself against induction because he did not support the 
theory of accepting a conclusion by induction only (Popper 1972).  
 Morin, whose three pillars have been shaken by the developments of contemporary science 
later offered three theories: information theory, cybernetics and systems theory. The information 
theory deals with the uncertainty, the surprise and the unexpected where the information becomes 
what controls the energy and gives autonomy to a machine (Morin 1999), while cybernetics examines 
autonomous machines and hints at the appearance of artificial intelligence. This theory also includes 
the aspect of feedback that can have either a negative or a positive form. Negative feedback stabilizes 
a system and reduces the deviance while positive feedback represents a rather inflationary approach 
(Morin 1999).  When we discuss feedback, however, we also speak of causality that, despite Morin’s 
reference to artificial intelligence, is somewhat ironic because one of the possible foundations of 
causality includes the role of religion as the primary cause in the feedback cycle.  
 Finally, Morin introduced the systems theory, which also lays the groundwork for  
organizational thinking (Morin 1999). According to Morin, this theory includes the psychological 
aspect of gestalt because it explains that the whole is greater than the sum of its parts. According to 
Morin, the three theories introduce us to a world of phenomena where organization is done with order 
as well as with chaos (Morin 1999). Complex thinking is essentially the theory that examines research 
and / or opinions with uncertainty and which is able to create somewhat of an organization. The 
paradigm of complexity however cannot be synonymous with simplification as it requires to connect 
but always while making a distinction (Morin, 1999) and so the debate ensues regarding 
unidisciplinarity, multidisciplinarity and interdisciplinarity. 
 Logic seems to be a common feature between Gauthier. with his constructivist approach and 
Morin, with his complex thought, but how does this common trait bind these two schools of thought? 
Is a connection even possible? Gauthier speaks of internal logic as that which refers to a definite 
theory that aims to better represent individual factors of a theory (Gauthier 1991) while Morin 
considers logic without the appearance of contradiction. He implies that thought would lose creativity, 
a sense of innovation and complexity if logic prevailed.  Evidently two theorists referencing the same 
vocabulary however, semantically, two schools of thought prevail.  
 Gauthier claims that philosophy, metaphysics and theology cannot be excluded a priori from 
the field of science (Gauthier 2005). Gauthier insists therefore that the unscientific eye must first be 
rejected despite the fact that it plays a fundamental role in the field of science. Morin for his part 
argues that complex thought can be reduced to neither science nor philosophy, but rather allows for 
the communication from one to another (Morin 1999). Can we therefore conclude that Yvon Gauthier 
acknowledges the presence of other disciplines while Edgar Morin recognizes the importance of other 
disciplines? According to Laflamme, Yvon Gauthier builds bridges between systematic and empiric 
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theory that emerge from his research of less interpretative findings  (Laflamme 2008) and, perhaps, by 
supporting probability and statistics. Edgar Morin, however, presents a logic that is not representative 
of a linear function as well as a thought that supports the mosaic of different areas such that 
interdisciplinarity is inherent. Is it realistic to be able to convey the notion of interdisciplinarity in a 
clinical setting and in a field of scientific study? 
Clinical Practice 
 Speech-language pathologists have a range of knowledge regarding normal development and 
communication disorders and master the technical evaluation and response thereto. On the one hand, 
the evaluation of communication disorders is done through a process of screening, identification, 
assessment and, most recently, diagnostic. For its part, the intervention involves the promotion, 
prevention, counseling, treatment, consultation, care, rehabilitation, and finally, training and 
rehabilitation. Speech-language pathologists work directly with clients and other individuals who 
regularly interact with them, including primarily members of the family, paraprofessionals, colleagues 
and support staff. Speech-language pathology (SLP) is a regulated health profession which must meet 
the requirements mandated by the governing law. In order to join the College of speech-language 
pathologists, a member shall, in addition to meeting the academic expectations, meet "certain aspects 
of local expertise, including: case law, values "and ethical framework, systems and health policies 
"(CASLPA 2011). Speech-language pathologists must also demonstrate continued competence and 
respect the code of ethics that, in general, describes the core professional values. 
 Recently, the Canadian Association of Speech-Language Pathologists and Audiologists 
(CASLPA) and the College of Audiologists and Speech-Language Pathologists (CASLPO) strongly 
recommend the use of practices that are observable, measurable, manageable, and which are 
established by experts (CASLPA 2011). These guidelines are also skills in close connection with the 
practice that is evidence-based, otherwise known as evidence based practice (EBP). When speaking of 
practices that are evidence-based, they must include separate, measurable and meaningful elements 
that often result from a collection and data analysis. This evidence therefore eventually leads to a 
practice generally accepted by the clinicians and thus forms a standard applicable in daily work. The 
evidence based practice not only encourages clinical approaches that are the basis of formal research, 
but also persuades the clinicians to think in terms of EBP, which is to say that clinicians are 
encouraged to weigh the evidence relating to their own practice and provide measures by which to 
gauge performance and progress. Take for example the speech-language pathologists of the Conseil 
scolaire catholique de Nouvel Ontario, a French school-board set in a linguistic minority setting. A 
group of francophone clinicians working within a linguistic minority, decided to create their own 
screening tool instead of simply translating an English tool that did not represent normative data 
(Minor-Corriveau, 2012). One could deduce that they adopted a kind of logical positivism as they 
created their own tool, based on data collection and following an experimental reliability and validity, 
to meet their own needs. One might also add that they simply respected the mandate of their College, 
which explains that a proper assessment involves the following: "a) the identification of disorders best 
performed in the native language and combined with the assessment in the second language b) 
cultural and linguistic appropriateness c) well supported; d) an evaluation process that is natural and 
holistic and includes the use of non-standard methods, e) consideration of societal factors which may 
hinder language proficiency; f) evaluation reports that are descriptive" (CASLPA 2011). Certainly it 
is not realistic that a clinician develop a new assessment tool each time a different tool is inadequate 
but logical positivism certainly encourages evidence-based practice as logical positivism is based on 
the optimal situation, either the model or ideal, of research (Gauthier 2005). 
 The speech-language pathologist may work in several environments: a clinic that targets the 
pre-school population, a school board, a treatment center for children, a hospital, a rehabilitation 
center, a private clinic, etc. In short the environment in which the clinician performs can vary but one 
factor that remains constant is the client and despite this consistent factor, no two clients are alike. 
How  can a clinician assess or act strictly based on the evidence of certain practices especially if there 
are no established practices for each affected population? The relationship between the client and its 
environment therefore becomes an essential factor. 
 Consider a group intervention session. Group members include the speech-language 
pathologist, a 5-year old boy, a 5-year old girl and another 6-year old boy. The three children have a 
phonological awareness delay, specifically in terms of syllabic segmentation. It is also noteworthy 
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that the 5-year old girl is blind and the 6-year old boy has a hearing impairment. In addition, the SLP 
must consider the techniques taught in the classroom so as not to confuse the message of the teacher. 
What factors dominate the approach to assess and intervene? Evidence-based practice, the client's 
needs and his or her  environment or a combination of both approaches? It seems that a combination 
of both approaches would be the ideal practice. Knowing that technology plays a role in learning for 
the client with a loss of vision (Hersh and Johnson 2008)), the clinician could incorporate a hearing 
program to explain the syllabic segmentation while the little boy who has a hearing impairment could 
use tokens or other visual cues to facilitate understanding. Meanwhile, the 5-year old boy could 
benefit from both approaches. This portrait of a speech-language session is not exceptional, but rather 
typical, and the speech-language pathologists must often change their approaches to accommodate as 
much as possible the needs of their clients. So we could see that despite the importance of the 
influence of logical positivism, the SLP takes into account the interaction between the subject and its 
environment. 
 Although Piaget moves away from logical positivism, his theory is largely based on 
observations (Piaget 1970). According to this author, it is also thought that knowledge does not 
develop without interaction with the environment even if it remains neutral. Take for example the role 
of feedback and modeling in the field of speech-language pathology. An adult is seated during a 
session of intervention where he works on word fluency following a brain injury. At the beginning of 
the session, the clinician explains the breathing techniques and strategies to consider when moments 
of dysfluency occur. During the course of the session, the therapist is merely carrying out the 
activities and allows the client to self-regulate when facing difficulties. In this scenario, the session 
would evidently be ineffective as the clinician does not offer any feedback or modeling of the 
recommended techniques. One could therefore argue that intervention and learning are not 
unidirectional and that the interaction between clinician and client is essential because it not only 
contributes to the effectiveness of the intervention but is also necessary in order to achieve therapeutic 
goals. The feedback provided by the SLP could also allow for learning to take place by problem 
solving because the client could change his techniques and self-correct in response to comments from 
the feedback. 
Epistemeology and interdisciplinary research  
 In epistemology, research can be referred to as soft or hard in the sense that we may or may 
not see the links with other sectors or disciplines (Vanpoulle 2011). These external or scientific 
borrowings contribute to the field of interdisciplinary studies because they give rise to the transfer of 
methods and / or knowledge from one discipline to another. According to Franck, the unity of 
knowledge claims that knowledge is unique and there is a harmonization of concepts (Franck 1999). 
Furthermore he explains that the unity of knowledge does not require erasing disciplinary boundaries 
but rather that interdisciplinarity is not limited strictly to scientific borrowings. Research can thus be 
defined as an interdisciplinary collaboration of researchers where anyone from any discipline includes 
the study area without being aware of jargon and / or knowledge related to a specific discipline 
(Voyer 2000). 
 According to the Canadian Association of Speech-Language Pathologists and Audiologists, 
SLPs are autonomous professionals who have expertise with regards to normal development and 
communication disorders, and swallowing as well as in the assessment and intervention of these areas 
(CASLPA 2011). According to the College of Psychologists of Ontario (CPO), psychology services 
include, without limitation, one or more of the following: a) assessment and diagnosis of a person or 
group; b) interventions conducted with a person or group; c) consultation d) development and 
evaluation; e) supervision; f) research (The College of Psychologists of Ontario 2009). Sociology can 
be defined as the branch of human sciences which seeks to understand and explain the impact of 
social representations on human behavior: research subjects are varied but are still connected to the 
human environment and take into consideration human social phenomena from different angles 
(Touraine 2003); whereas, linguistics is the study of human language and should not be confused with 
the study of grammar (Laurence 2003). The linguist studies the mechanisms of language in a broad 
manner, however there is also a specific analysis in theoretical linguistics (i.e. phonetics, syntax, 
morphology, semantics) The linguist also compares the use of a language for a specific period 
(synchronic linguistics) against the evolution of a language (diachronic linguistics) (Rodrigues Aristar 
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1991). Research in linguistics is often descriptive and explains the nature of language without passing 
value judgments (i.e. ebonics) (Baugh 2000).  
 Following a brief description of the disciplines mentioned above, it is useful to emphasize the 
commonalities of these compared to speech and language development. First, the speech-language 
pathologist is interested, among other things, in the comprehension and use of language in daily life. 
For its part, the psychologist is interested in the cognitive processes involved in the use of language 
and often uses skills related to language in order to determine the cognitive abilities of an individual, 
while the sociologist possibly considers the interests of an individual regarding language use and / or 
socioeconomic factors such as education which has an impact on language development. Finally, 
linguists are interested in language processes included in the use of a language (also important for 
clinicians), as well as the omission of phonetic or morphological markers, for example, omission of 
the plural marker - possibly as a sociological factor. Evidently there are many commonalities between 
the above mentioned disciplines and the study of speech and language development and its use would 
be incomplete without taking into consideration various fields of study – many of which remain to be 
examined in this paper such as biology, neuroscience and medicine just to name a few.  
Conclusion: 
 As mentioned above, the speech-language pathologist works with a diverse population with 
various communicative disorders. Language can certainly be interpreted, analyzed and studied by 
several disciplines and because of its complexity, language lends itself to systematic reviews at 
various angles depending on various fields of study. First, because language is a complex 
orchestration of multiple cognitive processes, it is an important field of research in areas such as 
psychology and speech-language pathology as we attempt to understand it with a microstructural 
approach. Similarly, in linguistics, we focus on the concept of language according to its linguistic 
components. On the other hand, since it is an essential skill in today's society, language development 
and the use thereof are also researched in the fields of education and sociology where there is more 
interest in the practical applications and its macrofunctional role. In summary, language skills are 
related to human development that is studied in various fields and it should be noted that a 
unidisciplinarian approach alone does not allow for an extensive and comprehensive review. 
However, the field of speech-language pathology and its interdisciplinarian nature allows for such an 
extensive and comprehensive review. 
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Abstract:  
This article has the purpose of comparing different statistical methods of measuring efficiency, data 
envelopment analysis and stochastic frontier analysis. An adjacent objective is to assess the impact of 
the information and communication technologies on today’s society. The hypotheses of the article are 
that there is indeed a connection between the scores obtained by applying DEA method with the ones 
obtained by the SFA method. Also, it is hypothesized that the level of ICTs use is higher for those 
countries that are more developed and it is driven by a couple of key factors, chosen as input variables 
in the present study. 
The results show that both hypotheses are valid, as the efficiency scores obtained were statistically 
correlated between the different methods and as the variables chosen as inputs were significant in the 
SFA model. 

 
Key Words: Efficiency, health systems, DEA, SFA 
 
Introduction: 

The end of the 20th century and the beginning of the 21st have marked the highest peak of socio-
economical progress that society has ever known across history. Undoubtedly, among the factors 
channeled towards optimization and perpetual development of the society, scientific and technologic 
progress has the most consistent contribution. Furthermore, present trends of creating a virtual parallel 
world developed from the need of cost optimization and time saving, made information technologies 
an essential instrument in each citizen’s life. 

This article has the purpose of comparing two statistical methods of measuring efficiency, data 
envelopment analysis (DEA) and stochastic frontier analysis (SFA). An adjacent objective is to assess 
the impact of the information and communication technologies (ICT) on today’s society. The 
hypotheses of the study are that there is indeed a connection between the scores obtained by applying 
DEA method with the ones obtained by the SFA method. Also, it is hypothesized that the level of 
ICTs use is higher for those countries that are more developed and it is driven by a couple of key 
factors, chosen as input variables in the present study. 

Subsequent the introductory part, a literature review on the connection between ICTs and 
education and methods of assessing will be presented in the second part. The third part will cover the 
methods and data used for the study following that the forth part will be dedicated to discussing the 
results. The study will end with a section of general conclusions and future directions for other 
studies. 

 
Literature Review: 

The progress of all societies depends on the efficiency with which natural, human and financial 
resources are being disposed of. Therefore, when assessing public sector efficiency managers take 
into account that the efforts to fulfill social needs can be measured, often quantified with the value of 
inputs (e.g. costs of raw materials, costs of human resources, costs of information), while social 
effects are difficult to determine and measure. Furthermore, they are difficult to be fully forecasted. 
Improving public sector performance is an objective with a high importance role in the agenda of each 
industrialized state. 

It is no wonder that governmental efficiency as a whole became the subject of an increased 
number of papers, received key contributions from Gupta et Verhoeven (2001), Tanzi et Schuknecht 
(1997, 2000) and Alfonso et al. (2006). These studies measure the efficiency of public sector by 
connecting government spending with socio-economical indicators. Those indicators are assumed to 
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be in close connection with the objectives of public spending. For example, the percentage of pupils 
enrolled in educational units or percentage if of infant mortality are indicate substantial differences of 
the efficiency levels between countries, regardless the level of development.  

A  study from 1998 reflected that the simple allocation of the resources, even for necessary goods 
and services, is not enough and it is possible that the outcomes might not be the expected ones if the 
budgetary institutions involved in planning, management and execution do not work at their 
maximum efficiency. Vicious budgetary management has often been cited as one of the reasons for 
which the governments from the developing countries found themselves incapable of transposing 
public expenses into efficient services (World Bank, 2003).  

The effect of income per inhabitant can be analyzed from several points of view. From the first 
point of view the income could reduce efficiency by increasing relative public services costs (Baumol, 
1967). From the other point of view, a higher income has been many times associated with a higher 
level of health and education (Afonso et al., 2006). When talking about the level of efficiency, 
evidences show that it can be improved by increasing scale operation. This fact is shown primary in 
health and education sectors (Coelli et al., 2001; Curristine T, 2005; Dronkers, 2004). This is due to 
scale economies which are the result of the saving of additional marginal costs compared to the fixed 
costs of resources. Nevertheless, their impact over other fields of public sector like equity, quality or 
access to services has to be considered (Dooren et al., 2007). 

The importance of environmental variables is also taken into account. Kasman’s (2005) paper 
presents an empirical analysis of banks’ efficiency in Poland and Czech Republic, taking into account 
the country-specific environmental factors in the second part of the analysis. The authors used 
Stochastic Frontier Analysis in order to measure efficiency. The results show that, without 
environmental variables, the cost-inefficiency scores of Czech banks are quite high compared with 
those of Polish banks. However, when environmental variables are included in the model, the 
differences between the two banking sectors decrease dramatically. Therefore, the results indicate that 
country-specific environmental variables are important in the definition of the common frontier 
(Kasman, 2005). 

Researcher’s interest has also been channeled towards the connection between sectoral public 
spending (especially for education and health) and their outcomes (Rajkumar et al. 2008). Jayasuriya 
et al. (2007) use panel data for provinces from Argentina and Mexico to measure the efficiency of 
medical and educational services. 

Nowadays ICTs are an important leverage of social and economic development, both at micro and 
macro level. Most of the production processes rely on human resources that are not only trained 
according to their positions but who can use different forms of ICTs. In other words, given the extent 
of today society’s speed in changing and adapting to never-ending needs, workers have to be more 
efficient or to improve their skills, might those skills be in their areas of expertise or in any 
interdisciplinary fields. ICTs have many advances and recently governments have started emphasizing 
those advances. Some of the attractive features of ICTs are flexibility, interactivity and their ability to 
move high amount of data in almost real time or to engage more people at once. 

In the field of education, ICTs have been growing in importance for the last years, especially by 
the use of E-learning which started to be more and more chosen by students in higher education 
institutions. Compared to higher education enrollments in general, online enrollments have been 
growing significantly faster (Allen et al., 2008). In connection to this, Asandului et al (2008), 
conclude that students wish to have a wider range of options in connection to the e-technologies, 
which will definitely contribute to increasing students’ competences. Therefore, the student will 
benefit from the added value of e-learning after graduating university too, by making use of the 
technical skills he will have acquired during the study period. Moreover, Asandului et al., (2011) 
emphasize the connection between computers and e-learning, stating that by the use of the e-
technologies the curricula is not abandoned and that abilities and capacities are more easily formed. 
Moreover, the use of e-technologies has been identified as a measure to increase firm’s performance 
and productivity growth (Clayton et al., 2003). 

DEA has also been used with various occasions for assessing different aspects of the medical 
field, such as hospital performance (Zhu, 2002), the efficiency of public policies (Coppola et al. 2003; 
Miller et al, 1996; Rosko, 1990; Sherman, 1984) and the performances of cardiac surgery 
(Chilingerian, 1995). 
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Method and Data: 
This study is based upon two methods of measuring efficiency: data envelopment analysis (DEA) 

and stochastic frontier analysis (SFA). The main difference between the two is that DEA is a 
nonparametric method, based on empirical observed data, whereas SFA is a parametric method who 
based on the observed data infers the values of the efficiency also taking into account the inefficiency 
factors. The two methods are shortly presented in the next paragraphs. 

The economic literature that influenced directly the development of SFA is given by the total 
number of studies researching the efficiency of the production process from the beginning of the 
1950. Thus, Koopmans (1951) suggested a definition for technical efficiency while Debreu (1951) 
and Shephard (1953) presented distance functions and used them to model multiple outputs on one 
hand and to measure radial distance of a producer from the frontier on the other hand. This was done 
either by extending the outputs (Debreu) or by conserving  the inputs (Shephard). 

The first method applied in this research, Data Envelopment Analysis (DEA), is generally 
accepted as one of the best in assessing the efficiency of a set of decision making units (DMU)s. First 
presented in 1978 and based on the paper of Farrell, the first DEA model is known in the literature as 
the CCR model, after its authors, Charnes, Cooper and Rhodes. In essence, DEA is a non-parametric 
approach, who, with the help of linear programming techniques and based on the dataset, computes an 
efficiency frontier on which only the most efficient DMUs are placed. The DEA model is usually 
input or output oriented. An output oriented DEA model is channeled towards maximizing the outputs 
obtained by the DMUs while keeping the inputs constant whilst the input oriented models focus on 
minimizing the inputs used for processing the given amount of outputs. For input-oriented models, the 
others DMUs not as efficient as those placed on the frontier will be given a certain efficiency score 
above than 0 but below 12.  

Thus, by using linear programming and by applying nonparametric techniques of frontier 
estimation, it can be measured the efficiency of a DMU, by comparing it with an identified frontier of 
efficiency. The advantage is that DEA does not require any prerequisite hypotheses regarding the 
analytical shape of the production function.  

In this study, two DEA models will be run: a constant returns to scale, input oriented and a 
variable returns to scale input oriented model. 

The CRS model 
For a given set of data, the efficiency DMUj is measured, n times, where n represents the number 

of DMU to be evaluated j ranges over 1, 2,…, n. To obtain the scores for the weights of the inputs (vi) 
(i= 1,2,…,m) and the weights of the output (ur) (r=1,2,…, s), the following set of linear programming 
equations need to be solved: 

Max θ=       (1) 
Subject to  

j=1,2,…,n) 
 
 

where θ is the optimal objective value and it is at most 1. 
The VRS model is not completely different to the one previously presented. Thus, by adding the 

restraint  to the model above, we obtain the input oriented VRS DEA 
model. 

Stochastic Frontier Analysis 
As Greene (1997) concluded, the function of production frontier can be described as an extension 

of the regression, based on the micro economical assumption that a production function is an ideal, 
the maximum level of output that can be attained with the use of a given set of inputs3. SFA has 
become a very popular, used in analyzing the production from several points of view. Similar to DEA, 
the development of SFA and the preceding papers is based upon Farrell’s study from 1957. Among 
others, Aigner et. Chu (1968), Seitz (1971), Timmer (1971) or Afriat (1972) contributed to SFA’s 

                                                 
2 Output oriented and super efficiency models have different restrictions regarding the efficiency scores. 
3 Greene, W. (1997). Frontier Production Functions. In Handbook of Applied Econometrics. Volume II: Microeconomics, 
M.H. Pesaran and Schmidt, P. (Eds.), Oxford: Blackwell, p 35 
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elaboration. And even though the authors’ inputs differ under certain aspects, each of them 
contributed to identifying a production frontier, either by using linear programming or by modifying 
the technique of the sum of squares, having the a-priori hypothesis of nonnegative residuals.  

The fundaments of SFA were set concomitantly with the release of two papers from two 
continents. The paper of Meesen and van den Broeck (the MB model) was released in June 1977, and 
the paper of Aigner, Lovell and Schmidt (the ALS model) one month after. The second one was 
actually a compilation of papers very similar in context, some belonging to Aigner, some to Lovell 
and Schimdt.  

The ASL model was the first who separated the environmental effect by two components. 
,    i= 1, 2, ..., N.     (2) 

where εi=vi-ui,     i= 1, 2, ... , N 
where yi is the maximum output attainable by using xi, a (non-stochastic) input, and β is an 

unknown vector parameter which has to be estimated. Moreover, the first component of the 
inefficiency term (εi), vi is a sum of random events and facts (e.g. hazard, climate, machines’ 
performance). Observation and measurement errors also fall in its structure. This error is assumed to 
be independent and normally distributed with N(0, ). The second component ui, is actually the sum 
of certain factors on which the firm, the producer can have an impact on like economic and 
technological inefficiency, availability, producer’s effort, etc. The second component is considered to 
be independent from the first one, also complying to the restriction ui ≥0. The second error is meant to 
reflect that the output of any firm can be placed under or on the frontirer of production [f(xi,β)+vi]. If 
we consider that f(xi,β) is a log-linear Cobb Douglas4 function, we can rewrite (2) as 

        (3) 
For the analysis, the study uses data on 75 countries, the first 75 United Nation countries by the 

Human Development Index which had available information in regards to the variables chosen in the 
DEA model. The number of variables was set to five, four input variables and one output variable, 
with no missing data for the 75 countries. 
Inputs 

Quality of the Educational System. The variable uses 2010- 2011 values from the World 
Economic Forum’s Reports and surveys, and represents a weighted score of the efficiency of the 
Educational System. To be more precise, the subjects were asked to rate on a scale from 1 (very bad) 
to 7 (very good) how well does the educational system in their country cope with the needs of a 
competitive economy. Thus the variable is very interesting by itself, as it contains information about 
the overall way of functioning of the educational systems and about how it interacts with the economy 
in the given country.  

The availability of latest technologies. This indicator, collected from the World Economic Forum, 
Executive Opinion Survey 2010 and 2011 editions, shows to what extent are the latest technologies 
available in each country, on a scale from 1 ( not available) to 7 (widely available). 

The impact of ICT on access to basic services. This indicator is a 2010-2011 weighted average 
data from the World Economic Forum, Executive Opinion Survey 2010 and 2011 editions showing to 
what extent are information and communication technologies enabling access to citizens for basic 
services (education, health, etc.), on a scale from 1 (do not enable at all) to 7 (enable access 
significantly). 

ICT use and government efficiency. The indicator is a 2010-2011 weighted average data from the 
World Economic Forum, Executive Opinion Survey 2010 and 2011 editions showing to what extent 
has the use of information and communication technologies by the government improved the 
efficiency of government’s services in the countries on a scale from 1 (no effect) to 7 (extensive). 
Outputs 

Households with a personal computer. The indicator, based on data collected from the 
International Telecommunication Union, ITU World Telecommunication/ICT Indicators Database 
2011, marks the proportion of households with at least one computer (e.g. a laptop or a desktop 
computer). 

                                                 
4 Three-dimensional production function, usually used to describe the relationship between inputs and outpus. 
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Data processing and analyses were run in R, a statistical software, using SFA and Benchmarking 
libraries.  
Results: 

Table 1 summarizes the descriptive statistics of the data. The use of latest technologies ranges 
from 3.1 (Barbados) to 6.9 (Sweden). This is a normal trend since towards the highest values the most 
developed countries are identified. From the 27 European Union member states, Romania is the one 
having the lowest score, being placed on the 72nd position. The small coefficient of variance (14.92%) 
indicates that the series is homogenous. 

Table 1. Descriptive statistics for the chosen variables 

Descriptive 
Statistics 

Use of Latest 
Technologies 

Quality of 
Educational 
System 

Use of 
Basic 
ICTs 

Use of ICT by 
the 
Government 

Percentage 
of PCs at 
home 

Minimum 3.1 2.3 3.1 2.5 15.6 
1st Quintile 4.85 3.3 4.3 4.05 36.3 
Median 5.5 4.1 4.9 4.5 61.4 
Mean 5.503 4.108 4.909 4.625 58.23 
3rd Quintile 6.25 4.8 5.6 5.3 78.75 
Maximum 6.9 5.9 6.3 6.4 93 
Coeff. of Variance 14.92% 22.70% 15.67% 18.08% 40.88% 

 
From the Summary table, it can be observed that the Educational System variable ranges from a 

minimum score of 2.3 (Dominican Republic) to 5.9 (Switzerland, Finland and Singapore). For this 
variable, the last country from the EU-27 was Greece. Given that the Coefficient of variance is 22.7%, 
it can be concluded that the values for the variable are homogenous.  

The use of basic ICTs ranges from 3.1 (Lebanon) to 6.3 (Sweden). The coefficient of variance is 
showing a homogeneous series (15.67%) and the mean and median are very close to each-other, 
pointing out the symmetry of the series. 

Table 2. The frequencies of the efficiency scores for the three frontier models. 

Efficiency 
Score 

DEA 
SFA 

CRS VRS 
No of 
countries 

% of 
countries 

No of 
countries 

% of 
countries 

No of 
countries 

% of 
countries 

0-0.1 11 14.67% 0 0.00% 0 0.00% 
0.1-0.2 14 18.67% 0 0.00% 0 0.00% 
0.2-0.3 13 17.33% 4 5.33% 2 2.67% 
0.3-0.4 6 8.00% 28 37.33% 7 9.33% 
0.4-0.5 7 9.33% 9 12.00% 6 8.00% 
0.5-0.6 7 9.33% 9 12.00% 8 10.67% 
0.6-0.7 9 12.00% 12 16.00% 5 6.67% 
0.7-0.8 2 2.67% 7 9.33% 12 16.00% 
0.8-0.9 0 0.00% 0 0.00% 19 25.33% 
0.9-1 2 2.67% 0 0.00% 16 21.33% 
1 4 5.33% 6 8.00% 0 0.00% 

       
Total 75 100.00% 75 100.00% 75 100.00% 

 
The results in table 2 are controversial and deserve further discussions. Thus, the CRS DEA 

model has an average efficiency score of 0.38 and identifies 4 countries on the efficiency frontier: 
Qatar, Singapore, Sweden and Switzerland. The ranking is not surprising, as these countries are 
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known for having high levels of development and standards of living. Also, the countries on the 
frontier were identified as having strong efficiency5 (efficiency score 1 and no inputs excess). 
Moreover, all the Nordic countries were identified in the top ten, which reconfirms these states’ 
reputation of high quality public services providers. Moreover, the model places the developed 
countries towards the first part of the ranking and the less developed countries towards the second 
half. From the 27 European Union countries, Bulgaria had the lowest efficiency score (0.13). This 
means that Bulgaria has to decrease the utilization of inputs until 13% of the current level, to become 
as efficient as Qatar and Singapore (Bulgaria’s set of reference) for the amount of output obtained. 
Except for the countries on the frontier, the others were identified as having different amounts of 
excess for each of the four inputs. The availability of latest technologies should improve in average by 
19.81% (from 5.5 points to 6.59 points) to ensure maximum efficiency, indifferent proportions 
ranging from 0.016 points for Iceland to 2.59 points for Armenia. The quality of Educational System 
should improve in average by 2.00 points (from 4.108 to 6.108), with improvements ranging from 
0.056 for Iceland to 4.439 for Venezuela. Similar, the impact of ICT on access to basic services 
should improve by 1.468 points, from 4.909 to 6.377, ranging from 0.04 points for Iceland to 3.312 
for Venezuela. The ICT use and government efficiency should improve by 1.63 points, from 4.625 to 
6.255 points to ensure efficiency, ranging from 0.068 for Iceland to 3.596 for Venezuela. 

The VRS DEA model is consistent with the CRS model, especially since it is known that all 
DMUs CRS efficient will also be VRS efficient (Cesaro et al., 2009). Thus, besides the four efficient 
countries already identified by the CRS model, the VRS identified Iceland and Finland as being 
efficient (score of 1) who, in the CRS model, had the next scores after the efficient countries. 
Moreover, in average, the VRS model had efficiency scores 0.13 points higher than the CRS model 
and consistent rankings6. The average efficiency increase is also aligned with the theory that the VRS 
frontier is more flexible and therefore envelops the data more tightly. Out of the 27 EU members, in 
the VRS model Greece was identified as having the lowest score (0.31), dropping 16 positions 
compared to the CRS model. Regarding the inputs excess, the VRS model identified, in average, 
0.334 points of inputs excess compared to the CRS model, meaning approximately 21% decrease of 
inputs excess. 

The maximum likelihood estimates of the SFA model are shown below. 
Table 3. SFA estimates and significations 

 Estimate Std. Error Z value Sig. 
(Intercept) 2.1354 0.204 10.484 *** 
Latest Technologies 0.8002 0.087 9.225 *** 
Educational System 0.5118 0.124 4.118 *** 
ICT impact on basic access 0.9801 0.178 5.510 *** 
ICT use & Gov Eff -0.9236 0.167 -5.536 *** 
sigmaSq 0.2567 0.026 9.957 *** 
Gamma 1.0000 0.001 1205.452 *** 
Log - Likelihood -7.4792   

***-significant at 1% 
 
The SFA model identified an average efficiency of 0.71, the highest of the three tested model 

(0.51 the VRS DEA model and 0.38 the CRS DEA model). However, the results obtained with the 
SFA model differ significantly from the ones obtained by the other two models. 

Thus, table 3 encompasses the estimates, standard errors, z-values and significances for the 
model’s parameters. As shown, all coefficients are statistically significant for the 1% threshold. 
However, even though we would have expected positive values for all the parameters, ICT use and 
government efficiency was identified as having negative influence on the efficiency score. The 
estimation of gamma parameter, statistically significant, suggested that inefficiency was present 
during the production process and therefore the traditional production average would not be an 
                                                 
5 See Hongliang et al., (2007) for more details regarding strong and weak disposability. 
6 Only 7% of the countries had rankings that changed more than 20 positions between the 2 models. 
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adequate representation of the data. As a result, technical inefficiencies have significant impact on the 
output and the one sided error component accounts for up to 100% of the total variance. In other 
words, 100% of the variation in the data between countries can be considered inefficiency, the model 
identifying no “noise”. Sigma squared was also statistically significant suggesting that the data does 
not fit the conventional production function. 

As it can be seen in the table above, in the CRS DEA model 50.67% of the countries have the 
efficiency score of less than 0.3, whilst in the SFA model 62.66% of the countries have scores higher 
than 0.7. The results are not surprising since DEA considers all the deviations from the frontier as 
being inefficiency whereas SFA takes into account the fact that random shocks which are not under 
the control of the DMUs can have an impact on the output amount. 

Table 4. Peason correlations coefficients 
  CRS VRS SFA 
CRS 1   
VRS .954** 1  
SFA .587** .408** 1 

**. Correlation is significant at the 0.01 level (2-tailed). 
Table 4 shows Pearson correlation coefficients between the three models. The first important fact 

to notice is that all three correlation coefficients are positive and highly statistically significant for the 
1% threshold. The highest correlation coefficient is obtained as expected between the CRS and VRS 
DEA models whilst the weakest is between the VRS and SFA models. 

Similar to the present study, in the literature there are a couple of studies that have been 
conducted to analyze the technical efficiency scores obtained by applying the methods above. Lin et 
al. (2005), Theodoridis et al. (2008) obtained similar efficiency scores rankings (SFA>VRS>CRS) 
and similar correlation coefficients ranking (CRS-VRS>CRS-SFA>VRS-SFA). 

 
Conclusion: 

Information is the resource of the future and correct communication will be the leverage 
necessary to fully benefit from the use of information. The beginning of the 21st century created the 
needed premises so as those who possess information have a considerable advantage. One of the 
biggest added values of ICTs is that they provide an astonishing amount of information with a very 
low level of requirements and they also work as catalysts in channeling information towards those 
who needed. Moreover the information pool is increasing exponentially in the virtual environment, 
supported by the new cloud computing concept.  

However, when discussing the implementation of ICT, sensitive aspects need to be taken into 
account. The technical infrastructure is not sufficient and might not provide the expected results 
unless it is correlated with Educational efforts to provide minimum level of know-how.  

This study analyzed the efficiency scores obtained by applying a CRS DEA model, a VRS DEA 
model and a SFA model. The results showed significant correlation exists between the efficiency 
scores of the above methods, the CRS DEA model having the lowest average efficiency score whilst 
the SFA model has the highest average efficiency. Also, the secondary hypothesis that developed 
countries make more use of ICTs that countries under developed or developing countries was 
validated by the models. 

Future studies should focus identifying a relationship between the statistical methods applied in 
the research. Also, regarding the ICTs, the author believes that ICTs’ use and efficiency is highly 
influenced by the domain in which they are applied, therefore the exact impact of ICTs on each 
domain should be studied. 
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Abstract:  
Demographic developments have always been central to economic growth and welfare. One of the 
observed trends has been that people live longer and they also remain healthy for longer. Besides this 
change, regarding the population structure the birth rates have declined, causing the so-called 
‘progressive aging of the population’.  
Since the aging process is important in the field of social protection, spending on health and long-term 
care for dependent older people is a first-order policy issue. In this respect, considerable attention has 
focused on projecting these health care expenditures; emphasis has been given to estimating the 
number of dependent older people so that government can direct resources and services efficiently 
and effectively. These projections can be obtained by a multi-state Markov model, which is presented 
in this paper. 
Projections of dependency amongst the elderly provides the basis for assessing the future cost of 
associated health care and the necessary services in order to guarantee that requirements for the 
dependent population are suitably covered. 

 
Key Words: Multi-state Markov model, health care, spending 
 
1. Introduction 

Estimating the expenditures on health care for dependent older people has been the subject of 
discussion since several years. In this direction, the proposed paper aims to address, on the one hand, 
the link between aging and dependency and, on the other hand, the methodology for projecting the 
future demand for health care in order to serve as a basis for economic planning, in the medium term, 
of the spending on required assistance. 

Due to the progressive aging of the population the growth in the number of older people who 
need help to perform the basic activities of daily living is unstoppable. Therefore, public institutions 
must act and provide health and social services that satisfy the needs of this population group. 

The phenomenon Dependency may affect the society in diverse and complex ways, especially 
regarding the social security systems. Besides the broadly discussed consequences on the pension 
insurance schemes, it is very important to determine the influence of dependency on the health care 
sector, since it will be a fundamental driver of health and long-term care expenditure in the coming 
decades. 

According to Kunkel and Applebaum (1992), the aging of a population has profound effects 
on all aspects of the nation. From the marketing of products, to retirement and employment patterns 
and to social relationships between generations, aging of a population results in dramatic changes in 
the way a society functions. Although these demographic changes have significant effects on every 
aspect of life in the society, one of the greatest challenges faced by an aging society lies in its ability 
to provide health and social service care of high quality.  

Providing high quality long-term care services for dependent people in a society in which the 
number of people requiring those services is increasing rapidly raises difficult public policy decisions. 
Debates about the best approaches to providing health and long-term care, and equally difficult issues 
concerning what level of resources a society can allocate to this care, have already become common 
in industrialized nations. Projections of the need for health and long-term care are fundamental for 
sound public policy. "If our efforts to plan for our aging population are to become more intelligent 
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and less feeble, the highest priority must be given to amassing data and making projections of health 
care needs" (Brody, Brock and Franklin, 1987). 
 
2. Dependency 

Advancing in the development and the individual autonomy of disabled and dependent people 
in order to get a true quality of life for themselves and their families corresponds to common sense. 
Since 2003 was proclaimed ‘European Year of People with Disabilities’ and 2007 ‘European Year of 
Equal Opportunities for All’, this is an idea that has been and is  being widely discussed and analyzed 
in different international areas (Blanco and Latorre, 2008). 

In the following sections the issue of dependency is introduced; for this, firstly its concept is 
analyzed and then several measures adopted to address it are presented. 

 
2.1. Concept of Dependency 

As a phenomenon that affects a significant number of people in our society, Dependency (or 
Dependence) is of great interest to those who work and live with it, needing solid theoretical 
frameworks. 

According to the expert group constituted in 1998 by the Council of Europe, dependency is: 
“A state in which persons, by reason of lack or loss of physical, psychological or intellectual 
autonomy, require significant assistance or help in carrying out their usual day-to-day 
activities” (p. 2). 
 
From the above definition three basic factors that define the status of dependent people can be 

extracted: 
- The existence of a physical, mental or intellectual limitation. 
- The inability to perform autonomously the basic activities of daily living. 
- The need for assistance or help from a third party. 

 
The need for assistance derived from dependency situations is not a new issue. In every age 

there has been a part of the population that -because of age, illness or deficiency- has needed, more or 
less intensely, the attention of third parties in the development of the daily life. What has changed has 
been its size (due mainly to the growth in the number and proportion of older people), its social 
importance (no longer seen as an exclusively individual or family issue, but a problem affecting to 
society as a whole) and its nature (while representing a redelimitation of the objectives and functions 
of the Welfare State and involving new protection and funding commitments). For this reason, 
dependency has become both a social and familiar issue and, at the same time, opens a new field of 
intervention that tests the ability of society and its institutions to adapt to the new realities of social 
fragility (IMSERSO, 2005). 

When speaking about dependency, three levels of severity are applied: 
- Degree I. Moderate dependency: when the person needs help in order to perform various 

basic activities of daily living, at least once a day or when the person needs intermittent or 
limited support for his/her personal autonomy. 

- Degree II. Severe dependency: when the person needs help in order to perform various basic 
activities of daily living two or three times a day, but he/she does not want the permanent 
support of a carer or when he/she needs extensive support for his/her personal autonomy. 

- Degree III. Total dependency: when the person needs help in order to perform various basic 
activities of daily living several times a day or, due to his/her total loss of physical, mental, 
intellectual or sensorial autonomy, he/she needs the indispensable and continuous support of 
another person or when he/she needs generalised support for his/her personal autonomy.  
Each of the degrees of dependency established above is classified into two levels, depending 

on the person’s autonomy and on the intensity of care that is required. 
 
 
2.2. Measures adopted to address dependency 

The protection of people with disabilities or those who are dependent on others for their care 
has become the focus of increasing attention on an international scale. The United Nations’ 1948 
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Universal Declaration of Human Rights, and the Council of Europe’s Convention for the Protection 
of Human Rights and Fundamental Freedoms (1950) and European Social Charter (1961) were the 
first such international treatises to make explicit mention of people with disabilities and set out 
measures designed to achieve optimum support for their personal and professional wellbeing.  

In the 1970s, the European Union began to focus its attention on improving the living 
conditions of people with disabilities, approving in 1974 the initial Community Action Program for 
the Vocational Rehabilitation of Handicapped Persons. This established a basis for cooperation 
between those entities responsible for this area, and outlined actions intended to establish and 
disseminate good practice in the field.  

These texts, together with others promoted by the World Health Organization (WHO), were 
followed in 1982 by the United Nations’ World Program of Action Concerning Disabled Persons. 
The UN also declared 1983-1992 the Decade of Disabled Persons, which was conceived as a vehicle 
for the World Program of Action. In more recent years, 2006 saw the UN introduce The Convention 
on the Rights of Persons with Disabilities, which aims to promote, protect, and ensure the full 
enjoyment of human rights by persons with disabilities, ensure their fundamental freedoms, and 
protect their innate dignity.  

Also worthy of note is the current Council of Europe Action Plan to Promote the Rights and 
Full Participation of People with Disabilities in Society: improving the quality of life of people with 
disabilities in Europe 2006-2015. This plan considers that non-governmental support organisations – 
that is, those charities and voluntary groups that are exclusively devoted to helping people with 
disabilities – are perfectly competent and qualified to make policy in this area, and that they should 
therefore be consulted when making any decision that may have repercussions for the lives of the 
people they represent.   

 
3. Link Between Aging And Dependency 

The social development and the improvement in the quality of life that are taking place in our 
society are causing an increase in longevity. The extension of life expectancy is coming with a 
declining birth rate, hence the weight of the elderly population is increasing progressively. 

Dependency is strongly related to age. Dependency rates tend to be lowest at the youngest 
ages and highest for the elderly. This relationship is important because knowledge of a population 
structure and how this might change gives important information on the current number of dependent 
people and its possible trend. The strong relationship between age and dependency allows projections 
to be divided into demographic and dependency risk factors.  

Although there have always been disabled and dependent persons (even not considered as 
such), it is true that the accelerated aging process that is currently experiencing the population, the 
high survival rates (due, largely, to medical advances) and the changes in family structure are causing 
social awareness for the protection of the seniors found in these conditions. 

However, this aging process should not only be considered as a problem, but also as a social 
opportunity that must be seized. The aging population is the expression of an human achievement: 
live longer and live better. It constitutes one of the major social transformations produced in the last 
third of the last century: to advance in age and to do it actively. 

Active aging is the optimizing process of opportunities for health, participation and security 
in order to improve the quality of life when people become older (WHO, 2002). It lets enhance 
physical, social and mental welfare throughout the entire life cycle of the individual. The term 
“active” refers not only to a physical capacity, but also a continued participation in the social, 
economic, cultural and civic one. 

Specifically, the determinants that influence active aging are summarized in the following 
graphic: 
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Graphic 1. Determinants of the active aging 

Aging is a challenge that has to be answered. It is a complex challenge because the increasing 
number of older people and the increasing care needs arising from this growth coincide with a crisis 
of informal support systems that have been responding to those needs, motivated by other two major 
social changes: the change in the family model and the increasing incorporation of women into the 
workforce (IMSERSO, 2005). 

The aging of the population is having a great impact in various sectors of the society: the 
pension system, the demand for technical assistance and social/health services, etc... For the elderly 
who, in varying degrees, suffer a loss of personal autonomy it is being especially significant the 
increase of the demand for long-term care (LTC) services. Long-term care is the personal assistance 
that enables dependent people to perform activities of daily living, such as eating, bathing and 
dressing. These services may be provided at home by family and friends, through home and 
community-based services such as home health care, personal care and adult day care; or in 
institutional settings, such as nursing or residential care facilities. 

Since the challenge of social protection for dependent people is unavoidable for social 
policies, it is necessary that health and social services systems face it up, satisfying the personal help 
needs of these citizens. 

In this line, in the context of aging population, to study different issues about the forecasting 
of the older care has become a major objective for many countries of the Organisation for Economic 
Co-operation and Development (see Achterberg et al., 2010; Batljan and Lagergren, 2004; Haynes, 
Hill and Banks, 2010; OECD, 2005). 

 
4. Projecting Methodology 

In order to estimate the cost of the health care that will be required by dependent older people, 
it is previously necessary to project the dependent elderly population to the year for which the forecast 
wants to be made. For this, there are different methods, being one of the most recurrent the projection 
of the prevalence rates (Siegel, 2002). 

Under this method, the projected prevalence rates are applied to the total projected 
population. Prevalence rates indicate the proportion of people of all ages who have some kind of 
dependency at a given time respect to the total population. 
D (x, i, t) = N (x, t) · P (x, i, t) 
where: 

- D (x, i, t) is the number of persons aged x, with a level of dependency i at time t. 
- N (x, t) is the total projected population aged x at time t. 
- P (x, i, t) is the dependency prevalence rate of level i, aged x and projected at time t. 
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There are two scenarios that may arise regarding the projected prevalence rates: to remain 
them unchanged over time (static prevalence rates) or to vary them (dynamic prevalence rates). 

Although this method has been widely used (Giles, Cameron and Crotty, 2003; Harwood, 
Sayer and Hirschfeld, 2004; Lee and Miller, 2002; Schulz, Leidl and König, 2004), incorporating 
different levels of severity and with the purpose of knowing more about the transitions that may occur 
between several states and of relating the dependency with other factors -such as mortality-, it is 
necessary a methodology that, while still based on prevalence rates, is more complex and responds to 
issues like indicated above. Thus appear macrosimulation methodologies, such as multi-state models. 
 
4.1. Multi-state Markov model 

Multi-state models have been extensively applied in the social sciences, in particular to the 
analysis of longitudinal data. Hence, given the remarkable advances in statistics, these models are 
used in various fields such as medicine, biology, physics, economics... 

A multi-state model is defined as a model for a stochastic process, which at any time occupies 
one of a set of discrete states. In medicine, the states can describe conditions like healthy, diseased, 
diseased with complication and dead. A change of state is called a transition, or an event. This then 
corresponds to outbreak of disease, occurrence of complication and death. It is important to recognize 
the difference between an event (like death) and a state (like dead). The state structure specifies the 
states and which transitions from state to state are possible. The full statistical model specifies the 
state structure and the form of the hazard function (intensity function) for each possible transition 
(Hougaard, 1999). 
 

The greatest utility of these models in dealing with the issue of dependency is the posibility of 
projecting the number of persons who will be in a situation of dependency based on transition 
probabilities or rates between states, that is, if a healthy person becomes dependent, if a dependent 
person moves to another level of severity or whether a person, regardless of his/her health, dies. 

Specifically, the projection model to be used would require the following tasks: 
1. Generating baseline estimates of the level of dependency of the current older population. 
2. Determining the transition rates between states. 
3. Formulating assumptions about the transition rates. 
4. Projecting the number of older people with need for long-term care under different scenarios. 
 

Although all tasks play a key role in the projection methodology, the second and the third 
ones need to be discussed further. 

Regarding the second task, the ideal method would be to obtain the transition probabilities 
directly from the data available, having followed a number of people and observed if they had 
changed over a period; then, we would work with longitudinal information. However, normally the 
survey data allow to calculate the prevalence rates but not to know when a transition between states 
occurs. 

As posed Leung (2006), one possibility could be to compare the prevalence rates in two or 
more consecutive surveys and to calculate the maximum likelihood estimations of the probability of, 
after t years, a person aged x has undergone a transition from state i to state j, through the following 
expression: 
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where nij

x,x+t is the number of people in state i, aged x at the moment of the first survey and in the state 
j, aged x+t years in the date of the second survey. 

The biggest disadvantage that usually appears when applying this method is that the surveys 
to be compared have been designed differently. Although in some cases both surveys can present 
common data, there are normally some conceptual differences, since different classifications of 
Disability, Dependency and Health could have been used. For this reason, the maximum likelihood 
estimation is not useful in this type of investigation. An alternative to calculate transition rates is the 
Markov model based on the method proposed by Sullivan (1971). 
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The state structure of the Dependency multi-state Markov model is shown in the following 
graphic: 

 
Graphic 2. Transitions in the multi-state model 

 
From these possible transitions it can be defined the following set: 

{ }1 2 3 1 2 1 3 1 2 3 2 3, , , , , , , , ,a d a d a d a m d d d d d m d d d m d m℘= → → → → → → → → → → , where the 
correspondence between the terms and the states is as follows: 

a →  Healthy 

1d →  Moderate dependency 

2d →  Severe dependency 

3d →  Total dependency 
m →  Dead 

 
We can define i j

xp  as the probability that a person aged x had undergone a transition from 
state i to state j during a year, being , =i j healthy, moderate dependency, severe dependency, total 
dependency and dead. 

Following the transition of a person aged x through a discrete-time process ( ){ },S x x N∈ , 
the probabilities satisfy the Markov property: 
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According to Monteverde (2004), the Sullivan method presents two main advantages: first, 

the simplicity of its calculations and, second, the wide availability of the information required. Its 
main drawback is that the transitions between states are not observed; however, these can be 
estimated from the observed prevalence. 

In relation to the third task, it would be necessary to make assumptions about the following 
transition probabilities: 

- Probability that a healthy person becomes dependent. 
- Probability that the health of a dependent person worsens and he/she moves to a more severe 

level of dependency. 
- Probability of death of healthy people. 
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- Probability of death of dependent people. It is assumed that dependent people present an 
extra-mortality respect to the healthy persons. 
 
For example, regarding to the first two transition probabilities, following the trend of recent 

years an improvement in the incidence of restrictions for the basic activities of daily living could be 
expected. In this case, we would be assuming a decrease in the number of people that move to the 
more severe dependency levels in two dimensions: first, fewer people move to a situation of 
dependency and then, less dependent people pass to more severe degrees. 

Considering the different trends that transition rates may present, it is possible to determine 
several scenarios under which the projections can be generated. It would not deal a static scenario in 
which rates were assumed to remain unchanged with respect to the latest available, but a dynamic 
setting. In this case, different assumptions about rates may be established, assuming that each rate 
undergoes a change, distinguishing the way they do it: slightly, moderately or markedly. 

Concretely, considering that improvements on health have the same effect on all transitions, 
we could establish some scenarios under which to carry out the projection of the dependent elderly 
population. Although for each scenario this group is expected to increase over the next years, the way 
in which the number of older dependents increases depends on the scenario: the more accused the 
assumed reductions in the components of deterioration are, the lower the projected number of 
dependents. 
 
4.2. Projecting health care expenditures  

Empirical evidence suggests that per-capita expenditure on health is higher for persons in 
situations of dependency and for those in their declining years. This expenditure increases in line with 
age, as the older people become, the more likely they are to find themselves in at least one of these 
categories (Bryant, Teasdale, Tobias, Cheung and McHugh, 2004). This, combined with the 
increasingly aging population, suggests that demand for care amongst the elderly dependent will 
become a socio-economic issue of growing concern.  

To estimate the cost of care for the elderly dependent, we can draw on the number of 
dependents, together with the unit cost of services that may be used, such as home helps, day care 
centers, residential care homes and telephone-based remote care services (‘telecare’). For each 
service, estimated cost could be calculated as follows: 

- Number of users of the service: the projected population multiplied by the percentage of the 
population expected to use the service.  

- Units of service: The number of users of the service multiplied by the units of service used by 
each user.  

- Total costs: Units of service used by the entire population multiplied by the expected cost per 
unit of service.  
 
On the other side, there are many different ways to assign care services to each degree of 

severity for the elderly dependent. For example, one of the options may only consider home care. 
Another alternative assignation of services, thinking that they are close to the real needs of the 
moderate, severe and total dependent population, may be the following: for the moderately dependent 
person, telecare and home help (one hour per day); for the severely dependent person, a place at a day 
centre and home help (one hour per day); and for the person who is totally dependent, a place in a 
residential home. 

 
5. Conclusion 

The aging population will be one of the most important social phenomena of the twenty-first 
century. It is projected that old population aged 65 and over will increase so much in the next decades 
and much faster than population as a whole. The most significant growth will be among the oldest 
seniors aged 85 or older, who have the greatest probability of losses in physical functioning. This 
surge will produce a similar increase in the demand for long-term care services. This trend, 
accompanied by the decline in informal care resources, resulted from reduced family size and 
increased proportion of women in the labor force, raises doubts about sustainability of the current 
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distribution of LTC financing and the incentives for the increased demand for long-term care without 
heightening budgetary strains. 

For this reason, projecting the health care required by dependent elderly populatiom and 
estimating their costs have become a subject of particular interest for researchers, since this provides 
the basis for creating predictive systems capable of identifying the context in which public and private 
policy needs to be shaped. 

The financing framework will experience pressures in coming years not only as a result of the 
rising number of dependent elderly population but also because of other demographic trends, such as 
declining numbers of informal caregivers. 
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Abstract: 
Background: Significant reduction of mortality rate among acute myocardial 

infarction (AMI) patients could be achieved by early reperfusion. Successful reperfusion 
inversely related to the time from onset of AMI symptoms to treatment. Unfortunately, only 
about 25% of patients with AMI receive reperfusion treatment and the primary reasons for 
withholding this treatment was the time delay before admitting to hospital. In Jordan, as 
many other countries there is incomplete understanding for the dimensions of the delay 
problem in Jordanian community.   
Purposes: To understanding factors leading to delay seeking treatment among Jordanian AMI 
patients. Specifically to explore the effects of sociodemographic, clinical, contextual and cognitive 
factors on delay; as well as identifying factors that predict delay among AMI Jordanian patients.  
Methods: Comparative descriptive design was used; where convenient sampling technique used to 
recruit AMI patients within 24-72 hours of admission to coronary care unit. Eligible patients were 
invited to complete the modified Response to Symptoms Questionnaire. 
Results: 150 patients were enrolled in the study. The mean delay time for Jordanian AMI patients was 
nine hours. Only 28% of patients were presented to the hospital within the first hour of symptoms 
experience. Six factors predicting patient’s delay; those are: living in impoverished area, having low 
income, being alone at the time of symptoms onset, experienced intermittent symptoms, took 
medicine to relive symptoms, and worried about troubling others.  
Conclusion: Jordanian AMI patients have a long delay time before they seek medical treatment. 
Sociodemographic, clinical, contextual, and cognitive factors were all found to be associated with 
delay seeking medical treatment. Findings highlighted the need to reduce the time to presentation 
among Jordanian AMI patients. Such reduction could be achieved by designing and implementing 
proper interventional programs, as well as improving public awareness of the appropriate responses to 
AMI symptoms.  

 
Key Words: delay, Jordanian, myocardial infarction, responses, seeking medical attention  
 
Introduction 

Cardiovascular diseases (CVDs) considered the leading cause of death worldwide. Among 
CVDs, acute myocardial infarction (AMI) is the first leading cause of death in many countries 
(American Heart Association, 2009; Jordanian Ministry of Health, 2007). According to Robinson 
(1999), one third of AMI victims will not survive after that experience, and 60% of them die suddenly 
during the first hour after the onset of symptoms and before they reach the hospital (Chambless et al., 
1997; Leslie, Fitzpatrick, & Morrison, 1996).   

The care for AMI patients has shifted dramatically over the past decades. Remarkable 
achievements in reducing the mortality rates have been evolved through utilizing of thrombolytic 
therapy and primary percutaneous coronary angioplasty (PTCA) (Mckinley, Moser, & Dracup, 2000). 
The successful reperfusion by either thrombolytic therapy or primary PTCA inversely related to the 
time from symptoms onset to treatment and diminish markedly when the intervention is received 
more than six hours after the onset of AMI symptoms (Fibrinolytic Therapy Trialists Collaborative 
Group, 1994; Van’t Hof et al., 1997). Actually, studies revealed that mortality rate of AMI cases can 
be reduced by 45% if thrombolytic is given in one hour of onset of symptoms, and by 25% if given 
within three hours of symptoms (Leslie, Urie, Hooper & Morrison, 2000).  
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Despite those benefits many patients who experience AMI do not receive either thrombolytics or 
primary PTCA (Zerwic, 1999), and only about 25% of patients with AMI receive thrombolytic 
treatment (Perry, 2001). The primary reasons for Withholding thrombolytic therapy was delay 
admitting to hospital more than six hours after the symptoms (Chareonthaitwee et al., 2000). 
Approximately one quarter to one half of all AMI patients delay longer than six hours in seeking 
medical treatment (Dracup & Moser, 1991; Schwarz, Schoberberger, Rieder, & Dunze, 1994). 

Al-Hassan and Omran (2005) interviewed 83 Jordanian patients on the third day after AMI 
symptoms onset, to examine the health care seeking decision for myocardial infarction symptoms. 
They reported that 43% of the patients delayed the health care seeking decision more than one hour.  

Till now there is incomplete understanding for treatment delay phenomenon among AMI 
Jordanian patients. Therefore, the current study could be a good resource to understand the delay 
phenomenon in a society such as Jordan. Additionally, it could guide health workers in designing and 
applaying appropriate community interventions. The purposes of this study are: (1) to compare 
between the delayers and non- delayers Jordanian AMI patients based on the sociodemographic, 
clinical, contextual, and cognitive factors. (2) Identifing the most significant predictors of Jordanian 
AMI patients' delay. (3) Identifying the factors that are associated with early hospital presentation 
among AMI Jordanian patients.   
Research Questions 
1. What are the differences in sociodemographic, clinical, contextual, and cognitive factors 
between the delayers and non- delayers AMI Jordanian patients? 
 2. What are the most significant predictors of patient’s delay to seek medical       treatment in 
Jordanian AMI patients? 
 3. What are the sociodemographic, clinical, contextual, and cognitive factors that are 
associated with early hospital presentation among Jordanian AMI patients?  
METHODOLOGY 
Design  
Comparative descriptive design was used to examine and describe differences in variables between 
the two groups (delayers and non-delayers patients). 
 Sample and Sampling Criteria 

Power analysis indicated that 128 subjects would be sufficient to detect the significant 
differences between the two groups, with 80% power to pick up a medium effect size for two tailed t-
test with a P value equal to 0.05 (Cohen, 1987). Convenient sampling technique was utilized to recruit 
150 patients to participate in this study.  

The target population of the current study was Jordanian patients who were diagnosed with 
AMI and admitted to the coronary care unites (CCU), in two major hospitals in Amman. The 
emergency department physician made the diagnosis of AMI if two of the following criteria were 
present: chest pain lasting more than 20 minutes; serial electrocardigraphic (ECG) evidence of AMI; 
or significant elevation of serum Creatin Kinase-MB.  
Patients were enrolled in the study if they were diagnosed with AMI, oriented, free from neurological 
and mental disorders, experienced out hospital AMI, free from malignancy, and have the Jordanian 
nationality.  
Measurements 

In the current study; the modified Response to Symptoms Questionnaire (RSQ) were used. 
The first version of RSQ was developed by Burnett and her colleagues in 1995 (Burnett et al., 1995). 
The RSQ consisted of 18 items that provides information about patient delay and factors contributing 
to delay in six domains: (1) the context in which the AMI symptoms first appeared (i.e. where patient 
was when symptoms began, day of week, time of day, whom patient was with). (2) The antecedents of 
symptom onset (i.e. what patient was doing when symptoms occurred, how expected to anticipate the 
symptoms were, the level of emotional stress the patient was under). (3) Behavioral responses to the 
symptoms (i.e. first thing the patient did when symptoms were noticed, ease in reaching the doctor, 
get difficulty in transportation to the hospital). (4) Affective and emotional response to the symptoms 
(i.e. how anxious or upset the patient felt, comfort in seeking medical assistance, severity of pain). (5) 
Cognitive responses to the symptoms (i.e. symptoms attribution, perceived seriousness of the 
symptoms, perception of ability to control over the symptoms). (6) The response of others to patient 
symptoms (e.g. behavioral, emotional responses of others) (Burnett et al., 1995).  
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Based on growing evidence that cognitive, emotional, symptoms appraisal and social factors may be 
more important determinants of delay than knowledge about appropriate response to symptoms; 
Dracup and Moser (1997) modified, and used the modified RSQ in their study. They added sub-items 
to assess additional cognitive (e.g. assessment of symptoms experienced, knowledge of AMI 
symptoms), emotional (e.g. fear concerning consequences of symptoms, embarrassment about seeking 
help), and social factors surrounding the patient’s decision to seek care for AMI symptoms (e.g. not 
wanting to trouble others) (Dracup & Moser, 1997).  
Both the original and modified instrument has content validity (Dracup & Moser, 1997; Mckinley et 
al., 2000). For the purposes of the current study, the questionnaire was translated to Arabic language. 
Then pilot study was conducted, and internal consistency reliability was assessed by using cronbach’s 
alpha (α= 0.78).  
Protocol of Data Collection 

Between 24 and 72 hours of admission to the CCU, eligible patients were invited to complete 
the modified RSQ. Patients were asked if they wanted to complete the questionnaire by themselves, or 
if they wanted the researcher to read the questionnaire. Patients were heamodynamically stable and 
free from pain when they completed the questionnaire. The researcher by himself obtained 
sociodemographic and clinical data from the patients and medical records.  
Ethical Considerations 
Patients were informed that participation is voluntary, and assured that data will be use only for 
research purposes and this data will be treated confidentially; and their anonymity were assured, and 
they can withdraw from the study at any time.   
Data Analysis 
     The statistical package of social science (SPSS) for windows statistical software package (15th 
version) was used for data analysis. Descriptive statistics were used to describe the sample, 
summarize the patients’ answers to all questionnaire's elements. Patients then classified into two 
groups according to the delay time: non-delayers (presented to the hospital < 6 hours) and delayers 
(presented to the hospital ≥ 6 hours).  
To answer the first research question, and based on the level of measurement; Mann-Whitney U, 
Kruskal-Wallis, and independent t-test were used to compare the sociodemographic, clinical, 
contextual, and cognitive factors between the two groups (delayers and non-delayers patients). Then 
significant variables (P<0.05) that associate with increasing delay time, were entered into forward 
stepwise logistic regression to identify the most significant predictors of patients’ delay.  
Depending on the delay time, early presented patients with delay time (≤1) hour where listed, and 
according to the level of measurement; Spearman and Pearson’s correlation coefficient were used to 
test the association between the (sociodemographic, clinical, contextual, and cognitive factors) and the 
early hospital presentation.  
Results 

Hundred and fifty patients were participated in the study. Participants were predominantly 
males (75.3%), married (94%), reside in the city (93.5%), working (53.3%), not insured (68%). Most 
of them were older than 45 years old (69.3%), have low monthly income (88%), non-educated 
(43.3%).  Thirty patients (20%) had a prior history of angina, and 19 (12.6%) had a previous 
myocardial infarction, 52 (34.6%) have hypertension, and 48 patients (32%) have diabetes mellitus 
(Table 1 & 2).  

The mean delay time for Jordanian AMI patients participated in the study was (9.1) hours, 
were as the median delay time was (4) hours. Only 28% of patients were presented to the hospital 
within the first hour of symptoms onset, 58.7% presented <6 hours, and 41.3% presented ≥6 hours. 
Non-delayers (presented <6 hours) had a mean delay time about (1.8) hours, and median time about 
(1.7) hours. Delayers (presented ≥6 hours) had a mean delay time about (19.4) hours, and median time 
about (14.5) hours (Table 3).  
Differences between the Delayers and Non- Delayers  
         Comparing the sociodemographic, and clinical factors between the two groups revealed that 
individuals arrived ≥6 hours; have less than 200 J.D. monthly income (P=0.00), less than 9 years of 
formal education (P=0.00), un insured (P=0.0003), and they were less than 25 years old (P=0.005), or 
more than 45 years old (P=0.005). Additionally, the delayers were residing in camps (P=0.009), 
retired from work (P=0.02), sought help in a governmental hospital (P=0.04), and have a greater 
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prevalence of diabetes (P=0.0003). Additionally, there were no significant differences between the 
delayers and non-delayers based on previous history of angina, myocardial infarction, heart failure, 
percoetaneous translumenal coronary angioplasty (PTCA), coronary artery bypass graft (CABG), or 
family history. Only the history of previous cardiac cathetarization was significantly different, and 
associated with non-delay (P=0.03).   
          There were no significant differences in delay times based on the setting where the symptoms 
first noted. However, there were significant differences based on patient’s companionship when 
symptoms began. In which, delayers were alone when they noticed their symptom (P=0.03), and non-
delayers were with their spouses when they noticed their symptoms (P=0.006). Moreover, There were 
significant differences in delay times between the two groups based on the reaction of bystanders to 
the patient’s symptoms; in which some reactions increased delay time “they tried to comfort me” 
(P=0.0001), “they suggest I rest or take medicine” (P=0.0002). On the other side, reactions such as 
“they took me to the hospital” (P=0.00), or “they suggested I get medical help” (P=0.03) lead to 
decrease the delay time. Delay time were also increased in patients who never told anyone about their 
symptoms (P=0.01).  

Based on the cognitive and emotional responses; the following responses were associated 
with increasing delay time: “pretended nothing was wrong” (P=0.00), “tried self-help remedy” 
(P=0.0003), took some medication (P=0.049), attributing symptoms to muscle pain (P=0.0001), flu or 
flu-like illness (P=0.006), or breathing problems (P=0.03), thought that they have the ability to control 
their symptoms (P=0.01), waited to see if symptoms would go away (P=0.00), their symptoms were 
intermittent rather than constant (P=0.02), or being worried about troubling others with a request for 
assistance (P=0.00). On the other side; attributed symptoms to the heart (P=0.00), patients who 
“transported themselves or had someone transport them to the hospital” (P=0.00), or “told someone 
about their symptoms” (P=0.006) had decreased delay time.  
Predictors of Patient’s Delay to Seek Medical Treatment 

Stepwise logistic regression was used to identify the most significant predictors of patient’s 
delay. Results revealed that among the sociodemographical factors, the most significant predictors 
were: living in impoverished area (P=0.001), and having low monthly income (P=0.003). Were as the 
most significant predictor among the contextual factors was being alone at the time of symptoms 
onset (P=0.005). Among the cognitive factors; the most significant predictors were; the intermittent 
nature of symptoms (P=0.001), took some medicine to relive symptoms (P=0.011), and worried about 
troubling others by requesting help (P=0.043).  
Factors Associated with Early Hospital Presentation 

According to the level of measurement, Spearman and Pearson’s correlation coefficients were 
used to identify the sociodemographic, clinical, contextual, and cognitive factors that associated with 
early hospital presentation. Results revealed moderate positive relationships between early hospital 
presentation and the age group ranged between 25 and 45 years old (r =0.34, P=0.02), and requesting 
care in a privet hospital (r =0.33, P=0.03). 

When testing the contextual factors; results revealed moderate negative relationship with 
experiencing AMI symptoms at home (r = - 0.41, P=0.007), and strong positive relationship with 
being visited friends or relatives at the time of symptoms started (r =0.58, P=0.00).  
Regarding the cognitive factors, results revealed a moderate positive relationship between early 
presentation and told nearby person about the symptoms (r =0.43, P=0.004), moderate negative 
relationship with perception of self-ability to control the symptoms (r = -0.37, P= 0.01), and a 
moderate positive relationship with waiting to see if symptoms would go away (r =0.35, P=0.02), and 
strong positive relationship with attributing symptoms to the heart (r =0.57, P=0.00). 

Additionally, early hospital presentation were positively associated with attributing symptom 
to indigestion or stomach problems (r =0.43, P=0.004), and negatively associated with symptom 
attribution to the heart (r = -0.43, P=0.004).    
Discussion 

Inconsistent with Al-Hassan and Omran (2005) who suggested that Jordanian AMI patients 
demonstrated rapid arrival to emergency department; patients in the current study arrived at the 
hospital after a mean delay time of (9.1) hours. Although median delay time was (4) hours, this time is 
long as compared to western studies (Burnett et al., 1995; Dracup & Moser, 1997; Mckinley et al., 
2000; Trent et al., 1995). Jordanian AMI patients who delay seeking treatment were characterized by 
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having low income, low educational level, uninsured, either too young or too old, reside in camps, 
retired from work, sought help in the a governmental hospital, and have greater prevalence of 
diabetes. While had previous cardiac catheterization associated with being non-delayers. 
Increasing delay among lower income patients is logically expected, and consistent with the findings 
of (Dracup et al., 1997; Mckinley et al., 2000; and yarzebski et al., 1994). Because there is no free 
medical services in Jordan; so such patients are unable to tolerate the expenses of medical treatment, 
so they search for available alternatives; such as taking some medications, herbs, or even deny the 
present of symptoms.  

Consistent with Dracup et al. (1997), and Mckinley et al. (2000), lower educational level 
associated with longer delay time. Increased delay among patients who have low educational level 
might be attributed to the shortage in knowledge regarding the disease. Increased delay among the 
uninsured patients could be explained depending on the patient’s economical condition. In the light of 
increasing the treatment cost in Jordan, the uninsured patients and those receiving low monthly 
income are unable to tolerate the hospital expenses.  

Regarding the age group; the current study revealed that the delayers belonging to two 
different age groups; those are < 25, or > 45 years. Delay among the too young patients is attributed to 
the patient’s previous healthy condition that negatively affected patient’s decision to seek medical 
attention. Older age also make symptoms recognition more difficult. This difficulty in symptom 
recognition might be attributed to the presence of co-morbidities. This finding was also consistent 
with (Goff et al., 1999; Mckinley et al., 2000; Ruston & Clyton, 1998; Sheifer et al., 2000).  
Delayers were alone when they noticed their symptoms, and this might be attributed to the confusion 
associated with sever pain, in addition to lack of external motivation to seek help. On the contrary, 
being with the spouse at the time of symptoms onset was noticed among the non-delayers, and this 
finding is inconsistent with Crumlish and Hand (1999), and Dracup et al. (1995). In Jordan, usually 
the relationship between spouses is very close and strong; so it could be that the appearance of 
symptoms in a spouse, leads to a high stressful condition in the other partner.  

There were significant differences between the delayers and non-delayers based on the 
cognitive and emotional responses. The delayers were pretended nothing was wrong, tried self-help 
remedy, or took some medicine, and this is consistent with Perry et al. (2001). Delay might occur in 
those patients because they tried to get control over their symptoms before they seek help for those 
symptoms. On the contrary, patients who applied effective coping actions arrived sooner. The 
effective coping actions described by the patients in the current study were transport them selves or 
had someone transport them to the hospital, or told some one about their symptoms. The last result 
was consistent with (Crumlish & Hand, 1999; Dracup, Moser & Eisenberg, 1995).  

Consistent with the findings of Dracup and Moser (1997) and Mckinley et al. (2000), taking 
the choice to wait and see if symptoms would go away, thought that they have very much ability to 
control their symptoms, worried about troubling others with a requesting for assistance, and having 
intermittent symptoms. In Jordan, the family relationships are very strong; so it’s expected from each 
member to be worry about troubling others if he or she has any health problem. Unfotunatly; this 
condition negativelly affected requisting early medical help. 

Consistent with Burnett et al. (1995), Dracup et al. (1997) and Mckinely et al. (2000), non-
delayers correctly attributed their symptoms to the heart, whereas the delayers attributed their 
symptoms to muscle pain, or breathing problems. Patients who believed that their symptoms were 
cardiac in origin, made true mental representation and labeled the experienced illness as AMI, so they 
sought medical care faster than those who attributed their symptoms to another origin.  
Conclusions 

Jordanian AMI patients have a long delay time (9.1 hours) before they seek medical 
treatment, this delay will decrease the effectiveness of thrombolytic therapy, leading to bad prognosis. 
Several factors were found to be associated with delay seeking medical treatment among Jordanian 
AMI patients; those factors are belonging to four main categories; sociodemographic, clinical, 
contextual, and cognitive factors. These factors have a great effect on patient’s decision to seek 
medical treatment. Therefore, health care workers in Jordan need to apply proper interventions to 
increased public awareness about AMI and the appropriate response to it's related symptoms. 
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Limitations 
Generalizability can be restricted by using convenience sampling, and calculation of time 

elapsed before hospital presentation was depending on retrospective recall by the patients them selves. 
Additionally, the study included AMI survivor, in which died patients might have completely 
different characteristics. 
Implications and Recommendations 

The present study reinforces the need to reduce the time to hospital presentation among 
Jordanian AMI patients. Such reduction could be obtained by proper application of public educational 
programs that highlight the correct contextual and cognitive responses. Public educational contents 
should include cardiac risk factors, symptoms of AMI, and benefits of early hospital presentation. 
Appropriate coping actions should be discussed with individuals and families, and the role of 
emergency medical system should be reinforced in Jordanian society.  
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Table 1: Patients' characteristics according to the sociodemographical variables 
 

Variables Delayers (n=62) 
n (%) 

Non-Delayers (n=88) 
n (%) 

Age 
< 25 years 
25 - < 35 years 
35 - < 45 years 
≥ 45 years 

 
3   (4.8) 
1   (1.6) 
8   (12.9) 
50 (80.6) 
 

 
2   (2.3) 
3   (3.4) 
29 (33) 
54 (61.4) 

Educational Level 
< 9 years 
9 – 12 years 
> 12 years 

 
42 (67.7) 
15 (24.2) 
5   (8.1) 
 

 
23 (26.1) 
25 (28.4) 
40 (45.5) 

Treatment Expenses 
Insured 
Non-insured 

 

 
10 (16.1) 
52 (83.9) 

38 (43.2) 
50 (56.8) 

Monthly income 
< 200 J.D. 
200 – 400 J.D. 
> 400 – 600  
> 600 J.D. 

 

 
33 (53.2) 
29 (46.8) 
- 
- 
 

 
31 (35.2) 
39 (44.3) 
10 (11.4) 
8  (9.1) 
 

Employment status 
Working 
Don’t working 
Retired             

 
27 (43.5) 
20 (32.3) 
15 (24.2) 
 

 
53 (60.2) 
19 (21.6) 
16 (18.2) 

Residency area 
City 
Village 
Camp 

59 (95.2) 
- 
03 (4.8) 

 
80 (92) 
07 (8) 
- 

 
Treating hospital  

Governmental 
Private 

54 (87.1) 
 08 (12.9) 

 
66 (75) 
22 (25) 
 

Marital status 
Single 
Married 

05(6.5) 
   57 (93.5) 

 
     06 (5.7) 

82 (94.3) 
 

Gender 
Male 
Female 

 

41 (66.1) 
21 (33.9) 

 
72 (81.8) 
16 (18.2) 
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Table 2: Patients' characteristics according to the clinical variables 
 

 
 
Table 3: Patients’ groups with mean and median delay time for each group. 
 

Early presented Delayers Non-delayers  
 

42 (28) 62 (41.3) 88 (58.7) N (%) 
 

0.85 hours 19.4 hours 1.8 hours Mean delay time 
 

0.5 hours 14.5 hours 1.7 hours Median delay time 
 

  
 
 
 
 

Variables 12BDelayers ( n=62) 
n (%) 

Non-Delayers (n=88) 
n (%) 

History of angina 
Negative 
1BPositive 

51 (82.3) 
11 (17.7) 

 
69 (78.4) 
19 (21.6) 
 

History of myocardial infarction  
Negative 
Positive 

52 (83.9) 
10 (16.1) 

 
79 (89.8) 
9   (10.2) 
 

History of heart failure 
Negative 
Positive 

60 (96.8) 
2   (3.2) 

 
82 (93.2) 
         4(6.8) 
 

Previous cardiac catheterization 
Negative 
Positive 

61 (98.4) 
1   (1.6) 

 
79 (89.8) 
     7 (10.2) 
 

History of hypertension 
Negative 
Positive  

40 (64.2) 
22 (35.5) 

58 (65.9) 
30 (34.1) 

History of diabetes 
Negative 
Positive 

 

32 (51.6) 
30 (48.4) 

70 (79.5) 
18 (20.5) 

Family history for cardiac diseases 
Positive 
Negative 

19 (30.6) 
43 (68.3) 

 
23 (26.1) 
65 (73.9) 
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Abstract: 
Background: Cord blood is established as a source of stem cells for hemopoeitic reconstitution.  Cord 
blood transplants have been performed for more than 20 years now.  However, cord blood stem cells 
as a source for regenerative medicine is still under trial.  The availability of cord blood and its banking 
facilities make it a very useful source of hepatocytes for support of endstage liver disease.  Cord blood 
contains a number of stem cell subsets:  CD34+, CD133+, and mesenchymal stem cells (MSCs). 
Objectives: This study was conducted to compare between these subsets in hepatocyte 
transdifferentiation efficiency.  Hepatocyte lineage commitment was evaluated by alpha-fetoprotein 
(AFP) expression and albumin synthesis. 
Methods: Cord blood is assayed for viability. Magnetic separation was done for CD34+ve, CD133+ve 
populations, MSCs were separated by culture on plastic flasks.  Each cell fraction (CD34+ve, 
CD133+ve and MSCs) was cultured in liquid culture containing hepatocyte growth factor for 7 days.  
 AFP expression was done using immunocytochemistry, albumin synthesis was measured in culture 
supernatant using microalbumin assay kit. 
Results: All three populations showed heptocyte transdifferentiation; although with varying 
percentages. There was no statistically significant difference in AFP expression with MSCs showing 
31% positivity, CD133+ve30% followed by CD34+ve showing 28.8%.  Also, MSCs population 
showed the highest albumin synthesis levels, followed by CD34+ then CD133+ cells.   
Conclusion: Induction of hepatocyte-like cells is possible with all three stem cell subsets of the cord 
blood.  However, establishment of functional hepatic cells is higher in MSCs population. 

 
  
Key Words: CD 34+, CD 133+, mesenchymal stem cells, umbilical cord blood, Hepatocyte 
differentiation 
 
Introduction 

Liver diseases have been increasing worldwide and are a considered a leading cause of death 
due to the prevalence of viral induced and other intractable liver diseases as primary cirrhosis and 
primary sclerosing cholangitis (Kim et al., 2002; Tanikawa, 1992).  Most liver diseases lead to 
hepatocyte dysfunction with the possibility of eventual organ failure (Sellamuthu et al., 2011).   

Egypt has the highest incidence of hepatitis C virus (HCV) worldwide with estimated anti-
HCV antibody prevalence of 14.7% and the number of chronically infected Egyptians 9.8%, 
according to the most recently published Egyptian Demographic Health Survey  in 2009, which was a 
national probability sample of the resident Egyptian population (El-Zanaty and Way 2009). HCV is a 
major health problem in Egypt  and is the most common cause of chronic hepatitis, liver cirrhosis, 
hepatocellular carcinoma, and liver transplantation in the country ( Nguyen and Keeffe 2005; Abdel-
Aziz et al., 2000). 

The need for liver transplantation worldwide is always increasing which is hindered by the 
shortage of donated organs leading to critical condition. In addition, liver transplantation is associated 
with significant morbidity and mortality to both the donor and the recipient. Therefore, increased 
needs for developing alternative therapies for the treatment of liver disease especially end stage liver 
disease are emerging and necessary (Fox and Chowdhury 2004).  Cellular therapies replacing the 
diseased hepatic cells by stem cells are the main approach in liver directed cell therapy (Sellamuthu et 
al., 2011).  
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Stem cells sources are the bone marrow of an adult person, the peripheral blood of an adult person and 
the umbilical cord blood (UCB) of a newborn baby (Sellamuthu et al., 2011). As a source of stem 
cells for regenerative medicine, UCB has certain advantages over the bone marrow and peripheral 
blood as UCB has a high concentration of highly proliferative stem cells, can be easily collected 
without any harm to the mother or the baby and have a low rate of infection with cytomegalovirus 
(McAdams et al.1996, Bromeyer 1995). In addition, UCB- derived cells are more primitive than bone 
marrow cells which makes it more suitable cell source for cell-based therapies, regenerative medicine 
and tissue engineering (Lee et al., 2010). 

Several stem cell subsets are present in UCB, including; CD34+ cells, CD133+cells and 
mesenchymal stem cells (MSCs). CD34 has been used as a human hematopoietic stem marker and 
most colony forming cells are present within the CD34+ population (Holyoake and Alcorn, 1994; 
Sutherland and Keating, 1992). CD 133 expression defines very early subset of progenitor cells, early 
hematopoietic progenitor cells express CD133, which is not expressed after differentiation (Walter 
and Dimmeler, 2002; Yin et al., 1997). MSCs are multipotent progenitors capable of differentiating 
towards other cell types as adipocytes, osteocytes (Kern et al., 2006), and hepatic cells (Campard et 
al., 2008; Lee etal., 2004)  with a low immunogenicity (Aggarwal and Pittenger, 2005). 

 In our study, we compared the transdifferentiation potential of each of these subsets into 
hepatic cells. Transdifferentiation to hepatic cells was assessed by alpha-fetoprotein (AFP) expression 
as AFP is one of the earliest markers for endodermal differentiation (Hammer et al., 1987), hepatic 
metabolic function was assessed by albumin secretion as albumin production is a specific test for the 
presence and metabolic activity of hepatocytes (Dunn et al., 1991).  
Subjects and Methods 

Ten umbilical cord blood samples were obtained with oral consent of the mother and the 
approval of Cairo University ethical committee. Samples were collected from the umbilical vein ex 
utero after spontaneous delivery of the placenta following full-term vaginal delivery. Ex utero 
collections are less invasive, and there is better control over technique. The cord blood was collected 
in a bag containing citrate phosphate dextrose anticoagulant. Mononuclear cells were isolated by 
centrifugation of cord blood over Ficoll-Hypaque density gradient (density 1.077, Biochrom KG, 
Berlin). 

Isolated mononuclear cells (MNC) were assessed for viability using Trypan blue dye 
exclusion test. Mononuclear cells were mixed with Trypan blue dye and incubated at 37ºC for 5 
minutes. Two hundred cells were counted using a light microscope at low power. Cells not taking the 
dye were counted as viable, whereas cells taking the dye were considered nonviable. 

MNC were then divided into three parts for magnetic separation of CD133+, CD34+ cells and 
MSCs separation by culture on plastic flasks. 

Magnetic separation was done using The MiniMACS™ Separation System (Miltenyi Biotec, 
Germany). 1 x 106 MNC were suspended in a final volume of 80 µL MACS (Miltenyi Biotech) buffer 
and labeled with 20 µL of microbeads with FITC (fluorescein isothiocyanate) conjugated mouse anti-
human CD34/ CD133 antibodies (QBEND/10). The cells were mixed well and incubated at 4ºC for 15 
min in dark. After incubation the cells were washed thrice with 500 µL of MACS buffer by spinning 
at 300xg for 10 min. The cells were resuspended in 500 µL of buffer and used for magnetic sorting. 
The column was washed with 500 µL of MACS buffer. The magnetically labeled cells were passed 
through the column. The cells with magnetic microbeads are retained within the column and those 
that are unlabelled  eluted out. The eluted fraction was collected as negative fraction. The column was 
washed thrice with 500 µL of MACS buffer. Then the column was removed from the magnetic field. 
The retained cells in the column were firmly flushed out by applying pressure on the matrix of the 
column by a plunger supplied with the kit. These were the positive fractions which were washed twice 
with MACS buffer by spinning at 300xg for 5 min and resuspended in 500 µL of MACS buffer. Both 
fractions, magnetic and non -magnetic, were completely recovered.  

Fluorescence-activated cell sorting analysis of the separated cells fractions; CD133+, CD34+ 
was done. Tubes were prepared for analysis; were samples were mixed with fluorescein 
isothiocyanate-conjugated mouse monoclonal antibody against CD133 and CD34 (Dako, Glostrup, 
Denmark) and with appropriate isotype-matched control monoclonal antibody. Cells were incubated 
with monoclonal antibody for 30 min at 4°C, washed once with phosphate-buffered saline, and 
resuspended in a small volume of phosphate-buffered saline for analysis by means of fluorescence-



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

764 
 

activated cell sorting (FACScan) flow cytometer (Coulter Epics Elite, Miami, FL). Forward and side 
scatter gates were established to exclude cell debris and clumps before analysis for expression of 
CD133 and CD34. 

MSCs separation was done by culture of the separated mononuclear cells into 25-cm2 flask in 
complete culture media. After 24 hours of culture, non-adherent cells were washed out. Fresh medium 
was replaced every three days. At 70% monolayer confluence, the MSCs were enzymatically 
detached using 0.25% trypsin-EDTA (GIBCO BRL Grand Island, NY, USA). 

Hepatocyte differentiation; 5x104 cells/mL of each cell fraction (CD34+ve, CD133+ve and 
MSC) were cultured in Dulbecco's modified Eagle’s medium (GIBCO, Sigma, St. Louis, MO) 
supplemented with 20% fetal calf serum (GIBCO BRL Grand Island, NY), penicillin (10,000 
units/mL), streptomycin (10 mg/mL; GIBCO BRL Grand Island, NY), and 20 ng/mL hepatocyte 
growth factor (HGF; R&D Systems GmbH, Wiesbaden-Nordenstadt, Deutschland). Samples were 
incubated at 37 °C in a 5% CO2 atmosphere for 7 days. 

Cytospins and immunocytochemistry; on the7th day, cells were harvested from cultures. 
Cytospins were prepared by centrifugation of the cell suspension (400xg for 10 min) and cellular 
pellets were applied to a glass slide. For AFP immunocytochemical testing, the cells were fixed by 
dipping in absolute alcohol for 2 min. After slide rehydration, blockage of endogenous peroxidases 
was done with 3 % H2O2. To reduce nonspecific hydrophobic interactions between the primary 
antibodies and the fixed cells, the slides were incubated with a blocking solution (1:50 normal horse 
serum in phosphate-buffered saline). The slides were incubated with primary antibodies in incubation 
buffer over night at 4 °C (Biogenex, SanRamon, CA). Then incubated with secondary antibodies for 
30 min (R&D Systems) followed by incubation with one to three drops of high sensitivity 
streptavidin-horseradish peroxidase (HRP) conjugate for 20 min (R&D Systems). One to five drops of 
diaminobenzidine chromogen solution (R&D Systems) were applied for 8 min (colored precipitate 
localizes to the sites of antigen expression as the chromogenic substrate was converted by HRP 
enzyme into insoluble end product). Slides were counterstained with nuclear counterstain hematoxlin 
(Sigma). Visualization of the stained cells was done under a microscope using a bright-field 
illumination. Quantitative evaluation of alpha fetoprotein-positive cells (AFP + cells) was done using 
Leica Qwin 500 image analyzer computer system (England). The numbers of AFP + ve cells were 
counted/HPF in ten fields of each culture specimen and the mean percentages were obtained. 

Albumin concentration was determined in the culture supernatant using enzyme linked 
immunosorbent assy kit (DRG International Inc., USA) according to the manufacturer instructions. 
Results 

The viability of cells was estimated by using the Trypan blue dye exclusion test. The result 
obtained revealed that the viability of the cells was high. Mean cell viability after mononuclear cell 
separation was 98.8± 1.12 viable cells. 
  CD34+ and CD133+ cells were isolated from UCB MNC fractions by incubation with 
microbeads, followed by passage through Mini- MACS columns. Fluorescence-activated cell sorting 
analysis with anti-CD34 and CD133 antibodies was performed to determine the percentage purity of 
the positive fraction. Positive selection of CD133 cells yielded 52.67 ± 11.77 CD133+ cells, while 
positive selection of CD34 cells yielded 51.76 ± 3.04 CD34+ cells. 

We examined the expression of hepatic protein markers; albumin and AFP. Albumin and AFP 
are liver cell functional markers used to determine and characterize hepatic cell population. The 
presence of albumin is a prominent feature of mature hepatocytes as the liver is the site for albumin 
synthesis (Sellamuthu et al., 2011). 

After 7 days in culture media for hepatocyte differentiation, the cultured cells showed positive 
expression of AFP with varying percentages; although statistically non- significant (p >0.05). MSCs 
showed 31% ± 1.65 positivity, CD133+ cells 30% ± 2.21 followed by CD34+ cells showing 28.8% ± 
2.91.  
Fig (1): Mean Alfa fetoprotein Expression after 7 day Culture 
 Alfa fetoprotein (%) P-value 
MSCs 31 ± 1.65  

>0.05 CD34+ cells 28.8 ± 2.91 
CD133+ cells 30 ± 2.21 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

765 
 

 
Albumin secretion was detected in the culture supernatant at the 7th day culture; the mean albumin 
level was 0.51 mg/L ±0.016 in MSCs culture supernatant, 0.46 mg/L ±0.049 in CD34+ cells culture 
and 0.4 mg/L ±0.032 in CD133+ cells culture. MSCs showed the highest albumin level in the culture 
supernatant compared to CD34+ cells and CD133+ cells although statistically non-significant  (p 
>0.05). 
Fig (2): Mean Microalbumin Level after 7 day Culture 
 Microalbumin (mg/L) P-value 
MSCs 0.5 ±0.016  

>0.05 CD34+ cells 0.46 ±0.049 
CD133+ cells 0.4 ±0.032 
 
Discussion 

Umbilical cord blood (UCB) is a rich source of stem cells and progenitor cells, which makes 
it a target for extensive experimental and clinical trials. UCB derived cells being more primitive than 
BM- derived cells, are more suitable source for cell based therapies and regenerative medicine (Lee et 
al., 2010). 

Several types of cells have been addressed in the UCB including; hematopoietic stem cells, 
mesenchymal stem cells (MSCs) (Lee et al., 2004a, Lee et al., 2004b), unrestricted somatic stem cells 
(Ko¨gler et al., 2004), cord blood derived embryonic stem cells (McGuckin et al., 2004), and 
umbilical derived mutipotent progenitor cells (Lee et al., 2007).  

It has to be addressed, which cell population in the UCB is capable of differentiation into 
specific cell types. In our study we focused on hepatocyte differentiation, several UCB subsets were 
proposed by previous studies as being capable of differentiation into hepatic like cells. It has been 
reported that CD 45+ subpopulation of UCB cells were capable of generating hepatocytes (Ishikawa 
et al., 2003), CD34+ UCB cells differentiated into hepatocytes after transplantation into mouse 
recipient (Di Campli et al., 2006; wang et al., 2003, Danet et al., 2002). Also, MSCs isolated from 
UCB are capable of differentiation into hepatocyte like cells (Lee et al., 2004c). Also, other 
pluripotent somatic cells can be isolated from UCB and may be responsible for hepatocyte 
repopulation in the liver (Kögler et al., 2004). 

In our work, we studied the differentiation potential of UCB stem cell subsets; CD34+ cells, 
CD133+cells and MSCs into hepatic cells, comparing their ability to produce albumin and AFP. 
Hepatic metabolic function was assessed by albumin secretion as albumin production is a specific test 
for the presence and metabolic activity of hepatocytes (Dunn et al., 1991). AFP is one of the earliest 
markers for endodermal differentiation (Hammer et., 1987), produced primarily by the visceral 
endoderm of the yolk sac, as well as by hepatoblasts and more differentiated fetal hepatic cells (Chen 
et al., 1997, Tilghman, 1985), while it is not expressed in all adult stem cells (Hong et al., 2005, Lee 
et al., 2004c).  

Hepatocyte differentiation was induced by hepatocyte growth factor (HGF) which was 
considered one of the most hepatogenic-inducing functionality (Chivu et al., 2009). HGF plays an 
essential role in the development and regeneration of the liver (Wang et al., 2004). In previous 
studies, many different cytokines were studied in order to optimize conditions required for hepatic 
differentiation, and it was found that only fibroblast growth factor-4 (FGF-4) and HGF were able to 
promote hepatocyte differentiation. FGF-4 alone induced hepatocyte differentiation, however, the 
degree of differentiation measured by absence of immature markers such as AFP and cytokeratin-19 
was higher when cells were also treated with HGF. FGF-4 is important in initial endoderm patterning 
and may play a role in endoderm specification (Wells and Melton, 2000) while HGF induces 
differentiation of hepatocytes that are not actively proliferating (Oh et al., 2000; Hamamoto et al., 
1999; Yoon et al., 1999; Miyazaki et al., 1998). In a study by Tang et al., it was reported that HGF 
can promote the expansion of human umbilical cord blood stem cells and induce their differentiation 
into liver cells (Tang et al., 2006). 

Albumin secretion and AFP expression were detected in the culture supernatant at the  day 7 
of culture; the mean albumin level was 0.51 mg/L ±0.016 in MSCs culture supernatant, 0.46 mg/L 
±0.049 in CD34+ and 0.4 mg/L ±0.032 in CD133+ culture. Many other groups have studied 
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hepatocyte differentiation from UCB and albumin expression was detected one week after the 
beginning of culture (Tang et al., 2006, Teramoto et al., 2005).  This showed the capability of 
albumin-positive cells derived from UBCs to proliferate into functional hepatocyte-like cells. 

The cultured cells showed positive expression of AFP with varying percentages; MSCs 
showed 31% ± 1.65 positivity, CD133+ cells 30% ± 2.21 followed by CD34+ cells showing 28.8% ± 
2.91. In the study by Tang et al, low level expression of AFP was detectable by day 7 and remained 
detectable up to day 35 (Tang et al., 2006). AFP is an early developmental marker gene of 
hepatoblasts (Hammer et al., 1987), indicating successful mRNA translation into specific proteins. 

Based on our results, we believe that UCB-MSCs have a strong potential for differentiating 
into hepatic lineage cells in vitro and may be a promising source of cell therapy in intractable liver 
diseases as they can be easily isolated and expanded in quantities relevant to clinical application and 
can be cryopreserved for long periods without losing their stem cell properties in addition to having a 
broad differentiation potential (Kim et al., 2004, Zuk et al., 2002, Reyes et al., 2001). UCB-MSCs 
have a major advantage in that it does not require invasive procedures that could be harmful to the 
donor and can be used universally across the HLA barrier. MSCs can repair injured tissue by 
differentiating into damaged cell types, secreting appropriate cytokines and growth factors, and 
undergoing cell fusion (Prockop et al., 2003, Spees et al., 2003, Terada et al., 2002). In addition, 
MSCs possess the unique ability to suppress immune responses, both in vitro (Krampera et al., 2003, 
Tse et al., 2003) and in vivo (Polchert  et al., 2008, Zappia et al., 2005, Ortiz et al., 2003). 

In a study by Burra et al, UCB-MSCs were transplanted in necrotic mouse liver. Cells were 
recruited in the injured tissue and were able to engraft the liver and to regulate the inflammatory 
process (Burra et al., 2012).  

Although, several studies had reported the ability of UCB-MSCs to differentiate into hepatic 
like cells, the application in clinical practice needs more thorough information on cell behavior in 
vivo. More investigations are needed to study the potential of frozen/cryopreserved cells to undergo 
proper differentiation into required cell type and its engraftment and cellular reconstitution ability.  
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Abstract: 
Nurses apply numerical skills for various functions e.g. drug/fluid calculations, estimation of traction 
weight, nutritional requirement estimations, estimation of incidence and prevalence in 
epidemiological surveys etc. Nurses are involved in emergency care and handle a variety of written 
and verbal orders in relation to patient care by health care providers. Thus computational and 
vocabulary skills are very essential for nurses. This article presents the entry level verbal and 
arithmatic abilities of Indian graduate nursing students. 

 
Key Words: Math aptitude, verbal aptitude, B. Sc. Nursing programme 
 
Introduction:  

Nursing was chosen as a vocation by service minded young ladies a century ago and it was 
the preferred career choice by young men and women a decade (2000-2010) ago. There is a 
significant growth in the number of nursing educational institutions and the number of nurses in India, 
however India still needs nurses.1   

An important function of nurse is education and counseling. To function effecively as 
educators and counselors, nurses require good communication skills especially verbal ability. Nurses 
communicate knowledge and thus are expected to transmit information and transform people under 
their care. Ineffective communication results in poor nurse patient communication.   
Nurses apply numerical skills for various functions e.g. drug/fluid calculations, estimation of traction 
weight, nutritional requirement estimations, estimation of incidence and prevalence in 
epidemiological surveys etc. Nurses are involved in emergency care and handle a variety of written 
and verbal orders in relation to patient care by health care providers. A study by Ashby reported that 
medical surgical nurses with 13 to 15 years of clinical practice had the highest scores in the Bayne-
Bindler Medication Calculation test whereas with 1-3 years of experience had the lowest. A study by 
Newton et al reported that as math aptitude decreased, the number of attempts to pass the medication 
calculation assessment increased.2  

Math aptitude was a factor associated with completing a nursing program. Newton et al. 
discuss that students would also need to be assessed for their reading comprehension and 
understanding of the English language. When a student is unable to read a question correctly and or 
does not understand what needs to be extracted from it, then the likelihood of successfully performing 
a medication calculation decreases dramatically. Thus it is essential that nursing students possess 
numeric and verbal ability. 1  

                                                 
7 Acknowledgement: Sr. Susan, Principal St Ignatius Institute of nursing, Honnavara  and the Management of 
Nitte USHA institute of Nursing sciences, Mangalore for facilitating the conduct of the study.  
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This article describes the verbal and numerical aptitude of graduate nursing students of a selected 
University in South Canara district of Karnataka, upon admission. The need for testing arose, as the 
researchers in their attempt to develop a tool on aptitude towards nursing found low scores in 
arithmatic ability, which was assessed using a subscale with eight items  requiring ratio and 
multiplication skills.  
Methodology: The study was approved by institutional review committee. The setting was selected 
by simple random sampling. Cluster sampling enrolled 92 participants. The permission  to conduct the 
study was obtained from the Principal of the nursing institute and informed consent was obtained 
from  the participants. The participants seated three feet apart and calculators were not permitted. The 
tests were administered as per guidelines and time was monitored by an assistant. The students were 
on the fourth day of their admission to the nursing programme.   
The tool is part of the revised David’s Battery of Differential Abilities, available from Psycom 
services. Verbal ability test had two parts. Part 1: vocabulary (15 items for 4 minutes) and Part II: 
Understanding proverbs ( 9 items for 3 min and 30 sec). Verbal ability was expected to figure success 
in school related and academic performances. It is a predictor of occupations involving reading and 
writing of reports and so on. This ability is assessed by taking the sum of a person’s score in Part 1 
and 2.  Numerical ability is a predictor of occupations involving computational skills. It had 20 items 
involving the tasks of addition, subtration, division, multiplication, squaring, dealing with fractions 
etc. and was administered for 5 min and 30 sec.  The reported  reliability of  numerical ability was 
0.82 (split half) and 0.79 (test-retest) and of verbal ability test was o.72 (Split half) and 0.79 (test 
retest). No correction for guessing was made for both the tests. The norms for interpretation gender 
and agewise were used for analysis.3  
Results: The sample characteristics are described in table 1. Participants were  unmarried females, 
with science background in their pre-university education programme. Of the 92 participants, 57 
(62%) opted for nursing as their first choice and 75 (81.5%) wanted to become a nurse. Of the 75 who 
wanted to become a nurse, 65 were rural residents and of the 57 whose first choice was nursing, 49 
were rural residents. Two of the rural and three of the urban participants did not respond to these two 
items.  

The factors which influenced the choice of nursing career were: Job opportunity abroad 
(78.3%); interest to help others (70.7%); interest to be in medical field (47.8%); job opportunity in 
India (29.3%); financial problems (26.1%); influence from nurses in the family (18.5%); as a career to 
actualize self (16.3%); career guidance programme (13%) and parents’ influence (10.9%).     
 
Table 1: The sample characteristics (n=92) 
Characteristics f % 
Age in years: 17 
                      18 
                      20 

28 
63 
01 

30.4 
68.5 
1.1 

Religion: Hindu 
                Muslim 
                Christian 
                Budhists 

14 
01 
74 
03 

15.2 
1.1 
80.4 
3.3 

Residence: Rural 
                  Urban 

77 
15 

83.7 
16.3 

 
The mean and standard deviation of the obtained scores are presented in table 2. The raw scores were 
transformed into STEN (Standard ten) equivalent scores, and the distribution of STEN scores is 
presented in table 3.  
Table 2: Description of obtained verbal and numerical ability scores  (n=92)  

Ability Min 
score 

Max 
scor
e 

Mea
n 

SD 
 

Verbal 
Ability Part 

0 7 3.3 1.64 
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1 
Verbal 
Ability Part 
II 

0 6 2.72 1.79 

Verbal 
Ability 
Part I & II 

1 13 5.84 2.48 

Numercial 
Ability 

3 16 7.99 2.75 

 
A STEN score of 9 and 10 are good predictors of success involving that particular ability. The three 
students who were good in numerical ability, were rural residents, moreover two of these three had 
poor verbal ability. Of the 73, who had poor verbal ability, 44 (91.7%) had poor numerical ability and 
of the 41 who had moderate numerical ability, 27 (65.9%) had poor verbal ability.    
Table 3: Verbal and numerical ability of B. Sc. Nursing students ( n=92) 

Verbal ability 
 STEN 

score 
Frequency Percentage 

Poor 1-3 73 79.3 
Average 4-7 19 20.7 
Good 8-10 0 0 
Numerical  Ability 
Poor 1-3 48 52.2 
Average 4-7 41 44.6 
Good 8-10 03 03.3 

 
Association of verbal ability and numerical ability scores revealed that both these abilities 

were associated with age (exact test p = 0.001). The toal of part 1 and II of verbal ability was 
associated with the variables: nursing was my first choice (exact test p = 0.021) and I wanted to 
become a nurse (exact test p=0.004) 

These participants were also tested for caring abilities with a researcher developed tool using 
Swanson’s theory of caring, the reliability of which was 0.904 (cronbach’s alpha). There was no 
significant relationship found between verbal, numerical and caring abilities (verbal ability and 
caring: r = - 0.193, p= 0.134;  numerical ability and caring: r = 0.019, p= 0.891; verbal and numerical 
ability: r = 0.170, p=0.142)   
Discussion: Nursing is an evolving profession. Technology equipped health care today focusses on 
quality orientation. Nursing students of today enjoy sparing their cognitive computational skills by 
using mechanical computational devices such as calculators or computers. Newton argues that nursing 
graduates to have the holistic knowledge necessary for safe and efficient nursing practice, must have 
not only math aptitude but also the ability to read at the level demanded by the clinical questions 
being posed. However the study on the contrary found that majority of students possessed poor verbal 
ability though half of the participants had average numerical ability. 2, 4 

English is taught as a subject in the first year of graduate nursing programme and Indian nursing 
council recommends to teach nursing programmes in English. The study finding indicates that nursing 
students might be finding it difficult to comprehend the basic sciences taught in the first year nursing 
programme. The findings support the observation on number of failures in the first year of nursing  
compared to subsequent years of study, in most of the Indian nursing institutions. The findings also 
justifies an opinion expressed by one of the validators of the tool developed to measure caring: 
“English is not the primary language in India. Hence verbal ability and reading comprehension 
assessments in English may not be valid measures for Indian students.” Thus there is a scope to study 
the growth of verbal ability since admission to completion of nursing programme or to correlate the 
verbal ability with academic success. 5  
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Newton et al report that math aptitude is the predictor of academic success, however they also 
insist on assessment of reading comprehension ability to identify whether the math proficiency is 
related to conceptual/contextual factors or are purely mathematical.  Newton’s study found a 
moderately strong correlation ( r = 0.351 p< 0.001)  between passing medication calcualtion 
assessment and reading aptitude, however English aptitude was not related to passing the medication 
calculation assessment test. The numerical ability test used in this study had no much demands on 
reading comprehension, as the items printed  symbols for mathematical operations and were self 
explanatory. Thus the test assessed purely computational  ability and not contextual factors. 4 

The eligibility criteria for graduate nursing programme in India include, physical fitness and a score 
of a minimum 50% (45% for SC/ST) in English, Physics, Chemistry and Biology subjects of pre 
university course.  Diploma nursing programmes used to admit interested entrants with arts, 
commerce or science background till 2012, however since the year 2013, science background is made 
mandatory.  Multiple regression analysis used in a  chilean study on medical students showed that the 
parameters with better predictive value were high school grades, biology test and mathematics 
academic aptitude test. Verbal academic aptitude test did not have a predictive value. 7 

The factors which influenced the nursing career choice were similar to a study by the 
inverstigator. The job opportunity attracted young men and women. Whaever could be the influencing 
factor for choice of career, to function effectively in a career, one need to possess a few pre requisite 
abilities, which can be enhanced through training.  The pre requisite skills of nursing are not assessed 
India including, the mathematic  ability. Mathematics or statistics scores of pre university programme 
are not valued during admission to nursing course wherein biology and English scores are. Possibly 
this is an area requiring a look by the the Indian Nursing Council, considering the essentiality of 
numerical skills in nursing. Further studies are required to identify the other essential abilities for 
nursing in Indian context.  6 

The nation is focussing on nurses to be effective health care providers. To be in pace with the 
goals of correcting growing imbalances in illness wellness patterns, nurses need to be equipped with 
effective and efficient nursing skills. Thus nursing organizations should identify right candidates upon 
admission to nursing programmes and mould them as effective nurses. Less time taken for shaping 
these nurses will certainly contribute in greater folds to the nation in alleviating preventable disease 
load.  
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Abstract: 
Nutraceuticals is a broad umbrella term used to describe any product derived from food 

sources that provides further health benefits in addition to the essential nutritional value found in 
foods intense interest the public towards worth full effect not only for medicinal but also as a 
nutraceutical products. This research aimed to maximize production of Menaquinone-7(MK-7) by 
solid state fermentation process. Menaquinone-7 (MK-7) was produced by solid state fermentation 
process of Glycine max and Phaseolus vulgaris in presence of a co-cultured by Bacillus subtilis. 
Three separate nutritional parameters were screened by each experiment for the production of MK-7 
using Plackett–Burman experimental design. Parameters were optimized by Box–Behnken design of 
response surface methodology for the production of menaquinone-7 (MK-7). In present study, 16.39 
µg g1־ MK-7 produced of Glycine max in optimised formula in the medium contains sorbitol 51.22g 
kg1־, urea- 3.40g kg1־ and MnCl2-0.20g kg1־. With Phaseolus vulgaris 31.35 µg g1־ of MK-7 
produced per gram of the substrate in a optimised media containing glycerol-54.05g kg1־, urea-3.40g 
kg1־ and soybean extract-15.00g kg1־.  

 
Keywords: Menaquinone-7, Bacillus subtilis, Response surface methodology, Placket Burman 
Design 
 
Introduction 
 When we talk of vitamin K, naturally first thing which comes on our mind is coagulant 
vitamin and its role in blood clotting processes. Menaquinone-7 (MK-7) has laid us a new prospective 
of thinking, being a highly valuable member of the vitamin–K family. Vitamin K occurs in two forms: 
Phylloquinone (vitamin K1), which is present in green plants; and menaquinone (vitamin K2), which 
is produced by some intestinal bacteria (Briggs and Calloway 1979; Conly and Stein 1992; Bentley 
and Meganathan, 1982). MK-7 is a highly bioactive homologue of Vit-K (Sato et al. 2001) MK-7 
having seven isoprene units, one of the analogue of Vit-K2 is abundant in fermented soybean (natto) 
(Tsukamoto, 2004) and has significant effect on preventing osteoporosis and cardiovascular diseases 
besides its positive effects on blood coagulation. (Gast et al. 2009; Schurgers et al. 2007; Yamaguchi 
et al. 1999). MK-7 is a part of the family known as Vit-K2, and is necessary for the synthesis of blood 
coagulation factor, the activation of proteins involved in the building of bones and inhibition of 
vascular calcification (Brug et al. 2011; Rheaume et al. 2012). MK-7 has an anabolic effect on bone 
calcification in rat femoral tissue. Zinc has been shown to enhance the effect of MK-7 in increasing 
bone calcium content in vitro (Ehara et al. 1996). The combined administration of zinc and MK-7 was 
found to have a synergistic or additive enhancing effect on bone components in the femoral tissues of 

http://en.wikipedia.org/wiki/Umbrella_term
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female elderly rats. (Ma et al. 2001). MK-7 may be siginificant in preventing osteoporosis with 
increasing age. More recently, in an in vitro study, it has been demonstrated that MK-7 can directly 
stimulate calcification in femoral metaphyseal tissue obtained from normal rats. (Sato et al. 1996; 
Yamaguchi et al. 1999).  
Materials and Methods   
Microorganisms  
 The cultures of Bacillus subtilis NCIM 2708 were obtained from National Collection of 
Industrial microorganism (NCIM), National Chemical Laboratory (NCL), Pune, Maharashtra, India, 
was maintained on slants of starch agar peptone medium at 4ºC, and sub-cultured in 30-day intervals. 
Preparation of seed culture and fermentation  
 Spore suspension of Bacillus subtilis NCIM 2708 were prepared from actively growing slants. 
The suspension was inoculated to conical flask containing nutrient broth liquid media (0.5% peptone, 
1.5% beef extract, 0.5% sodium chloride, quantity sufficient in 100ml of distilled water adjusted pH 
to 7.2 ± .2). These cultures were incubated at 37ºC for 24 hrs in shaker incubator at 125 RPM using 
solid state fermentation. 
Optimization of nutrient  
 Glycerol, Mannitol, Sorbitol, Maltose, Yeast, soybean extract, Urea, (NH4)2SO4, 
MgSO4.7H2O and MnCl2 constituents were selected for the study. The Plackett-Burman experimental 
design for eleven variables i.e. nine nutritional components (independent variables) and two dummy 
variables, were used to evaluate the relative importance of various nutrients for a higher production of 
menaquinone-7. For each nutrient variable, two different concentrations i.e. high (+) and a low (–), 
tested. Data analysis was carried out by the standard procedure of Plackett-Burman experimental 
design (Plackett & Burman 1946). 

Three important nutrient parameters (Sorbitol, Urea and MnCl2) as per Plackett-Burman 
experimental design were selected, when Glycine max was the solid substrate. In case of Phaseolus 
vulgaris, three important parameters (Glycerol, Urea and Soybean extract) as per Plackett-Burman 
experimental design were selected for the determination of optimal value for menaquinone-7 
production. An experimental design of 17 runs containing 5 central points was made according to 
Box-Behnken’s response surface design for selected three parameters using DESIGN EXPERT 7.1.3 
software (Statease Inc., USA). The relative effects of two variables on MK-7 were identified from the 
contour and response surface plot. Optimum values of the parameter for maximum production of MK-
7 were determined by the point prediction tool of the software.  
 Extraction and analysis of MK-7 
 Extraction process of MK-7 was carried by using acetonitrile. 10gm fermented beans were 
extracted with 25ml acetonitrile. The mixture is shacked for 10 minutes. Transferred the solution into 
centrifuge tube and did the centrifugation for 5 min at 6000 rpm to get the decant solvent. Now 
concentrate the sample over nitrogen chamber. Transfer the sample into vials for further analysis and 
till that keep in refrigerator. 
 MK-7 were estimated by HPLC (Shimadzu, Japan) using 250 mm x 4.6 mm ID Lichrosper® 
100 C18 column of 5 µm particle size and 20 µl loop injector in presence of mobile phase acetonitrile 
and methanol 1:1 v/v with the flow rate of 1ml min1־ and detection was carried out by UV detector at 
254 nm. The chromatogram was analyzed by HPLC software class-VP. 
Results and discussion   

To identify the concentration of key nutrients influencing production of MK-7 Plakette 
Burman Design was used. Medium components for substrate Glycine max (Sorbitol, Urea and 
MnCl2), While in case of Phaseolus vulgaris (Glycerol, Urea and Soybean extract) screened by 
Plakette Burman Design. An experimental design of 17 runs containing 5 central points was made 
according to Box–Behnken response surface design for 3 selected media parameters for each MK-7. 
The individual and interactive effects of nutrients variables were studied by conducting the 
fermentation run (Tables 1 and 2). The response was measured in terms of MK-7 production. The 
results of experimental data and simulated values are listed (Tables 1 and 2). Data collected for MK-7 
concentration in each run were analyzed using the software DESIGN EXPERT 7.1.6 and fitted into a 
multiple nonlinear regression model proposes following equation (in the coded factor) for MK-7. 
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(Substrate Glycine max) Menaquinone-7 (µg/100gm) =  

1426 + 76.87 × A + 144.32 × B + 87.41 × C – 20.57  × A × B – 1.4725 × A × C – 23.15 × B × C – 
369.786 ×A2 - 100.04 × B2 + 141.21C2 
   Where A, B and C represent sorbitol, urea and MnCl2 respectively in g kg1־. 

 (Substrate Phaseolus vulgaris) Menaquinone-7 (µg/100gm) =   

2481.15 + 89.08 × A + 739.6525 × B + 14.51 × C + 46.9225 × A × B - 8.4425 × A × C + 120.6675 × 
B × C - 415.044 ×A2 - 128.999 × B2 + 11.77125C2 
 Where A, B and C represent glycerol, urea and soyabean extract respectively in g kg1־. 

The effects of all nutrient parameters on MK-7 production can be compared with the help of 
perturbation plots Fig. 1 (a, b). The lines in the graph represent influence and sensitivity of respective 
factor for MK-7 production. This model resulted in response surface graphs. The response surface 
plots of calculated model for MK-7 production are shown in Fig. 2 (a-f). The relative effect of 
medium components on MK-7 production was depicted in response surface graphs. The analysis of 
variance of regression for MK-7 production was summarized in (Table 3). 

Response Surface Methodology (RSM) proved to be a powerful tool for optimizing 
menaquinone-7 production by Bacillus subtilis NCIM 2708. Three nutrients sorbitol, urea, MnCl2 for 
Glycine max and glycerol, urea and soybean extract for Phaseolus vulgaris screened by Plackett-
Burman Experimental design were optimized by Box-Behnken design of RSM with help of DESIGN 
EXPERT 7.1.6 software. From the studied nutrient variable different ingredients have different effects 
on MK-7 production. In case of Phaseolus vulgaris all the three parameters glycerol, urea and 
soybean extract were positively significant factors. The proposed model equation illustrate the 
interaction between two factors, from the equation it was found that urea is positively interacted with 
glycerol and soybean extract while glycerol negatively interacted with the soybean extract. In case of 
Glycine max all the three parameters sorbitol, urea and MnCl2 were positively significant factors. The 
proposed model equation illustrates the interaction between two factors. From the equation it was 
found that sorbitol is negatively interacted with urea and MnCl2 while urea is also negatively 
interacted with the MnCl2. In present study, in case of Glycine max 16.39µg g1־ of menaquinone-7 
production was obtained in optimized medium under solid state fermentation using Bacillus subtilis 
NCIM 2708. In case of Phaseolus vulgaris 31.35µg g1־ of menaquinone-7 production was obtained in 
optimized medium under solid state fermentation using Bacillus subtilis NCIM 2708. Menaquinone-7 
production can further be increased by optimization of process parameters. 
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Table  1  Box-Behnken design for production of MK-7 by Glycine max  with result (actual and predicted) 

Run Sorbitol 
 (g/l) 

 

Urea 
(g/l) 

 

MnCl2 
 (g/l) 

 

Menaquinone-7    
(µg /100gm)    

Actual Predicted 

1 35.00 2.00 0.10 674.55 714.395 
2 65.00 2.00 0.10 932.5 909.295 
3 35.00 3.14 0.10 1021 1044.205 
4 65.00 3.14 0.10 1196.64 1156.795 
5 35.00 2.71 0.00 1034.75 1031.673 
6 65.00 2.71 0.00 1128.39 1188.393 
7 35.00 2.71 0.20 1269.42 1209.448 
8 65.00 2.71 0.20 1357.17 1360.248 
9 50.00 2.00 0.00 1249.05 1212.283 

10 50.00 3.14 0.00 1567.37 1547.243 
11 50.00 2.00 0.20 1413.29 1433.418 
12 50.00 3.14 0.20 1639 1675.768 
13 50.00 2.71 0.10 1426 1426 
14 50.00 2.71 0.10 1426 1426 
15 50.00 2.71 0.10 1426 1426 
16 50.00 2.71 0.10 1426 1426 
17 50.00 2.71 0.10 1426 1426 

Table 2   Box-Behnken design for production of MK-7 by  Phaseolus vulgaris  with result (actual and 
predicted) 

Run Glycerol 
(g/l) 

 

Urea 
(g/l) 

 

Soybean Extract 
(g/l) 

 

Menaquinone-7     (µg 
/100gm)    

Actual Predicted 

1 35.00 2.00 10.00 1050.17 1155.298 
2 65.00 2.00 10.00 1178.71 1239.613 
3 35.00 3.40 10.00 2601.66 2540.758 
4 65.00 3.40 10.00 2917.89 2812.763 
5 35.00 2.70 5.00 1967.27 1965.845 
6 65.00 2.70 5.00 2118.09 2160.89 
7 35.00 2.70 15.00 2054.55 2011.75 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

777 
 

8 65.00 2.70 15.00 2171.6 2173.025 
9 50.00 2.00 5.00 1834.13 1730.428 
10 50.00 3.40 5.00 2906.07 2968.398 
11 50.00 2.00 15.00 1580.44 1518.113 
12 50.00 3.40 15.00 3135.05 3238.753 
13 50.00 2.70 10.00 2481.00 2481.45 
14 50.00 2.70 10.00 2480.95 2482.15 
15 50.00 2.70 10.00 2481.05 2482.15 
16 50.00 2.70 10.00 2480.75 2478.15 
17 50.00 2.70 10.00 2481.10 2481.19 

 
Table 3 Analysis of variance of model of nutrient parameters for MK-7 production 

Parameters Glycine max (MK-7)              Phaseolus vulgaris (MK-7)  
Regression analysis of model   
Sum of squares 971075.4 5332011  
Df 9 9 
Mean squares 107897.3  592445.7  
F-value 50.42  66.38854  
*p-value  <0.0001  >0.0001   
Regression analysis of Residual    
Sum of squares 14978.47  62467.4  
Df 7 7 
Mean squares  2139.78  8923.915 
Correlation coefficient (R2) 0.9848  0.96688  
   
* Less than 0.0500 indicate model terms are significant.  
 

       
(a)                                                                                             (b) 
Figure 1 Perturbation plot showing the effect of all nutrients parameter on  MK-7 production (µg g1־).  

Where A, B, and C represent glycerol, urea, and soyabean extract (Figure 1 a)  
and sorbitol, urea and MnCl2 (Figure 1 b) 
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  (a)             (b)          

(c)                           (d)                                                                                                                          

                         (f)                                                                                                         
(e)       
Figure 2 Response surface plots showing relative effect of two nutrient parameters for the production of MK-7 

by Phaseolus vulgaris (a-c) and Glycine max (d-f) while keeping other nutrient at constant level. 
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Abstract: 

Solid lipid nanoparticles (SLN) are colloidal carrier systems representing a promising 
approach as a drug delivery system for topical application. Therefore, the objective of this 
investigation was to develop Meloxicam Solid lipid nanoparticles (MLX SLNs)   for topical delivery   
The present study addresses the influence of different formulation compositions as lipid type and 
concentration in addition to surfactant concentration on the physicochemical properties and drug 
release profile of MLX SLNs. The nanoparticles were developed by modified high shear 
homogenization and ultrasonication technique using Geleol, Compritol 888 ATO or Precirol ATO 5 
as solid core and poloxamer 188 as a surfactant. The results of the study revealed that MLX loaded 
SLNs showed extremely spherical shape having enriched core drug loading pattern with particle size 
(LD 90%) in the range of 325 to 1080 nm. A relatively high drug entrapment efficiency ranging from 
61.94 to 85.33 % was obtained with zeta potential values lie between -17.6 to -38.6 mV indicating 
good stability. DSC examination revealed that MLX encapsulated in SLNs was in the amorphous 
state. According to the rheological study, all nanoparticulate systems exhibited non-Newtonian 
pseudoplastic flow with thixotropic behavior.  In vitro release study showed a sustained release of 
MLX from the SLNs up to 48 h following Higuchi or zero order equations. Results of stability 
evaluation showed a long-term stability after storage at 4 ◦C for 12 months. In conclusion, SLNs with 
excellent physical stability, high entrapment efficiency and controlled drug release can be produced 
representing a promising carrier for topical delivery of meloxicam. 

 
Key Words: Meloxicam, Solid Lipid Nanoparticles, Topical delivery, DSC, in vitro release study 
 
Introduction 
 During the recent decades several studies have suggested that novel drug delivery systems 
based on lipid nanoparticles have the potential of increasing cutaneous drug delivery of both 
hydrophilic and lipophilic, compared to the other conventional vehicles (Mandawgade and Patravale, 
2008; Liu et al., 2007a).  
 Solid lipid nanoparticles (SLNs)  are colloidal carrier systems composed of a high melting 
point lipid/s as a solid core coated by surfactants (Mehnert and Mader, 2001; Wissing et al., 2004). 
Distinct advantages of solid lipid nanoparticles include negligible skin irritation, controlled release 
and protection of active substances (Jenning and Gohla, 2001; Mei et al. 2003; Jee et al., 2006; Muller 
et al., 2008). Because they are composed of physiologically tolerated, non-irritative and non-toxic 
lipids, SLNs seem to be well suited for use on inflamed and damaged skin (Muller et al., 2000). 
Moreover, the small size of the lipid particles ensures close contact to the stratum corneum increasing 
the amount of the drug penetrating into the mucosa or skin (Jenning et al., 2000a). These nanometer 
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sized particles with their solid lipid matrix may also allowing for sustained drug release (Cevc, 2004; 
Schafer-Korting et al., 2007).. After topical application, occlusive properties were also reported which 
decreases transepidermal water loss and favors the drug penetrating through the stratum corneum 
(Wissing and Muller, 2003; Muller et al., 2002; Wissing et al., 2001). 
 Meloxicam (MLX), a non-steroidal anti-inflammatory drug (NSAID), is a preferential 
inhibitor of cycloo-xygenase-2 and has demonstrated potent analgesic and anti-inflammatory activity 
(Noble and Balfour, 1996). Considering the fact that most inflammatory diseases occur locally, 
topical application of MLX on the inflamed site can offer the advantage of delivering the drug directly 
producing its local effect. This occurs by avoiding gastric irritation, obtaining a substantial reduction 
of the systemic side effects, in addition to improvement of the patient compliance. In view of the 
characteristics of MLX including small oral dosage (7.5-15 mg/day), low molecular weight (354.1), 
lipid solubility and excellent tissue tolerability (Parfitt, 1999), it seems that there is a great need for 
investigating the MLX topical delivery system as an additional route for MLX administration. MLX 
performs very poorly in aqueous solubility and wettability, leading to difficulties in the design of 
pharmaceutical formulations. In order to overcome the formulation problems of MLX in addition to 
the barrier properties of the intact skin which limit the permeability of wide variety of pharmaceutical 
active agents, the development of a suitable vehicle system for optimum topical delivery of MLX is 
required. 
 Thus, the aim of the present study is to make the most benefits of solid lipid nanoparticles as 
drug delivery system for MLX through developing Meloxicam loaded Solid lipid nanoparticles (MLX 
SLNs) using high shear homogenization and ultrasonication method. Furthermore, the influence of 
some formulation variables on the characteristics of the MLX SLNs were also investigated. 
Materials and methods 
Materials 
 Meloxicam was supplied by Medical Union Pharmaceuticals, Abu-Sultan, Ismailia, Egypt. 
Geleol (glyceryl monostearate 40-55; 40–55 % monoglycerides - 30-45% diglyceride, m.p. 54.5-58.5 
oC), Compritol 888 ATO (glyceryl behenate; 15-23 % monoglycerides - 40-60% diglyceride - 21-35% 
triglycerides, m.p. 69.0-74.0 oC) and Precirol ATO5 (glyeryl palmitostearate; 8-22 % monoglycerides 
- 40-60 % diglyceride - 25-35 % triglycerides m.p. 50-60 oC), kindly donated by Gattefossé, France. 
Poloxamer 188 (Pluronic® F68; a triblock copolymer of polyoxyethylene-polyoxypropylene), 
Methanol, Chromasolv® and Dialysis tubing cellulose membrane (molecular weight cut-off 12,000 
g/mole) were purchased from Sigma Chemical Company, St. Louis, USA. All other chemicals and 
reagents used are of analytical grade. 
Methods 
Preparation of solid lipid nanoparticles 
 Solid lipid nanoparticles were prepared by a slight modification of the previously reported 
high shear homogenization and ultrasonication method (Mehnert and Mader, 2001; Venkateswarlu 
and Manjunath, 2004, 2005). Briefly, the lipid phase consisted of Geleol, Compritol or Precirol as 
solid lipid was melted 5 °C above the melting point of the lipid used and MLX (0.5% w/w) was 
dissolved therein to obtain a drug-lipid mixture. An aqueous phase consists of poloxamer 188 was 
heated up to the same temperature of the molten lipid phase. The hot lipid phase was poured onto the 
hot aqueous phase and homogenization was carried out at 25000 rpm for 5 minutes using Heidolph 
homogenizer (Heidolph Instruments, Germany). The resulted hot oil in water emulsion was sonicated 
for 30 minutes (Digital sonicator, MTI, USA). MLX loaded solid lipid nanoparticles were finally 
obtained by allowing hot nanoemulsion to cool to room temperature. Blank SLNs were prepared using 
the same procedure variables. 
MLX entrapment efficiency  
 The entrapment efficiency percent (E.E. %), which corresponds to the percentage of MLX 
encapsulated within the nanoparticles, was determined by measuring the concentration of free MLX 
in the dispersion medium. The unentrapped MLX was determined by adding 500 µl of MLX loaded 
nanoparticles to 9.5 ml methanol and then this dispersion was centrifuged at 9000 rpm (Union 32R, 
Hanil Science Industrial, Korea) for 30 minutes. The supernatant was filtered through millipore 
membrane filter (0.2 μm) and analyzed for unencapsulated MLX at 360 nm by using validated UV-
spectrophotometric method (Shimadzu, model 2401/PC, Japan) after suitable dilution. 
 The E.E. % was calculated using the following equation (Hou et al., 2003; Souto et al., 2004):  
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W initial drug – W free drug 
                      E.E. % =                          x 100 
                                                 W initial drug  
 Where “W initial drug” is the mass of initial drug used and the “W free drug” is the mass of free drug 
detected in the supernatant after centrifugation of the aqueous dispersion.   
Particle size analysis 
 Particle size analysis of MLX loaded nanoparticles was performed by Laser diffraction 
particle size analyzer (LD, Master sizer X, Malvern Instruments, UK) at 25°C. The LD data obtained 
were evaluated using volume distribution as diameter values of 10%, 50%, 90% and Span values. The 
diameter values indicate the percentage of particles possessing a diameter equal to or lower than the 
given value. The Span value is a statistical parameter useful to evaluate the particle size distribution, 
the lower the Span the narrower is the particle size distribution. It is calculated applying the following 
equation (Teeranachaideekul et al., 2007):   
                      LD 90% - LD 10% 
 Span =  
                              LD 50% 
Zeta potential (ξ) and pH measurement 
 Zeta potential was measured in folded capillary cells using Laser Zetameter (Malvern 
Instruments, UK). Measurements were performed in distilled water adjusted with a solution of 0.1mM 
NaCl at 25 °C. The zeta potential values were calculated using the Smoluchowski equation. 
 The pH values of MLX lipid nanoparticles were measured at 25°C using digital pH meter 
(Jenway, UK).  
Transmission Electron Microscopy (TEM) 
 The morphological examination MLX loaded SLNs was performed with TEM (model JEM-
1230, Jeol, Tokyo, Japan). One drop of diluted sample was deposited on the surface of carbon coated 
copper grid and negatively stained with a drop of 2 % (w/w) aqueous solution of phosphotungestic 
acid for 30 s. Excess staining solution was wiped off by filter paper, leaving thin aqueous film on the 
surface. After being stained, samples were allowed to dry at room temperature for 10 minutes for 
investigation (Li et al., 2006).  
Differential scanning calorimetry (DSC) analysis 
 DSC analysis was performed using Shimadzu Differential Scanning Calorimeter (DSC-50, 
Kyoto, Japan). About 10 mg sample was added in a 40 µl aluminium pan which was sealed and 
heated in the range of 30-300°C at a heating rate of 10°C /min. An empty aluminium pan was used as 
reference standard. Analysis was carried out under nitrogen purge. 
Rheological study 
 The rheological properties of the prepared lipid nanoparticles were measured using 
Brookfield’s viscometer (Brookfield LV-DV II+, USA). The sample (20 g) was placed in a beaker 
and allowed to equilibrate for 5 min. The measurements were carried at ambient temperature using the 
suitable spindle. The spindle speed rate was increased in ascending order from 1 to 100 rpm and then 
in descending order speed setting from 100 to 1 rpm with each kept constant for 10 seconds before a 
measurement was made. 
In vitro release study 
 In vitro release of meloxicam was evaluated by the dialysis bag diffusion technique reported 
by Yang, et al. (Yang et al., 1999). The release studies of meloxicam from solid lipid nanoparticles 
were performed in phosphate buffer pH 5.5 and methanol (75: 25). The aqueous nanoparticulate 
dispersion equivalent to 2 mg of meloxicam was placed in a cellulose acetate dialysis bag and sealed 
at both ends. The dialysis bag was immersed in the receptor compartment containing 50 ml of 
dissolution medium, which was stirred in a water bath shaker at 100 rpm (Memmert GmbH, 
Germany) and maintained at 32 ± 2°C. The receptor compartment was covered to prevent the 
evaporation of dissolution medium. A 2 ml sample of the receiver medium was withdrawn at 
predetermined time intervals (0.5, 1, 2, 3, 4, 5, 6, 8, 24 and 48 h) replaced by equivalent volume of 
fresh medium to maintain constant volume. The samples were analyzed for drug content 
spectrophotometrically at 360.5 nm. The data was analyzed using linear regression equations and the 
order of drug release from the different formulations was determined (zero order, first order or 
Higuchi diffusion model).                   



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

782 
 

Effect of storage on particle size 
 MLX loaded SLN formulations were stored at 4°C for 12 months. Particle size was 
determined  using Laser diffraction particle size analyzer (LD). 
Statistical analysis 
 All experiments were repeated three times and data were expressed as the mean value ± S.D. 
The statistical analysis of data was determined using one-way analysis of variance (ANOVA). 
Individual differences were evaluated using a nonparametric post hoc test. A difference of p < 0.05 
was considered to be statistically significant. 
Results and discussion 
Preparation of Solid lipid nanoparticles 
 SLNs have been prepared in various researches using different methods (Hu et al., 2002; 
Priano et al., 2007; Lva et al., 2009). In the present study, we had adopted an economical, simple and 
reproducible method for the preparation of SLN, i.e. homogenization followed by ultrasonication at 
above the melting point of the lipid (Fang et al., 2008; Chen et al., 2010). MLX loaded SLNs 
dispersions were composed of Geleol, Compritol 888 ATO or Precirol ATO 5 as core matrices used in 
different concentrations 5, 7.5 and 10 % (w/w). These lipid based carrier systems were stabilized by 
0.5, 1, 2.5 and 5 % (w/w) Poloxamer 188. Meloxicam was incorporated at a constant concentration of 
0.5% (w/w). The w/w percent composition of the investigated MLX SLNs is shown in table 1. 

Table I. Composition of MLX SLNs (%w/w) of different lipids 

MLX entrapment efficiency 
 The entrapment efficiencies of all SLN formulations are shown in table 2. The data clearly 
shows that all formulations possessed high entrapment efficiency (E.E. %) ranged from 61.94 ± 1.31 
to 85.33 ± 1.07 %. The results might be related to the structure of the lipid which had a great influence 
on the capacity for drug incorporation. Lipids which form highly crystalline particles with a perfect 
lattice (e.g. monoacid triglycerides) lead to drug expulsion (Westesen et al., 1997). More complex 
lipids as Geleol, Compritol 888 ATO and Precirol ATO 5; being mixtures of mono-, di- and 
triglycerides form less perfect crystals with many imperfections offering space to accommodate the 
drugs (Muller et al., 2000). The data clearly shows that Geleol SLNs exhibited the lowest entrapment 
of meloxicam compared to Compritol and Precirol SLNs (Figs. 1 and 2). This can be attributed to the 
difference in composition and chain length of the three lipids used. The higher drug E.E % noticed 
with Compritol and Precirol was attributed to the high hydrophobicity due to the long chain fatty 
acids attached to the triglycerides resulting in increased accommodation of lipophillic drugs (Jenning 
and Ghola, 2000).  

Formula  
Lipid Surfactant conc. 

(Poloxamer 188) (%) Type Conc. (%) 
SLN1 

Geleol 
5 

0.5 
SLN2 1 
SLN3 2.5 
SLN4 5 
SLN5 7.5 

0.5 
SLN6 10 
SLN7 

Compritol 
5 

0.5 
SLN8 1 
SLN9 2.5 
SLN10 5 
SLN11 7.5 0.5 
SLN 12 10 
SLN 13 

Precirol 
5 

0.5 
SLN 14 1 
SLN 15 2.5 
SLN 16 5 
SLN17 7.5 

0.5 
SLN18 10 
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 As observed in Fig. 1, at a constant amount of Poloxamer 188 (0.5 % w/w) increasing the 
lipid concentration from 5 to 7.5 % (w/w) resulted in a consequent increase in E.E. % (p<0.05), while 
decreased upon further lipid increase to 10 % (w/w). This is in accordance with the study done by 
Abdelbary and Fahmy on diazepam-loaded SLN, in which they found that increasing the Compritol 
concentration to 10% (w/w) consequently resulted in a decrease in the amount of diazepam entrapped. 
A possible explanation is that during the crystallization of the lipid phase a partial expulsion of the 
drug on the particle surface may occur. Furthermore, the higher viscosity at the interface produced by 
higher lipid concentration may cause a decrease in diffusion and hence fewer lipid molecules will be 
carried into the aqueous phase. Therefore, the formation and stabilization of lipid aggregates at these 
higher concentrations are reduced (Abdelbary and Fahmy, 2009). 
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Table II. Physicochemical characterization of the MLX loaded SLNs

Formula LD 10 LD 50 LD 90 Span E.E % Z potential 
(ζ) (mV) pH 

SLN1 235 ± 53.03 350 ± 56.57 525 ± 35.36 0.83 70.00 ± 0.82 -19.0 5.50 ± 0.68 
SLN2 260 ± 28.28 350 ± 14.14 420 ± 14.14 0.46 65.67 ± 0.26 -20.3 6.03 ± 0.14 
SLN3 210 ± 30.90 270 ± 42.43 325 ± 7.07 0.43 62.07 ± 2.17 -23.7 6.39 ± 0.23 
SLN4 150 ± 14.14 230 ± 28.28 335 ± 7.07 0.80 61.94 ± 1.31 -24.7 5.60 ± 0.02 
SLN5 235 ± 77.78 405 ± 53.03 755 ± 21.21 1.28 72.08 ± 0.60 -27.2 5.88 ± 0.02 
SLN6 185 ± 7.07 385 ± 35.36 850 ± 28.28 1.73 67.03 ± 0.30 -38.2 5.40 ± 0.02 

        
SLN7 195 ± 7.07 395 ± 21.21 680 ±14.14 1.23 76.60 ± 0.88 -18.7 5.37 ± 0.17 
SLN8 205± 3.54 405 ± 7.07 585 ± 7.07 0.94 73.18  ± 0.24 -17.6 5.37 ± 0.02 
SLN9 215± 25.80 355 ± 77.78 475 ± 21.21 0.73 71.22 ± 0.56 -22.9 6.10 ± 0.05 
SLN10 235± 20.21 300 ± 70.71 415 ± 7.07 0.60 66.74 ± 0.16 -22.9 5.92 ± 0.04 
SLN11 185± 7.07 395 ± 21.21 1025± 21.21 2.13 80.96 ± 0.68 -22.8 6.33 ± 0.06 
SLN12 375± 75.77 505 ± 70.50 1080 ± 14.14 1.40 75.88 ± 0.91 -37.8 6.21 ± 0.09 

        
SLN13 190 ± 14.14 380 ± 56.57 675 ± 35.36 1.28 82.22 ± 0.39 -20.5 6.05 ± 0.23 
SLN14 185 ± 7.07 355 ± 7.07 565 ± 7.07 1.07 79.29 ±  0.90 -23.3 6.07 ± 0.02 
SLN15 155 ± 3.54 270 ± 14.14 440 ± 14.14 1.06 74.73 ± 1.68 -23.1 5.82 ± 0.29 
SLN16 145 ± 7.07 220 ± 14.14 325 ± 21.21 0.82 72.94 ± 2.99 -28.9 5.69 ± 0.15 
SLN17 185 ± 21.21 335 ± 7.07 1005 ± 35.36 2.45 85.33 ± 1.07 -32.1 5.77 ± 0.08 
SLN18 385 ± 50.91 515 ± 33.35 1000 ± 28.28 1.19 84.12 ± 0.94 -38.6 5.37 ± 0.06 
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Fig.1. Effect of lipid concentration and type on the E.E% of MLX SLNs 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Effect of surfactant concentration on the E.E% of MLX SLNs  
 

It was also evident that increasing the amount of surfactant from 0.5, 1, 2.5 to 5 % (w/w) at a 
constant amount of lipid (5 % w/w), resulted in a gradual significant decrease in the E.E. % of the 
produced SLNs (p<0.05) (Fig. 2). This observed decrease in E.E. % could be explained by partition 
phenomenon. High surfactant level in the external phase might increase the partition of drug from 
internal to external phase of the medium. This increased partition is due to the increased solubilization 
of the drug in the external aqueous phase so more drug can disperse and dissolve in it (Rahman et al., 
2010). However, in case of Geleol SLNs no further decrease in E.E. % was observed upon increasing 
the poloxamer 188 concentration above 2.5% (w/w) (p>0.05) suggesting that an optimum 
concentration of surfactant was reached sufficient to cover the surface of nanoparticles effectively.  
Particle size analysis 
 Table 2 depicts LD data of resulting MLX SLNs where LD 90% was used for comparing the 
influence of different parameters on the size of the nanoparticles. The LD 90% of all formulations 
ranged from 325 ± 7.07 to 1080 ± 14.14 nm with low Span values indicating narrow particle size 
distribution. The results clearly showed that there was a gradual decrease in particle size with an 
increase in surfactant concentration from 0.5, 1, 2.5 to 5 % (w/w) (p0<0.5) (Fig. 3). This decrease in 
size at high surfactant concentrations might be due to effective reduction in interfacial tension 
between the aqueous and lipid phases leading to the formation of emulsion droplets of smaller size 
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(Liu et al., 2007b). Higher surfactant concentrations effectively stabilized the particles by forming a 
steric barrier on the particle surface and thereby protect smaller particles and prevent their 
coalescence into bigger ones (Rahman et al., 2010).   

As revealed in Figs. 3 and 4, Compritol 888 ATO showed the largest particle sizes followed 
by Precirol ATO 5 then Geleol SLNs. A possible explanation for the differences in sizes may be due 
to differences in chain lengths and viscosities of lipids used (Ahlin et al., 1998). Compritol 888 ATO 
(m.p. 69.0-74.0 oC) is a solid lipid based on glycerol esters of behenic acid (C22), where the main 
fatty acid is behenic acid > 85% but other fatty acids (C16-C20) are also present. Precirol ATO 5 
(m.p. 50.0-60.0 oC) and Geleol (m.p. 54.5-58.4 oC) are composed mainly of palmitic (C16) and stearic 
acid (C18) > 90 %. High melt temperature resulting in higher viscosity plus the long hydrocarbon 
chain length of Compritol 888 ATO might result in larger particle size compared to Precirol ATO 5 
and Geleol SLNs.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3. Effect of surfactant concentration on particle size measured by LD 90 % of different SLNs 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.4. Effect of lipid concentration and type on particle size measured by LD 90 % of MLX SLNs 
 
Lipid concentration seems to be one of the most important factors influencing the particle 

size. According to Fig. 4, increasing the lipid content from 5, 7.5 to 10 % (w/w) resulted in a 
subsequent increase in particle size. It was noticeable that SLN11, SLN12, SLN17 and SLN18 
showed larger particle size exceeding the nanometer range. This increase in particle size may partially 
be related to the viscosity of the samples. The use of a low viscous lipid phase improves size 
reduction and enhances stability in SLN production (Manjunath et al., 2005). At higher lipid contents, 
the efficiency of homogenization decreases due to a higher viscosity of the sample, resulting in larger 
particles. Also, a high particle concentration at high lipid contents increases the probability of particle 
contact and subsequent aggregation (Freitas and Muller, 1998). 
Zeta potential analysis (ξ) and pH measurements 
 Table 2 shows the measured zeta potential (ξ) values of MLX SLNs. As depicted from the 
table, all formulations were negatively charged, the zeta potential varied from -17.6 to -38.6 mV 
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indicating a relatively good stability and dispersion quality. It was noticeable that as the amount of 
surfactant increased in the formulation, the zeta potential became more negative. A similar finding 
was previously reported upon increasing Tween 80 concentration from 0.5 to 1 % which was 
attributed to the formation of denser surfactant film (Estella-Hermoso de Mendoza et al., 2008). 
Poloxamer 188 being non-ionic surfactant succeeded in the production of relatively stable dispersions. 
Although non-ionic surfactant could not ionize into charging group like ionic ones, but still 
demonstrated its zeta potential. The reason might be due to molecular polarization and the adsorption 
of emulsifier molecule on the charge in water, it was absorbed to the emulsifier layer of particle/water 
interface and electric double layer similar to ionic was formed. Liu et al. reported that poloxamer 188 
was found to be one of the most effective non-ionic surfactants to avoid the formation of aggregates 
(Liu et al., 1996). Poloxamer 188 can provide additional steric stabilization of particles; so we can 
expect combined electrostatic and steric stabilization of SLN formulations (Schwarz and Mehnert, 
1999; Lim and Kim, 2002). 
 Considering the effect of lipid type and concentration on the zeta potential (ξ) of the produced 
SLN formulations, the results showed no direct relationship between the type of lipid used and the 
measured ξ values. On the contrary, as the lipid concentration increased the zeta potential was found 
to be more negative. Rahman et al. reported the same observation when studying the effect of 
increasing Compritol amount in final formulation (Rahman et al., 2010). 
 The pH of different MLX SLN formulations was found to be within acceptable limits for 
topical application ranging from 5.37 ± 0.02 to 6.39 ± 0.23 (table 2). 
Transmission Electron Microscopy (TEM) 
 TEM was conducted to investigate the morphology of MLX loaded SLNs. It was evident 
from TEM images that nanoparticles were almost spherical with smooth morphology, appeared as 
black dots, well dispersed and separated on the surface (Fig. 5). This description agrees with a 
previous observation that the use of chemically heterogeneous lipids in combination with 
heterogeneous surfactants favors the formation of ideally spherical lipid nanoparticles (Mehnert and 
Mader, 2001). Fig. 5d illustrates the presence of a very thin layer surrounding the particles which 
postulate a drug-enriched core model. This model can be achieved if during the lipid solidification 
process; the drug precipitates first, which results in a drug-enriched core covered with a lipid shell 
which has a lower drug concentration. This drug distribution within the nanoparticles will have its 
impact on in vitro drug release profile discussed later on. 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.5. Transmission electron micrographs of  MLX loaded SLN dispersions (a) SLN4 (b) SLN10 (c) SLN16 
and (d) SLN representing the core and shell theory 
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Differential scanning calorimetry (DSC) analysis  
 DSC is a tool to investigate the melting and recrystallization behavior of crystalline material 
like SLNs (Liu et al., 2005). Fig. 6 shows the DSC thermograms of pure MLX, bulk lipids (Geleol, 
Compritol 888 ATO and Precirol ATO 5) and MLX loaded SLNs. Pure MLX showed a sharp 
endothermic peak at 259.54 oC corresponding to its melting point, indicating its characteristic 
crystalline nature. Bulk Geleol showed distinctive melting peak at 66.01 oC, while a sharp peak at 
74.22 oC was observed for Compritol 888 ATO. The bulk Precirol ATO 5 exhibits a sharp 
endothermic event, ascribing to the melting, around 63.35 oC, with a small but well defined shoulder 
at 57.37 oC which might be due to the melting of α polymorphic form (Araujo et al., 2010). These 
sharp melting endothermic peaks of bulk lipids indicate that the starting materials were crystalline. As 
observed in Fig. 6, the thermograms of all investigated SLN systems did not show the melting peak of 
MLX around 259.54 oC indicating the conversion of crystalline MLX to the amorphous form which 
could be attributed to complete dissolution of the drug in the molten lipid matrix. The melting points 
of Geleol, Compritol 888 ATO and Precirol ATO 5 in SLN form were depressed showing slight shift 
to lower temperature side when compared to the corresponding bulk lipids. This melting point 
depression could be due to the small particle size (nanometer range), the high specific surface area, 
and the presence of surfactant - in other words, the depression can be attributed to the Kelvin effect 
(Jenning et al., 2000b). Kelvin realized that small, isolated particles would melt at a temperature lower 
than the melting temperature of bulk materials. In the same way, the melting enthalpy values of 
different lipids in SLN formulations showed drastic depression compared to their bulk lipids. These 
lower melting enthalpy values should suggest less ordered lattice arrangement of the lipid within 
nanoparticles compared to the bulk materials (Hou et al., 2003). For the less-ordered crystal or 
amorphous state, the melting of the substance requires less energy than the perfect crystalline 
substance, which needs to overcome lattice force. Lipid nanoparticles seem to loose part of their 
crystalline state transforming from a mixture of β' and β polymorphs to the most stable β polymorph, 
permitting MLX to fit in the molecular gaps. Therefore this decrease in the melting point and enthalpy 
values is associated with numerous lattice defects and the formation of amorphous regions in which 
the drug is located 
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Fig.6. DSC curves of pure drug (MLX), bulk lipids (Geleol, Compritol and Precirol) and MLX loaded SLNs 
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Rheological Study 
 As for other disperse liquid and semisolid systems, the rheological properties of lipid 
nanoparticles influence their potential for dermal application in a fundamental way (Muller et al., 
2002; Lippacher et al., 2001, 2002). Therefore, rheological behavior of different lipid nanoparticles 
formulations was studied and presented by plotting the shear stress versus shear rate (flow curves) and 
the viscosity versus the shear rate (viscosity curves) (Illinga and Unruh, 2004; Liu et al., 2008). The 
rheograms of different SLN formulations were shown in Fig. 7. 
 All SLN dispersions revealed non-Newtonian flow where the viscosity of non-Newtonian 
fluids changes according to the shear rate i.e. has no constant viscosity (49-Barnes, 1997). This flow 
was characterized by shear-thinning behavior in which the viscosity of the SLN dispersions decreased 
with the increase of shear rate. This dependent change in viscosity is a desired property in the 
pharmaceutical formulations due to their requirement of flexibility in topical drug delivery (50-Sheth, 
2007). When the preparation is subjected to a shear force, its network structure breaks down leading 
to a gradual decrease in viscosity in order to spread on the skin. When the shear force is removed, the 
viscosity recovers slowly and the increased viscosity keeps the preparation on the skin. 
 Comparing the viscosity curves of various SLN formulations, it was observed that, for each 
type of lipid, as the concentration of lipid increased the viscosity increased (Fig. 7). This may be 
related to the density of network structure, meaning that the network structure of 10 % (w/w) lipid 
was more viscous than that of 7.5 and 5 % (w/w) lipid, respectively, which was due to the higher 
amount of lipid incorporated into the system inducing an increase in the interaction between the lipid 
particles (Seetapan et al., 2010). In addition, the type of lipid affected the viscosity of the final 
product; Geleol SLNs showed lower viscosities compared to Precirol ATO 5 and Compritol 888 ATO 
SLNs. However, increasing the surfactant concentration did not result in considerable change in 
viscosity (data not represented). 
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Fig.7. Rheograms of (A) Geleol SLNs (B) Compritol SLNs (C) Precirol SLNs
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 In vitro Release Study 
 To elucidate the mechanism of MLX release from SLNs for topical administration, in vitro 
release study using dialysis bag diffusion technique has been performed over 48 hrs, each sample was 
analyzed in triplicate and the release curves are shown in Fig. 8. The release data was fitted into zero 
order, first order and Higuchi equations which are widely used in determining the release kinetics of 
lipid nanoparticles. The release pattern of the drug from almost all SLN formulations followed 
Higuchi equation with some fitted to zero order equation. The previous result is in agreement with 
many studies which reported that drug loaded SLN provide a controlled release pattern following 
Higuchi's square root model (Tiyaboonchai et al., 2007; Vivek et al., 2007).  
 As shown in Fig. 8, MLX SLN formulations were able to release MLX in controlled manner 
and the percentage of MLX released up to 48 hours ranged from 43.11% to 100%. Interestingly, the 
amount of poloxamer 188 used had a great influence on the release pattern of SLNs. Increasing the 
poloxamer 188 concentration from 0.5, 1, 2.5 to 5% (w/w) led to corresponding increase in the 
percentage of MLX released as well as the release efficiency % (R.E. %) after 48 h, which was 
noticeable for all three lipids used (Figs. 8 and 9). However, in case of Geleol (SLN1& SLN2) and 
Precirol ATO 5 (SLN13 & SLN14) no significant increase in R.E. % was found upon increasing 
poloxamer 188 concentration from 0.5 to 1 % (p>0.5%). The fast or rapid release and higher release 
efficiency noticed at higher surfactant concentration could be explained by the partitioning effects of 
the drug between the melted lipid phase and the aqueous surfactant phase during particle production. 
During particle production by the hot homogenization technique, drug partitions from the liquid oil 
phase to the aqueous water phase. The amount of drug partitioning to the water phase will increase 
with the increase of the drug solubility in the water phase, which means with increasing temperature 
of the aqueous phase and increasing surfactant concentration. The higher the temperature and 
surfactant concentration, the greater is the solubility of the drug in the water phase so the amount of 
drug in the outer shell increased and released in a relatively rapid way (Zur Muhlen and Mehnert, 
1998). 
 Concerning the type of lipid matrix, the results clearly show that among the glycerides used, 
the highest release was achieved with Geleol compared to Compritol 888 ATO and Precirol ATO 5. 
Being the lipid of highest monoglyceride content; Geleol had shown the highest release efficiency and 
consequently lower t50%, while in case of Compritol 888 ATO and Precirol ATO 5 the relatively slow 
release and higher t50% can be attributed to the hydrophobic long chain fatty acids of the triglycerides 
that retain the lipophilic drug resulting in more sustained release effect (Reddy and Murthy, 2005; 
Kumara et al., 2007) (Figs. 8-10). Furthermore, the lower melting point of Geleol (54.5-58.5oC) may 
result in a higher mobility at the temperature used in the release experiment. It is well known that the 
melting point of colloidal structures may be lower than that of the bulk due to the influence of surface 
energy (Mader, 2006). A difference in release profiles caused by a difference in lipid melting points 
was also suggested by Paolicelli et al. in a study with ibuprofen and acylglycerols differing in melting 
points (Paolicelli et al., 2009). The higher amount released from Geleol particles may also reflect the 
smaller size of these particles as the mean diameter of Geleol nanoparticles represent the smallest of 
the SLN tested.  
 The results also pointed to the effect of lipid concentration on SLNs release profile. 
Increasing the lipid concentration from 5, 7.5 to 10 % (w/w) resulted in a corresponding decrease in 
percentage of MLX released, R.E. % after 48 h and a consequent increase in t50% (Figs. 8-10). 
However, for Geleol and Precirol SLNs further increase of the lipid above 7.5% didn't result in a 
significant decrease in R.E. % (p>0.5%). This decrease in release profile observed can be attributed to 
the higher lipid content encapsulating the drug thus reducing drug partition in the outer phase and 
consequently its release in the receiver media. The release profiles of these SLNs resemble the drug 
enriched core model (Wissing et al., 2004). In such a model, the drug enriched core is surrounded by a 
practically drug-free lipid shell. Due to the increased diffusional distance and hindering effects by the 
surrounding solid lipid shell, the drug has a sustained release profile. 
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Fig.8. In vitro release percentage (%) - time profiles of MLX from SLNs. Data are expressed as the mean ± S.D. (n = 3) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9. Release efficiency (R.E. %) of different MLX SLNs formulations 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig.10. t 50 of different MLX SLNs formulations 
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Effect of storage on particle size  
 In order to evaluate the stability of lipid nanoparticles, the study of size was generally used as 
a characterization tool. The stability of the MLX loaded SLNs was studied for particle size after 12 
months of storage at 4 oC. As previously mentioned, LD 90% was used for comparing the change in 
particle size of different SLNs. 
 As illustrated in Fig. 11, SLNs prepared from different lipids showed non significant change 
in particle size indicating good stability during the period of study. No obvious change of clarity or 
degradation was observed. All samples were in the nanometer range except for SLN11, SLN12, 
SLN17 & SLN18 which was probably due to higher amounts of lipid added to these formulations 
leading to increment in viscosity and subsequent aggregation of the nanoparticles.   
 The increase in particle size was observed to be more pronounced at low surfactant 
concentration(  0.5-2.5% )  for the three surfactants used , while 5% SLN showed the highest stability 
and particle size was almost unchanged allover the course of this investigation. This good stability 
might be attributed to the strong repulsion by sterical stabilization of the surfactants used at higher 
concentration (Freitas and Muller, 1999), emphasizing the importance of surfactant concentration for 
SLN stabilization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.11. Particle size measured by LD 90 % of MLX SLNs after 1 day and 12 months of storage at 4 oC  
 

It was noticeable that the role of surfactant in SLN systems varies depending on the lipid 
matrix used. SLN prepared with Geleol showed lower physical stability represented in higher 
percentage increase in particle size compared to Compritol 888 ATO and Precirol ATO 5. This could 
be explained by increased amount of partial glycerides like monoglycerides (40–55 % for Geleol, 15-
23 % for Compritol 888 ATO and 8-22 % for Precirol ATO 5) which might be responsible for this 
physical destabilization. These results are in agreement with those reported by Jenning and Gohla 
(Jenning and Gohla, 2000). 
Conclusion 
 In the present work, MLX-loaded SLNs were successfully prepared by high shear 
homogenization and ultrasonication technique.. The various physicochemical properties, rheological 
properties and the in vitro release behavior, were greatly affected and can be controlled by optimizing 
the compositional variables represented in the concentration of surfactant and lipid as well as the type 
of lipid used. The sustained release behaviour of MLX loaded SLNs with favourable physicochemical 
characteristics can form a foundation for further clinical studies using these nanoparticles for the 
topical delivery of meloxicam. 
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Abstract: 

This paper proposes a hybrid approach for classification of brain magnetic resonance images 
(MRI) based on color converted hybrid clustering segmentation algorithm and wrapper based feature 
selection with multi-class support vector machine (SVM). The texture, color and shape features have 
been extracted and these features are used to classify MR brain images into three categories namely 
normal, benign and malignant. The MR images are classified by wrapper approach with Multi class 
Support Vector Machine classifier (MC-SVM) using color, texture and shape features. Performance of 
the MC-SVM classifier is compared with different kernel functions.  From the analysis and 
performance measures like classification accuracy, it is inferred that the brain MRI classification is 
best done using MC- SVM with Gaussian RBF kernel function than linear and polynomial kernel 
functions. The proposed system can provide best classification performance with high accuracy and 
low error rate. 

 
Key Words: Magnetic resonance imaging (MRI), Color-converted segmentation algorithm, PSO+K-
means clustering technique, Feature extraction, Classification accuracy, multi class Support vector 
machine (MC-SVM) 
 
Introduction 
 This is especially true for any attempt to classify brain tissues [1]. The most important 
advantage of MR imaging is that it is non-invasive technique [2]. The use of computer technology in 
medical decision support is now widespread and pervasive across a wide range of medical area, such 
as cancer research, gastroenterology, brain tumors etc. [3, 4]. Fully automatic normal and diseased 
human brain classification from magnetic resonance images (MRI) is of great importance for research 
and clinical studies. In the recent past, the development of Computer Aided Diagnosis (CAD) systems 
for assisting the physicians for making better decisions have been the area of interest. In CAD 
method, computer output has been used as a second opinion for radiologist to diagnose the 
information with confident and quicker mechanism as compared to manual diagnosis. Pathologies are 
clearly identified using automated CAD system [2]. It also helps the radiologist in analyzing the 
digital images to bring out the possible outcomes of the disease. The developments of Computer 
Aided Diagnosis (CAD) systems have been focused by many researchers for providing valuable 
information to the radiologists. Recent work [2, 5] has shown that classification of human brain in 
magnetic resonance (MR) images is possible via supervised techniques such as artificial neural 
networks and support vector machine (SVM) [2], and unsupervised classification techniques 
unsupervised such as self organization map (SOM) [2] and fuzzy c-means combined with feature 
extraction techniques [5]. Other supervised classification techniques, such as k-nearest neighbors (k-
NN) also group pixels based on their similarities in each feature image [1] can be used to classify the 
normal/pathological T2-wieghted MRI images. We used supervised machine learning algorithms 
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(ANN and MC-SVM) to obtain the classification of images under three categories, either normal or 
benign, malignant. 
Methodolog 
 The proposed approach is shown in fig1. There are four major steps in the proposed approach: 
(1) Preprocessing (2) Color based K-means segmentation (3) Feature extraction: color, shape, texture 
features extracted from the segmented image (4) feature selection with classification.  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig1.Flowchart of proposed methodology 
 

Preprocessing 
Image denoising is a common pre-processing steps in many Magnetic Resonance (MR) image 

processing and analysis tasks, the goal of denoising is to remove the noise, which may corrupt an 
image during its acquisition or transmission, while retaining its quality. In this paper effectiveness of 
two denoising algorithms viz. (1) Wiener filter (2) Wavelet filter in the presence of additive white 
gaussian noise is compared. The Wiener filtering [6] executes an optimal tradeoff between inverse 
filtering and noise smoothing. It removes the additive noise and inverts the blurring simultaneously. 
The Wiener filtering is optimal in terms of the mean square error. In other words, it minimizes the 
overall mean square error in the process of inverse filtering and noise smoothing. The Wiener filtering 
is a linear estimation of the original image. The approach is based on a stochastic framework. Wiener 
method does a good job at deblurring; however, it behaves very poorly in the presence of large noise. 
To overcome the weakness of the Wiener filtering, Donoho and Johnstone proposed the wavelet based 
denoising scheme in [7]. 
Wavelet Thresholding approach 
 Steps for implementing denoising using wavelet based soft thresholding technique is as 
follows  

• calculate two-level haar  wavelet transform of the noisy image  
• modify the noisy wavelet coefficients according to soft thresholding rule 

   = sgn   if  >      (1) 
= 0      if  ≤      (2) 

 Where Donoho [12] threshold also called Universal threshold given by: = , 
where n is the number of wavelet coefficients, and   is the estimates of the noise standard 
deviation. MAD denotes the Median Absolute Deviation of the wavelet coefficients in the finest 
resolution level. The wavelet coefficients  above the universal threshold are updated by soft 
thresholding: sgn . In practical applications, the variance of the noise is estimated 
by dividing the MAD by 0.6745.   
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• Compute the inverse haar wavelet transform using modified coefficients and then get 
denoised image. 

 Wavelet filter [7] removes noise pretty well in smooth regions but perform poorly along the 
edges. The results are compared on the basis of PSNR, SNR, and MSE. The comparisons of two 
denoising schemes are tabulated in Table1. It have been concluded that wavelet based techniques 
gives better results as compared to wiener filtering technique. 

Table 1 shows comparison of two denoising schemes.Fig2 shows the output of the 
preprocessed image using wiener and wavelet methods. Thus the obtained results in qualitative and 
quantitative analysis show that this denoising algorithm based on wavelet transform outperforms the 
wiener method in terms of PSNR, SNR and MSE. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig2.Denoising of MR brain Image for variance=10(a)Original image(b)Noisy image(c) Denoised image with 
wiener filter (d) Denoised image using wavelet filter( soft threshold) 

 
Table 1. Comparison of SNR, PSNR, MSE of denoising schemes of MR (magnetic resonance) brain image 

corrupted by additive white gaussian noise 

Denoising schemes Noise(σ)=10 Noise(σ)=20 

PSNR SNR MSE PSNR SNR MSE 

Wiener Filter 20.07 10.60 639.93 19.64 10.17 706.13 

Wavelet-soft thresholding 27.14 13.81 0.0034 25.16 12.61 0.0048 

 
Color-Based Segmentation Using K-Means Clustering 

Segmentation is the partition of a digital image into similar regions to simplify the image 
representation into something that is more meaningful and easier to analyze [8]. Pixels in the region 
are similar to each other with respect to some characteristic property like color, intensity or texture. In 
color based k-means clustering segmentation method MR gray level brain image is converted into an 
RGB color image by applying pseudo-color transformation a mapping function that maps a gray-
level pixel to a color-level pixel by a lookup table in a predefined color map. An RGB color map 
contains R, G, and B values for each item. The method [9] has adopted the standard RGB color map, 
which gradually maps gray-level values 0 to 255 into blue-to-green-to-red color. Before transforming 
RGB color image into a CIE Lab color model, laplacian operator [10] has been applied to each 
channel in the RGB image using the equation g(x,y)=f(x,y)+c[ f(x,y)]Where g(x,y) is the new 
sharpened image,  is Laplacian edge detection and c(x,y) in RGB color image expressed as a vector 
of red, green and blue image components c(x,y) =[R(x,y),G(x,y),B(x,y)]T by computing the Laplacian 
of individual scalar components and the output color image appears sharpened.Color based 

 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 

 

(b) 

 

(c) 

 

(d) 
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segmentation is significantly affected by the choice of color space. The general RGB color space 
gives high degree of detail, but it is not in tune with the normal human perception. L a’b’ color space 
is the better representation of the color content of the image and an added advantage of L a’b’ color 
space is that distance metric for clustering techniques continues to be Euclidean ,so we used L a’b’ 
color space in our work. To retrieve important features to benefit the clustering process, the RGB 
color space is further converted to a CIELab color model. The L*a*b* color space is derived from the 
CIE XYZ tristimulus values. The L*a*b* space consists of a luminosity layer 'L*', chromaticity-layer 
'a*' indicating where color falls along the red-green axis, and chromaticity-layer 'b*' indicating where 
the color falls along the blue-yellow axis. This resultant features such as information in the a*b* 
layers along with gabor wavelet features which is a feature vector (texture representation)  created 
using mean and standard deviation as the feature components with scale of 6 and orientation of 4 can 
extract the texture frequency and orientation information effectively. So color and gabor features are 
feature vectors, that will be given to the clustering process as an input. Here we are using K-Means 
algorithm for the clustering purpose. Use K-means to cluster the objects into three clusters using the 
Euclidean distance metric. And then labels every pixel in the image using the results from the 
clustered algorithm. 

      
(a)                                                (b)                 (c) 

       
                    (d)                                             (e)                                             (f) 

     
                (g)  
Fig 3(a) Original Gray Level Brain Image (b) RGB Color Space translated Image(c) Color sharpened image (d) 

image labeled by cluster index (e) objects in cluster 1(f) objects in cluster 2 and (g) final segmentation of K-
means algorithm 
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Feature extraction 
The third step of the proposed system is extracting Useful features from the image for 

classification purpose. It is a challenging task to extract good feature set for classification. There are 
many techniques for feature extraction, in this work texture, color and shape features have been 
considered for diagnosis. 
Texture Features Extraction 
A. Texture Features Extraction 

Proposed system used texture feature extraction method proposed by Haralick [11], namely, 
the spatial gray-level dependence method (SGLDM). This well known statistical method for 
extracting second order texture information is based on the estimation of the second-order joint 
conditional probability density function[8,9] for the pixel (i, j), P(i, j | d, θ) for θ=0°, 45°, 90° and 
135°. The function P(i, j | d, θ) is the probability that two pixels which are located with an inter 
sample distance d and a direction θ. For an offset distance d=1, cooccurrence matrices are calculated 
for offset angles of 0°, 45°, 90° and 135°. and fourteen Haralick features can be extracted. 
B. Color Features 

Color is one of the most widely used features. Color features can be obtained by various 
methods. In this work color moments [12] has been used because the Color moment method has the 
lowest feature vector dimension and lower computational complexity. Three Color moments features 
such as mean,variance and skewness are calculated for each of the Color component. Hence for each 
MR color space converted brain image total 9 features of Color moments are obtained 
C. Shape features 

Shape provides geometrical information of an object in image, it is an important visual feature 
and it is one of the primitive features for image content description. In this study the shape features 
such as Centroid, eccentricity, Euler number, solidity, convex hull, equivdiameter, orientation, 
extrema, and extent are considered. 
Feature Selection with MC-SVM 

The numbers of texture, color and shape features extracted from the MR brain image can be 
irrelevant or redundant. Feature reduction improves classification by searching for the best features 
subset, from the fixed set of the original features, according to a given processing goal and a feature 
evaluation criterion: classification accuracy. Hence to reduce the large numbers of features to a 
smaller set of features in this work we used wrapper algorithm with multi-class SVM.  
Multi-class support vector machine (MCSVM) classifier  
Model Selection for Support Vector Machines  

Model selection is a crucial part for SVMs classifier design and still an ongoing research 
issue. This usually involves the kernel and the corresponding parameters selection. In our proposed 
methodology, we have used one-against-all multi-class SVM [13, 14] (MC-SVM) with following 
kernel functions such as 

•      

•  

• exp  

 In this article, we propose a feature ranking based wrapper algorithm [15] for multi-class 
SVM classification. Feature ranking is achieved by Information theoretic ranking criterion. In our 
proposed methodology, we have used one-against-all multi-class SVM (MC-SVM) with gaussian 
RBF kernel function which is as 

follows; exp  and we applied a grid search 

with 10-fold cross validation process to select the optimal parameters in this paper. Range values for 
C and sigma tested were 1 ≤C ≤100 and 0.05 ≤ σ (sigma) ≤2. Optimal values were experimentally 
determined equal to C= 10 and sigma = 0.5. The procedure is summarized below 

• Apply feature ranking technique on dataset using mutual information. Feature ranking 
is provided by Information theoretic ranking criterion. To measure the non linear 
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dependencies between a feature and the target, mutual information between each 
feature and the target is investigated in information theoretic approach. 

 The mutual information is defined by entropy I as: 
•       

       (33) 
Where p(xi) and p(y) are the probability densities of xi and y, and p(xi, y) is the joint 
density. The criterion I(i) is a measure of dependency between the density of variable 
xi and the density of the target y.  

• Select top k features and train MC-SVM with top k features then evaluate 10 fold 
cross validation accuracy. 

• Select k+i features and evaluate MC-SVM  
• Repeat step 3 until the accuracy of k+i≥k 
• Set maximum classification accuracy from the wrapper approach classification.  

Results and Discussion 
Twenty three Scans containing normal brain, twenty five scans containing benign tumor and 

hundred and two scan containing malignant T1-weighted brain tumor images were obtained from 
hospitals in Coimbatore and have been considered for this work. The images under study were 
acquired using the Siemens 1.5-Tesla MR Systems. Initially MR images are subjected to 
preprocessing using wiener filter. The performance of this filter is compared with wavelet filter 
method and shown in table 1. Fig2 shows the output of the preprocessed image using wiener and 
wavelet transform. It is seen that the wavelet performs well. Once the preprocessing is done convert 
all the MRI images into a RGB color space images then laplacian sharpening operator is applied to 
RGB color images in order to enhance both the intensity and the edge of the images. To retrieve 
important features to benefit the clustering process, the RGB color space is further converted to a CIE 
Lab color model. Segmentation was done by color based K-means approach .The sample image 
considered in this work and their respective outputs after RGB color space conversion,color 
sharpening and K-means Clustering Segmentation are shown in fig 3,4 .For the feature extraction step 
texture, color and shape features were estimated . In the proposed system 12 SGLDM measures with 
offset distance of 1 and offset angles of 0°, 45°, 90° and 135°are derived and nine color, nine shape 
features were extracted and used for obtaining optimized feature set. The wrapper algorithm with MC- 
SVM classification used to classify the input features into normal, benign or malignant. In the 
classification step MC-SVM with Gaussian RBF kernel is compared with linear and polynomial 
kernel functions. It can be concluded from the experimental results that Gaussian RBF kernel based 
MC-SVM is a promising technique for MRI brain image classification and give high classification 
accuracy with low error rate. 

The performance of the proposed method has been evaluated in terms of sensitivity, 
specificity and accuracy. Table 2 represents the performance comparison for classifier with different 
kernel functions. Here total 150 images are taken for training and testing. Among 150 images the 
Normal category is 23 images, benign 25 images, malignant 102 images are taken for training and 
testing which is classified using color based K-means and MC-SVM with different kernel functions. 
The results show that the proposed system with Gaussian RBF give better percentage of classification 
while compared to MC-SVM classifier with linear and polynomial kernel functions. Table 3 
illustrates the classification accuracy, sensitivity, specificity, area under curve and standard error for 
performing the proposed approach by using the common kernel functions including linear, polynomial 
and gaussian RBF. The experimental results have shown that the proposed method with gaussian RBF 
achieves good classification accuracy and less standard error while compared to MC-SVM classifier 
with linear and polynomial kernel functions. Therefore, it can be concluded that Gaussian RBF kernel 
based MC-SVM is a promising technique for MRI brain image classification  

The Receiver Operating Characteristic (ROC) curves are plotted with respect to sensitivity 
and specificity. The area under the ROC (AUC) curve is an important parameter to determine the 
overall classification accuracy of the proposed system. Fig 4 shows the comparison of ROC plot for 
MC-SVM classifier with linear, polynomial, Gaussian RBF kernel functions. It has been seen that, 
proposed method with Gaussian RBF has the highest (0.91) AUC whereas the other method give 
lesser (0.89, 0.86) value. Hence, proposed method provides a higher accuracy than other method. 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal        - Proceedings- 

805 
 

lasses No. of data for 
training/testing 

Number of correctly classified data Percentage of correct classification 
 

Color based K-
means with 

MC-
SVM(Gaussian 

RBF) 
 

 
Color 

based K-
means with 

MC-
SVM(Poly) 
 

 
Color 

based K-
means 

with MC-
SVM(Lin) 
 

 
Color based K-

means with 
MC-

SVM(Gaussian 
RBF) 

 

 
Color 

based K-
means with 

MC-
SVM(Poly) 

 
 

 
Color 
based 

K-
means 
with 
MC-

SVM( 
Lin) 

 
Normal 23/23 19 18 16 82.6 81.7 79.9 
Benign 25/25 23 23 21 92.4 92.4 89.3 

Malignant 102/102 99 98 96 98.7 97.1 95.1 
Average 91.6 90.5 88.5 

Legend: Lin - Linear; Poly - Polynomial; RBF - Radial basis function 
Table 2.Performance of the classifier 

 

Classification Technique Kernel 
used 

Sensitivity
% 

Specificity
% Accuracy% AUC Standard 

error 
Color based K-means with MC-

SVM(color+texture+shape 
features) 

 
Linear 90.12 80.54 89.17 0.86 0.04046 

Color based K-means with MC-
SVM(color+texture+shape 

features) 

 
Polynomi

al 
91.87 83.92 91.7 0.89 0.03924 

Color based K-means with MC-
SVM(color+texture+shape 

features) 

 
Gaussian 

RBF 
92.13 84.12 92.6 0.91 0.03340 

Table 3.Results of the classifier 

 
Fig 4.ROC analysis for tumor classification system 

 
Conclusion 

An improved automated classification technique using color-converted K-means clustering 
segmentation algorithm and wrapper algorithm with Multi-class SVM classifier with linear, 
polynomial, Gaussian RBF kernel functions for classifying Brain MRI as normal or abnormal (benign 
or malignant tumor) has been proposed and the performance is evaluated. It is concluded from the 
analysis that the multiple features, color converted K-means segmentation approach, the wrapper 
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approach MC-SVM with Gaussian RBF kernel function enhance the classification of MR brain image 
with normal and benign or malignant classes The proposed approach is efficient for classification of 
the human brain normal or abnormal (benign or malignant tumor) with high sensitivity, specificity 
and accuracy rates.  
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Abstract: 
In this research, the effects of different dietary protein and fat level, and various oil sources on the 
fattening performance and body carcass composition of rainbow trout (Oncorynchus mykiss)  was 
investigated during 14 weeks. 
Throughout the feeding period, it was found that dietary protein and fat level had affected the average 
live weight, live weight gain, feed conversion ratio, protein efficiency ratio (PER), specific growth 
rate (SGR) and carcass composition significantly (P < 0,01), although they had not effected the 
condition factor and the ratio of internal organs weight to total body weight. 
 Throughout the feeding period, it was determined that oil kinds had also affected the average live 
weight, live weight gain, feed conversion ratio, protein efficiency ratio (PER), specific growth rate 
(SGR) significantly (P < 0,01), while they hadn’t effected the carcass composition, condition factor 
and the ratio of internal organs weight to total body weight. 

 
 
Key Words: Rainbow trout (Oncorynchus mykiss), dietary protein level, dietary fat level, oils, growth 
performance, carcass composition  
 
Introduction 

The biggest problem that the world will be facing in the future is going to be the ever 
increasing human population and the hunger or malnutrition that comes with it. Therefore, every 
nation on earth has to investigate and utilize its natural sources wisely and obtain the maximum yield 
per cultivated land or animal production unit. This necessity has consequently directed most of the 
research conducted in agriculture for finding new resources or developing and efficient use of existing 
ones. 

It is obvious that food shortage caused by ever increasing human population on earth will only 
be alleviated by agriculture ventures that produce cost effectively. Aquaculture industry is no different 
than any other agriculture ventures and it will only be a part of sustainable food production if it 
maintains cost effectiveness and quality assured production. In parallel to the increment of intensive 
aquaculture production, aqua feed use in farms increased significantly in the last two decades. 
However, aqua feeds are expensive compared to the feeds of other farm animals and feed cost 
comprises of nearly 2/3 of the operating cost of any aquaculture farm during the whole production 
cycle. 

Farmed fish require high protein diets with an optimum amount of non-nitrogenous energy 
sources (mainly lipid and digestible carbohydrates) in order to grow rapidly to market size in an 
intensive fish farm (Lovell, 1988). Fish feeds generally contain 25 to 50 % of crude protein. Salmonid 
feeds, however, contain crude protein between 40 to 50 % in their diets. In order to maintain these 
high protein levels in aqua feeds, ingredients that contain high amount of crude protein levels are 
extensively used in feeds and comprised of almost 50 to 75 % of the ingredients in commercial aqua 
feeds. Of the ingredients that are classified as high protein ingredient, fish meal is the most important 
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one and it generally comprises of between 25 and 65 % of the ingredients used in salmonid diets 
(Akiyama, 1988; Akyurt and Erdogan, 1994). 

Protein is the most effectively used nutrient among other energetic nutrients in fish. Lipids 
and carbohydrates are used as an energy source on a lesser extent in fish. Therefore, It is required  
from aqua feeds that amino acids used in diets are mostly spent for depositing new proteins rather 
than used as an energy source to maintain basal metabolism in farmed aquatic animals. To achieve 
this, crude protein levels in diets are reduced and lipids and digestible carbohydrates are added to the 
diets to provide energy lost by reducing protein. However, It should be kept in mind that carnivourus 
fish species do not utilize complex carbohydrates well. Therefore, lipids remain as the only option to 
be considered to provide energy needs of these fish. In fact It was demonstrated that lipids as an 
energy source resulted in utilization of feed protein better for growth compared to carbohydrates (α-
starch and dextrose) in rainbow trout (Ogino et al., 1976). Similarly De la Higuera et al., (1977) 
investigated the effects of crude lipid levels in diets on protein and lipid apparent digestibilities in the 
rainbow trout. Authors found that crude lipid apparent digestibility were not correlated with the crude 
lipid levels in diets. Dietary crude lipid levels were also found not to influence the apparent protein 
digestibility in the trout. They also concluded that protein use for growth had significantly increased 
in relation to the increment in dietary crude levels.  

Luquet (1971) who investigated 4 diets containing 30, 40, 50, and 60 % crude protein and 
2297, 2530, 2652 and 2839 kcal ME (Metabolizable Energy)/kg diet respectively for 36 week-grow 
out period in the rainbow trout found that decrement in dietary crude protein level from 60 % to 30 % 
increased the feed efficiency ratio from 0.98 to 1.97 whereas trout fed diets in rich of protein and 
energy were found to have more body crude lipid levels.  

Takeuchi et al., (1978a) have employed feed with a protein level of 35% and oil with a level 
between 5-25% in their study for the determination of optimal energy / protein ratio in the feeds of 
rainbow trout. Growth and feed efficiency have increased in line with the increase in the oil content of 
the feeds and reached the maximum level when the oil ratio was 18%. The value of PER has also 
increased with the increase in feed fat and it has been reported that DE/protein ratio that must be 
obtained should be 130 in feed in order to ensure an optimal growth of rainbow trout. 

Takeuchi et al., (1978b)  in a study where they examined the impact of oil (5-20%) added to 
high-protein rainbow trout feed (54%) -casein was employed as the protein source-  have found that  
there is not a significant difference in terms of growth rate between the groups however they have 
found that feed containing 20% oil has led to better results compared to the  experimental feed 
containing 5% oil in terms of both growth rate and feed efficiency. 

Reinitz et al., (1978)  have examined the effect of various fat levels at two different protein 
levels in rainbow trout diets. In this study, it was determined feed fat achieve saving of 
protein. Growth has been associated with feed efficiency while increase in length has been associated 
with energy content of the feed. High fat containing fish feed has resulted in the accumulation of 
higher levels of fat in carcass and accumulation of lower levels of protein in these fish compared to 
the control group.  

Akiyama et al., (1981) in an experiment made with Oncorynchus  Keta,have examined  the 
relation between the need for protein in 9 and 12 °C water temperature and protein-fat requirement in 
ration. Researchers have reported that at both temperatures the feed containing 5% fat and 43% 
protein will require 38% protein when the level of oil is increased to 10%. 

Kim et al., (1988)   have applied feed containing 9.14%, and 21.0% fat and 31.0%, 38.0 % 
and 44.0 % protein for 12 weeks to 10 different groups of rainbow trout the initial weight which were 
46 g ad libitum.  The results have revealed that the feed where fish oil is used as feed oil in feeds with 
low protein (38%) and high fat (21%) and has the effect of achieving saving in terms of protein. 

Martins et al., (2006) have also used soybean oil replacing fish oil in trout diets as much as 
50% and reported that trout demonstrated better growth than that of fish in the control group. Yu and 
Sinnhuber (1981) Mugrditchian et al., (1981), Hartfiel et al., (1982), De La Hoz et al., 1987, Hardy et 
al., (1987) and Arzel et al., (1993) have reported similar results to our findings obtained in this study 
using trout and salmon. They also found that oil sources used in their diets have not a significant 
effect  on the feeding performance and body composition.  

For all these reasons, it has been sought in this study to identify more appropriate protein and 
fat levels through employment of two different proteins and vegetable oils (soybean and linseed oil) 
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and animal fats (tallow and fish oil) in trout rations and the impact ratio of fat and protein levels and 
fat varieties on the composition of carcass has also been researched by conducting the nutrient 
analysis of the carcasses of fish at the end of the experiment. 
 
Material and method 
Fish and feeds 

Juvenile rainbow trout used in this study were obtained from Istanbul University, Sapanca 
Freshwater Fishery Research Institute. The experiment was performed in a commercial trout farm 
with a total of 4800 randomly selected rainbow trout (Oncorhyncus mykiss, W.) (initial mean body 
weight, 17,3-17,7 g). Fish were stocked into 48 tanks at a rate of 100 fish per tank with 3 replication 
for each dietary treatment after they were counted.  
 Experimental diets were basically formulated to contain two protein levels at 45 and 35 CP% 
and two fat levels at 10 and 20 CF % on a dry matter basis. Four types of oils (soybean oil-SO, linseed 
oil-LO, tallow- T and fish oil-FO) were included in each of the CP and CF combination diets. 
Therefore a total 16 feeds were investigated in this research (Table 1). Dietary treatments were also 
formulated to contain between 3200 and 3750 kcal/kg DE (Digestible Energy) depending on the crude 
fat (CF) level of the diets (10 % vs 20 %, Table 2). Before adding to the diet mixtures, feedstuffs were 
ground to medium fine size (0.3 mm) and pelleted using a meat grinder. Pellet sizes were adjusted to 
have 3 mm diameter and 6 mm in length.  
Feeding trial 

The research was conducted in plastic tanks sized 200 L×50 W×60 H cm. Water was 
distributed with PVC pipes for each tank. The water flow rate was fixed at 2 L/min  for all treatments, 
therefore almost 5 times of total water volume was changed with fresh water daily. Values of pH (D-
51 Horiba), dissolved oxygen and water temperature (OM-51 Portble Dissolved Oxygen meter) 
measured periodically and detected as 7.5; 16.3-16.7; 7.9-8.2 respectively. 

Fish were fed twice a day, morning (9 AM to 10 AM) and evening (5 PM to 6 PM) to 
apparent satiation. Utmost care was given that all the feed was consumed by the fish each feeding 
period. The daily feed intake was recorded throughout the experimentation. Fish were starved for 24 h 
before bi-weekly weigh gain measurements and batch measurements were performed for each tank in 
dietary treatments.  
Chemical  analysis and calculations  

At the end of the experiment, fish weight gain, FCR, PER8, SGR9, CF 10 and survival rate 
were calculated as given in the end note. Just before the start of the experiment, 5 fish were randomly 
collected and killed for the initial proximate carcass analysis. 5 fish from each treatment were also 
randomly selected and sacrificed and pooled for total body and carcass chemical composition analyses 
at the end of experiment. The chemical compositions of carcass, complete feeds and feedstuffs were 
measured following standard AOAC methods (AOAC, 1995). Feed, whole fish and fillet proximate 
composition analysis are given in Table 2 and 4. 
Statistical analyses 

16 combinations composed of three factors (dietary protein levels, dietary fat levels and oil 
types) were used in each application with three replicates of factorial experimental design. The mean 
final body weights in each treatment were subjected to statistical comparisons using ANOVA. All 
statistical analyses were carried out using the Minitab (v12) program. Results and Mean differences 
between treatments were tested for significance (P<0.01 and  P<0.05) by Tukey’s multiple range test. 
Results presented in Table 3 and 6 are reported as means ± SD (n=3, 5 and 5 respectively). 

                                                 
8  
9  
10  
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 Table 1. Biochemical Composition of Experimental Fish Diets, %. 

 Feeds including 45% CP Feeds including 35% CP 
Feed Ingredients Feeds including 10 % CF Feeds including 20 % CF Feeds including 10 % CF Feeds including 20 % CF 
 SO LO T FO SO LO T FO SO LO T FO SO LO T FO 
Fish Meal 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 31.11 
Meat-Bone Meat  5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 
Soybeaan meal 28.22 28.22 28.22 28.22 30.00 30.00 30.00 30.00 5.88 5.88 5.88 5.88 5.00 5.00 5.00 5.00 
Corn Gluten 6.22 6.22 6.22 6.22 6.69 6.69 6.69 6.69 1.89 1.89 1.89 1.89 4.16 4.16 4.16 4.16 
Wheat Gluten 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 
wheat midds 16.55 16.55 16.55 16.55 3.90 3.90 3.90 3.90 42.75 42.75 42.75 42.75 31.02 31.02 31.02 31.02 
Soybean Oil 4.68 - - - 15.00 - - - 4.41 - - - 14.71 - - - 
Linseed Oil - 4.68 - - - 15.00 - - - 4.41 - - - 14.71 - - 
Tallow - - 4.68 - - - 15.00 - - - 4.41 - - - 14.71 - 
Fish Meal - - - 4.68 - - - 15.00 - - - 4.41 - - - 14.71 
D. C. P. 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 
Mineral Mix.a 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 
Vitamin Mix.b 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 
Vitamin C 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 
Dl-Methionine 0.52 0.52 0.52 0.52 0.60 0.60 0.60 0.60 0.76 0.76 0.76 0.76 0.80 0.80 0.80 0.80 
L- Lysine - - - - - - - - 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
Lignobondc 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
Oxigardd 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 
TOTAL 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 

a  M-1 (g/kg of DM): 80.000 mg Mn, 35.000 mg Fe, 50.000 mg Zn, 5.000 mg Cu, 2.000 mg I, 400 mg Co, 150 mg Se. 
b V-221 (mg/kg or IU/ kg of DM): 4.800.000 IU Vitamin A, 800.000 IU Vitamin D3, 12.000 mg Vitamin E, 1.200 mg Vitamin K3, 1.200 mg thiamine, 2.400 mg riboflavine, 
2.000 mg Vitamin B6, 6 mg Vitamin B12, 10.000 mg niacine, 16 mg biotin, 3.200 mg Calcium pantothenat, 400 mg folic acide, 120 mg Cholin chlorid, 20.000 mg Vitamin C. 
c  This commercial product is used as pellet binder. 
d Antioxidant powder. 
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Table 2. Nutritional Composition of Experimental Feeds, %. 

Feeds Dry 
Matter 

Organic 
Matter 

Crude 
Protein 

Crude 
Oil 

Crude 
Cellulos

e 

Nitrogene 
Free 

Matter 

Crude 
Ash 

Ca P Lysinea Met.+ 
Cys.a 

DE,   KJ/kg 

45CP10SO 91.10 83.21 44.98 9.98 2.68 25.57 7.89 2.96 1.96 2.29 1.50 13.39 
45CP10LO 91.14 82.93 45.01 9.87 2.65 25.40 8.21 2.81 2.01 2.29 1.50 13.39 
45CP10T 90.89 83.28 44.86 10.03 2.96 25.43 7.61 2.88 1.93 2.29 1.50 13.39 
45CP10FO 90.13 82.57 44.91 10.03 3.01 24.62 7.56 2.91 1.90 2.29 1.50 13.39 
45CP20SO 90.89 83.22 44.71 19.84 2.46 16.21 7.76 3.11 1.81 1.84 1.51 15.69 
45CP20LO 91.56 84.04 45.01 20.12 2.45 16.46 7.52 3.03 1.78 1.84 1.51 15.69 
45CP20T 91.75 84.22 44.96 19.96 2.61 16.69 7.53 2.98 1.76 1.84 1.51 15.69 
45CP20FO 90.86 83.45 45.01 20.03 2.40 15.94 7.41 3.20 1.75 1.84 1.51 15.69 
35CP10SO 91.55 84.59 34.34 9.97 1.70 38.58 6.96 2.95 2.04 2.08 1.50 13.39 
35CP10LO 91.80 84.54 34.83 10.26 1.58 37.87 7.26 2.94 2.01 2.08 1.50 13.39 
35CP10T 90.76 83.63 35.01 9.96 1.61 37.05 7.13 2.87 1.96 2.08 1.50 13.39 
35CP10FO 90.29 83.40 35.02 9.98 1.55 36.85 6.89 2.88 1.97 2.08 1.50 13.39 
35CP20SO 91.01 84.23 34.95 20.16 1.34 27.78 6.78 2.93 1.96 2.00 1.50 15.69 
35CP20LO 91.08 83.99 35.03 19.89 1.43 27.64 7.09 2.97 1.94 2.00 1.50 15.69 
35CP20T 90.16 83.61 34.77 20.04 1.37 27.43 6.55 3.01 1.93 2.00 1.50 15.69 
35CP20FO 90.41 83.50 35.12 20.13 1.29 26.96 6.91 2.94 1.94 2.00 1.50 15.69 
 

a As a rate of dietary protein (N.R.C. 1981). 
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Results and Discussion 
The results obtained in this experiment are summarized in Table 3 and 4. The effect of protein 

level on live weight gain was found significantly (P <0.01). Our results are in agreement with 
Austreng and Refstie (1979), Tabachek (1986) and Heinen and Hankins (1995) findings. These 
authors have also demonstrated that live weight gain was affected by increasing level of protein in 
diets. Because fish could use protein both for supplying energy and routine metabolism function of 
cold water fish like trouts, need high level protein and non-nitrogenous energy sources (mainly fat and 
carbohydrates) in their feeds. As a matter of fact it can be seen that these carnivorous fish have 
consumed high level protein foods in the wild life when compared with warm water fish. However, 
high protein demands of trout can be reduced by addition of oil to feeds and it can be ensured that fish 
use protein for body mass production. Our study has also revealed that protein levels could be reduced 
by addition of fat to rations. The results of the experiment have shown that rations containing 35% 
protein and 20% fat and 45% protein and 10% fat generally leads to similar results in trout diets. As 
such, it has been determined that increase of the fat level in the ration has led to demonstrated in trout 
protein sparing effect in juvenile rainbow trout. Overall findings of this study are in line with the 
findings obtained by Luquet  (1971),   Reinitz  et al. (1978) and Akiyama et al. (1981). Furthermore, 
It was found that live weight gain also was increased by the increment of lipid levels in diets 
throughout the study (P<0.01).  These results were supported by the findings of Takeuchi et al. 
(1978b), Tabachek (1986), Kim et al. (1988) and Heinen and Hankins (1995). Different oil sources 
than fish oil used in the experiment had no effect on body weight gain of the live fish 
insignificant. But the small differences observed in live weight gain among treatments could be 
attributed to the different digestibility of fats or fish oil included diet was more palatable to the trout.  
Several studies have also revealed that using vegetable oils in fish feed partly or wholly do not have 
negative effects on the growth performance and body composition (Luzzana et al., 1994;  Figueiredo-
Silva et al., 2005; Mourente et al., 2006; Güler and Yıldız, 2011; Parpoura et al., 2011). 

It was determined in this study that feed intake of fish fed 35% CP and 10% CO was 
significantly higher than that fish in other dietary treatments (P <0.01) and their FCR rates were better 
(P <0.01).This can be explained by the fact of that fish consume more feed to fulfill their energy 
requirements. Furthermore, when the impact of oil varieties on feed consumption were analyzed it 
was thought that higher consumption of feed containing animal-derived fats than  plant- derived oils is 
due to the fact that animal-derived fats are more palatable than  the latter. The findings obtained in 
this research is similar to the results obtained by Luquet (1971), Takeuchi et al. (1978b), Austreng and 
Refstie (1979), Heinen and Hankins (1995), De La Hoz  et al. (1987), Teskeredzic (1990), Akyurt and 
Erdogan (1993) and Arzel et al. (1993).  

Increase in the level of oil in the ration has led to increase of PER and therefore better 
utilization of protein (P <0.01). During the feeding period it has been determined that feeds containing 
fish oil containing diets provided better PER and this ratio is significantly lower in the fish fed tallow,  
soybean and linseed oil (P <0.01). The findings of the experiment are coherent with the results 
obtained by Takeuchi et al. (1978a) De La Higuera et al. (1977) and Silver et al. (1991). 

During the feeding period it has been determined that both protein and fat levels have 
significant effects on specific growth rate (SGR, P <0.01).  SGR of fish has increased in parallel with 
the increase of the level of protein and fat in diets. Silver et al. (1991) and Arzel et al. (1993) have 
also obtained similar findings to this study conducted experiments using rainbow trout.  
  Moreover, It also has been determined that protein level have significant effect on the body 
composition of fish in this experiment (P <0.01). Moisture, crude fat and crude ash contents were all  
reduced in the carcass in parallel with the increased protein level of feed and accumulation of protein 
content has increased due to the crude protein levels in diets. These findings were also supported by 
the findings of Austreng and Refstie (1979) and Heinen and Hankins (1995). Crude oil levels in the 
body composition have also increased in parallel with the increased fat level of the diets whilst the 
content of crude protein and moisture have decreased. Findings of Luquet (1970), Reinitz et al. 
(1978), De La Higuera et al. (1987), Silver et al. (1991), Akyurt and Erdogan (1993), Arzel et al. 
(1993) and Heinen and Hankins (1995) have also supported our findings obtained in this experiment.  

Researches have revealed that oil sources of feeds had no significant effect on the body 
proximate composition of fish. Hıowever, Mugrditchian et al. (1981) and Hartfiel et al. (1982)  have 
also reported similar results to this experiment. 
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In coclusion; 
*Protein sparing effect can be achieved in fish if the level of proteins in diets is reduced oil is 

cheaper and protein sources to be used in feed are scarce or expensive; 
*By adding cheaper and digestible plant oil or animal originated fats as an energy source in 

trout diets, soybean oil, linseed oil, and tallow can be partially or completely substituted for the fish 
oil;   and 

*Inasmuch as the results of many studies on this subject are different from each other more 
research needs to be done to classify the optimal replacement levels of fish oil in the rainbow trout for 
the future development of trout diets.  
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Table 3.  Average initial weight (WG), final weight, weight gain, feed intake (FI), FCR, SGR, PER and survival rate for rainbow trout  fed different diets for 84 
days.a  
 Protein Ratio Lipid Ratio Oil Sources 
Item 35 % 45 % 10 % 20 % SO LO T FO 
         
Trial Period, day 84 84 84 84 84 84 84 84 
Total Fish Num. 2400 2400 2400 2400 1200 1200 1200 1200 
Survival Rate, % 94 96 92 94 92 93 93 95 
Initial Weight, g 17.54 ± 0.014 17.53 ± 0.014 17.53 ± 0.014 17.54 ± 0.014 17.57 ± 0.021 17.51 ± 0.021 17.56 ± 0.021 17.50 ± 0.021 
Final Weight, g 178.15 ± 0.750 b 196.77 ± 0.750a 179.41 ± 0.750 b 195.51 ± 0.750 a 187.65 ± 1.061b 185.35 ± 1.061b 184.24 ± 1.061b 192.60 ± 1.061a 
AWG, g 160.61 ± 0.717b 179.24 ± 0.717a 161.88 ± 0.717b 177.97 ± 0.717a 170.08 ± 1.014b 167.84 ± 1.014b 166.68 ± 1.014b 175.10 ± 1.014a 
FI, g 238.81 ± 1.012a 214.66 ± 1.012b 237.63 ± 1.012a 215.84 ± 1.012b 226.19 ± 1.431b 226.06 ± 1.431b 232.20 ± 1.431a 232.20 ± 1.431a 
FCR 1.49 ± 0.005b 1.21 ± 0.005a 1.48 ± 0.005b 1.22 ± 0.005a 1.34 ± 0.007b 1.37 ± 0.007b 1.41 ± 0.007a 1.28 ± 0.007c 
PER 1.94 ±  0.007a 1.86 ±  0.007b 1.72 ±  0.007b 2.08 ±  0.007a 1.90 ±  0.010b 1.87 ±  0.010b 1.82 ±  0.010c 2.00 ±  0.010a 
SGR 2.758 ±  0.0050b 2.877 ±  0.0050a 2.76 7±  0.0050b 2.867 ±  0.0050a 2.817 ±  0.0050b 2.805 ±  0.0050b 2.796 ±  0.0050b 2.851 ±  0.0050a 

 
Table 4.  Nutritional composition of carcass in initial and final of the trial.a 
 Protein Ratio Lipid Ratio Oil Sources 
Item 35 % 45 % 10 % 20 % Soybean Oil Linseed Oil Tallow Fish Oil 
         

Initial 

Moisture 79.41 ± 0,09 
Crude Protein 17.36 ± 0.43 
Crude Oil 1.95 ± 0.037 
Ash 1.28 ± 0.011 

Final 

Moisture 72.25 ± 0.092a 71.74 ± 0.092b 72.93 ± 0.092a 71.07 ± 0.092b 72.11 ± 0.130 71.85 ± 0.130 71.88 ± 0.130 72.16 ± 0.130 
Crude Protein 18.75 ± 0.054b 19.84 ± 0.054a 19.78 ± 0.054a 18.81 ± 0.054b 19.24 ± 0.077 19.44 ± 0.077 19.11 ± 0.077 19.39 ± 0.077 
Crude Oil 4.54 ± 0.015a 3.68 ± 0.015b 3.48 ± 0.015b 4.74 ± 0.015a 4.12 ± 0.021 4.11 ± 0.021 4.15 ± 0.021 4.06 ± 0.021 
Ash 1.35 ± 0.004a 1.30 ± 0.004b 1.33 ± 0.004 1.32 ± 0.004 1.33 ± 0.006 1.32 ± 0.006 1.33 ± 0.006 1.33 ± 0.006 

a Results are means ± SD (n=3; n=5). Averages followed by different letters in the same parameter column are significantly different (P <0.01) by Tukey’s 
test. 
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Abstract: 
It is essential from the public health point of view, that the Macedonian regulatory agencies 
implement a monitoring surveillance program that not only uses preliminary screening methods for 
the determination of clenbuterol, but also uses confirmatory methods such as MS techniques. Thus, 
the aim of this work was to monitor the presence of clenbuterol residues in bovine meat muscle 
collected from the veterinarian inspectors, using screening and confirmatory methods. From 55 
bovine meat samples analyzed by the ELISA test, 1 (1.8%) of presented clenbuterol residues was 1.19 
µg/kg, 7 (12.7%) from 0.5 to 1.0 µg/kg, 13 (23.64%) from 0.1 to 0.5 µg/kg and 34 (61.82%) were 
below the limit of detection (LOD) of 0.1 µg/kg. In this study, from twenty one meat samples 
analyzed by GC-MS only one sample was confirmed positive for clenbuterol. The obtained results 
indicated that clenbuterol was still illegally used as a bovine growth promoter. 

 
Key Words: Clenbuterol, residues, EU, ELISA, GC-MS, bovine meat 
 
Introduction 
    Clenbuterol is used in human and veterinary medicine for its broncholytic and tocolytic 
action. In 5-to 10- fold the therapeutic doses, clenbuterol acts as a repartitioning agent to improve the 
performance of food-producing animals. Such a growth-promoting dose of clenbuterol influences 
animal growth and carcass composition by increased muscle mass and decreased fat mass, 
presumably through a direct effect of BAA on skeletal muscle and adipose tissue, indirect effect on 
many other tissues, or a combination of both. The monitoring of raw meat and poultry for drugs and 
chemical residues is necessary to ascertain that approved compounds are not misused and are not 
presenting a danger to consumers. Beta-agonists are a group of veterinary drugs that have been used 
illegally in some countries as they have a similar action to anabolic steroids in altering body 
composition (1). Beta-agonists act by impeding the uptake of adrenal hormones by nerve cells and 
stimulation of the cardiovascular system. When the treatment is prolonged, they also induce a 
redistribution of fat to muscle tissues (2). The beta-agonist clenbuterol has been implicated in several 
food poisoning cases in European countries (3). The use of b-agonists for growth promoting purposes 
in farm animals is not permitted in the European Union (EU), the United States of America (USA) 
and most other countries. The maximum residue limits (MRL) set by the EU are 0.1 µg/kg for muscle 
and 0.5 µg/kg liver and the MRL recommended by the WHO and the Codex Alimentarius are 0.2 
µg/kg for muscle and 0.6 µg/kg for liver (4). Nevertheless, several cases of food poisoning between 
1989 and 1992 were reported in Spain and France when liver containing high levels of clenbuterol 
were consumed (3). It is essential from the public health point of view, that the Macedonian 
regulatory agencies implement a monitoring surveillance program that only uses preliminary methods 
for the determination of clenbuterol. Although immunoassay techniques are very sensitive, the 
potential lack of specificity is a drawback that may result in false positives since other compounds of 
similar chemical structures present cross-reactivities (5-6). Therefore results of screening analysis 
should be confirmed by gas or liquid chromatography-mass spectrometric analysis (GC-MS) (7-9). 
The EU suggested the use of tandem mass spectrometry, also known as MS-MS, for the acquisition of 
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one parent ion and two product ions for the unambiguous GC-MS identification of the forbidden b-
agonists (10). It is known that MS  can provide significantly more informations than standard mass 
spectrometry (MS) in cases where the analytes exhibit a similar primary fragmentation. This is 
because product ion mass spectra can be significantly different even for similar analytes, 
thusproviding enhanced structural information with increasing selectivity of the analytes of interest 
(11). Additionally, MS-MS offers a number of advantages over single MS since the former provides 
discrimination between analytes on the basis of chromatographic properties (retention time), parent 
ion (MS1) and daughter ion (s) (MS2) (12). Thus, the aim of this work was to monitor the presence of 
clenbuterol residues in bovine meat muscle collected from the veterinarian inspectors by using 
screening and confirmatory methods. 
 
Material And Methods  
Reagents 
    Clenbuterol HCl, potassium dihydrogen phosphate, perchloric acid, bis(trimethylsilyl)- 
trifluoro-acetamide (BSTFA), formic acid, ethyl acetate, methanol and n-heptane were from Sigma 
(St. Louis, MO, USA). Trisbuffer (hidroximetyl- aminomethane) was from Bio-Rad (Richmond, CA, 
USA). The immunoenzymatic test was carried out by using an ELISA kit for clenbuterol and other 
β2-adrenergic agonists (r-Biopharm, Darmstadt, Germany). Sodium hydroxide and hydrochloric acid 
were from Merck Darmstadt, Germany). All solvents were of HPLC grade. 
 
Samples 
    A total of 55 bovine meat samples were screened for the presence of clenbuterol as part of 
national monitoring residue plan. The samples were collected within period of 6 months as they were 
delivered by the authorised veterinary inspectors. Samples were kept frozen at -20 ºC until analysis. 
 
Clenbuterol analysis by ELISA (screening test) 
    A Ridascreen clenbuterol kit for ELISA was provided by R-biopharm (Darmstadt, Germany). 
Each kit contained a microtiter plate with 96 wells coated with antibodies to rabbit IgG, clenbuterol 
standard solutions (0, 100, 300, 900, 2700 and 8100 ng/L), peroxidase-conjugated clenbuterol, anti-
clenbuterol antibody, substrate/chromogen solution, stop reagent, conjugate and antibody dilution 
buffer, and washing buffer. The extraction and clean-up procedures were those described by the 
ELISA kit manufacturer (r biopharm, Darmstadt, Germany). Minced meat samples (2 g) were 
homogenized for 30 min with 6 mL of methanol in 50 mL centrifuge tubes by using an Ultra-Turrax 
homogenizer, and centrifuged for 10 min at 4000 rpm at room temperature (20-25ºC). Then 4 ml  of 
methanolic solution was transferred into a new centrifugal vial and evaporated to dryness at 50ºC. The 
dry residues were dissolved in 2 ml n-hexane than was added 1 ml sample dilution buffer and mixed 
vigorously for 30 sec. After mixing the sample was centrifuged for 10 min at 4000 rpm at room 
temperature (20-25ºC). The aqueous (lower) phase was transferred into a new vial. 
Two 20 µL aliquots of this extract were used for the ELISA test. Data were analyzed using a special 
software RIDAWIN ELISA (R-Biopharm, Darmstadt, Germany). The mean absorbance values 
obtained for the standards and the samples divided by the absorbance value of the first standard (zero 
standard) and multiplied by 100 was the % absorbance. The zero standard was thus made equal to 
100% and the absorbance values were quoted in percentages. The method recovery was evaluated by 
fortifying negative meat samples with clenbuterol standards (0.1, 0.5, 1.0 and 5.0 µg/kg). 
 
Validation of the ELISA method  

The GC-MS method for determination of clenbuterol was validated for the recovery and 
repeatability. Clenbuterol-free meat samples were spiked at four concentration levels in the range 
from 0.1 to 5.0 µg/kg.  
 
Clenbuterol analysis by GC-MS (confirmatory method) 

Briefly, minced meat samples (1 g) were homogenized with 1 mL of tris-buffer (50 mM, pH 
8.5). Then, 2 mL of n-heptane were added, vortexed for 2 min and centrifuged at 10000 rpm for 15 
min at 4 ºC. The upper organic layer was discarded and the extraction was repeated. Concentrated 
perchloric acid (0.5 mL) was added to the meat extract, mixed for 20 min and centrifuged for 15 min 
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at 10000 rpm at 4 ºC. The supernatant was collected in a tube containing 300 mL of 1M NaOH and 
mixed for 5 min. Then, 4 mL of 500 mM KH2PO4-buffer (pH 3) were added, the pH was adjusted to 
pH 6 and the extract was stored at 4 ºC for 1 h. Finally, the entire supernatant was purified by solid-
phase extraction on a C18 column. The C18 column was first rinsed with 6 mL of 100% methanol. 
After the methanol was eluted, the column was equilibrated with 2 mL of 1 M phosphate (KH2PO4) 
buffer (pH 3). Then, the sample was loaded, and the column was rinsed with 2 mL of 1 M phosphate 
(KH2PO4) buffer (pH 6). The sample was eluted with 1.5 mL of 100% methanol and the eluate was 
evaporated to dryness under continuous flow of nitrogen at 45 to 50 ºC. 
 
 Derivatization 

The sample residue was dried before derivatization. Then 50 µL of 1% TMCS/BSTFA was 
added, vortex, mixed and kept and heated at 80 ºC for 60 min. Once the derivatization process was 
completed, the solution was evaporated to dryness under continuous flow of nitrogen and 
reconstituted in 50 µL of toluene. Finally, 2 µL of this solution were injected into the gas 
chromatograph.The series standard solutions were derivatized simultaneously. 
 
GC-MS conditions 

GC-MS analysis was carried out with an Agilent 7890 A Gas chromatograph and Agilent 
5975 C mass selective detector. GC was equipped with electronic pressure control unit, auto injector 
G 4513 A. Injection was done in splitless mode onto a 30m x 0.25 mm i.d. fused silica capillary 
column (HP-1 MS) with a 0.25 µm film thickness. The initial oven temperature was 70ºC and was 
programmed to 200ºC at 25ºC/min, hold for 6 min and finally to 300ºC at 25ºC/min and hold for 5 
min. Helium was used as carrier gas with a constant flow of 1.5 ml/min. Injection port and transfer 
zone temperatures were 250ºC and 280ºC, respectively. The mass spectrometer conditions were as 
follows: electron impact ionization voltage 70 eV for both SCAN and selected ion monitoring (SIM) 
mode. 
  
Results  

In this study a commercial ELISA kit was used for presumptive clenbuterol detection and 
quantification, however performance of the kit was not clearly described by the manufacturer and 
validation of the actual performance of the immunoassay with the sample matrix was carried out. The 
obtained calibration curves for the ELISA method in the range 100-8100 ng/L in linear and 
exponential form are presented on Figure 1. The curve equation y=-0.1283∙Ln(x)+1.2834, where y 
was relative absorbance (%) and x was clenbuterol concentration in ng/L, was utilized for determining 
clenbuterol concentration in meat samples, obtaining high regression coefficient (R2=0.999).  
 
Fig 1. Calibration curve for clenbuterol standards (0 - 8100 ng/L) 
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The ELISA method performances were confirmed through the validation experiments for the recovery 
and repeatability (Table 1). Good recoveries of 72.0 to 84.2% were observed at levels of 0.1 to 5.0 
µg/kg of clenbuterol fortification, followed by coefficient of variation lower than 6%.  
 

Table 1. Validation procedure for meat samples fortified with clenbuterol standard 
 

Validation 
parameter 

No. of 
replicates 

Spiked 
concentration 

(µg/kg) 

Determinated 
concentration 

(µg/kg) 

Mean 
recovery 

(%) 

Coefficient 
of 

variation 
(%) 

 
Recovery 

6 
6 
6 
6 

0.10 
0.50 
1.00 
5.00 

0.072 
0.421 
0.799 
3.991 

72.0 
84.2 
79.9 
79.8 

0.82 
3.32 
1.50 
3.01 

 
Repeatability 

18 
18 
18 
18 

0.10 
0.50 
1.00 
5.00 

0.075 
0.389 
0.773 
4.015 

74.9 
77.8 
77.3 
80.3 

2.82 
1.42 
5.73 
1.60 

 
55 meat samples were tested applying the validated screening method. Twenty one of them were 
considered to be potentially positive, and further were subjected to a confirmatory GC-MS method. 
On Figures 3 and 4 a typical selected ion monitoring (SIM) chromatogram for clenbuterol-free and 
positive meat sample, respectively, are presented.  
 

Fig 3. Typical GC-MS chromatograms of TMS clenbuterol derivates – blank meat sample 
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Fig 4. Typical GC-MS chromatograms of TMS clenbuterol derivates – positive meat sample 

 
Clenbuterol was confirmed by comparison of the mass spectra of the reference standard 

solution of clenbuterol and analyzed samples, following the criteria laid down in Commission 
Decision (93/256/EEC). In electron impact mode the spectrum of the clenbuterol derivative, obtained 
by derivatisation with BSTFA +1 % TMCS shows the following diagnostic ions at m/z: 57, 86, 212, 
243. (Figure 5). 
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Fig 5. Mass spectrum of clenbuterol mono-TMS derivate 

 Discussion 
Determination of clenbuterol in bovine meat by ELISA (screening test) 
 

The ELISA technique showed very high correlation between clenbuterol concentration (in 
µg/kg) and relative % of absorbance. The calibration curve constructed for the ELISA determinations 
followed a relationship with a highly significant (P<0.01) coefficient of multiple determination 
(R2=0.999). The efficiency of clenbuterol extraction by the ELISA technique was evaluated by 
analyzing clenbuterol fortified meat samples. Good recoveries of 72.0 to 84.2% were observed at 
levels of 0.1 to 5.0 µg/kg of clenbuterol fortification (Table 1). The only study that reported 
clenbuterol recovery from meat products was much lower (63%) at a fortification level of 0.4 µg/kg 
and determined by LC-MS-MS (13). Similarly, clenbuterol recoveries of 44-75% from urine samples 
spiked with 0.2 to 1.5 µg/kg were detected by using ELISA (14). On the other hand, very good 
clenbuterol recoveries were (93-94%) reported previously for bovine liver samples fortified with 0.5 
to 2.0 µg/kg and analyzed by GC-MS-MS (10) or those (95-113%) reported for liver samples fortified 
with 1.0-2.0 µg/kg and analyzed by ELISA (15). Therefore, for the quantitative determination of 
clenbuterol either in animal tissues or urine, it is important to perform recovery studies to ensure the 
accuracy of the method, since most important for the screening test is to obtain an acceptable low 
number of false negative results. A large number of false negative results were reported by the 
European residue control laboratories as a result of an interlaboratory study (16). On the other hand, 
other studies reported high rates of false positives in meat and urine samples, when the presumptive 
ELISA results were confirmed by GC-MS (17). It has been reported that commercial ELISA kits for 
the analysis of clenbuterol present cross reactivity with other β-agonists of similar structures (6). 
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Indeed, high cross reactivities were reported for the ELISA kit used in this study. Thus, confirmation 
of the ELISA test should always be carried out by chromatographic methods coupled to spectrometric 
methods (18). The limit of detection (LOD) for the ELISA test was at the lowest concentration of 
clenbuterol standard used in the standard curve (0.1 µg/kg), although the manufacturer reported a 
LOD of 0.3 µg/kg. The reproducibility of the technique was very good since coefficients of variation 
determined for clenbuterol standards and meat samples were lower than 0.6 and 2.5%, respectively. 
From 55 bovine meat samples analyzed by the ELISA test, 1 (1.8%) of presented clenbuterol residues 
was 1.19 µg/kg, 7 (12.7%) from 0.5 to 1.0 µg/kg, 13 (23.64%) from 0.1 to 0.5 µg/kg and 34 (61.82%) 
were below the limit of detection (LOD) of 0.1 µg/kg (Table 1). According to the maximum residue 
limited (MRL) recommended by the WHO and the Codex Alimentarius of 0.1 µg/kg, 21 (38.18%) 
samples would be considered presumptive positive samples. However, the samples analyzed in this 
study presented clenbuterol concentrations much lower than those reported for cases of food 
poisoning documented in several countries (19-22). Samples implicated in documented cases of food 
poisoning in different countries reported clenbuterol concentrations of 161 to 291 µg/kg (3), 375 to 
500 µg/kg (22) and 19 to 5395 mg/kg (23) in veal liver or 450 µg/kg (21) and 800 to 7400 µg/kg (24) 
in meat samples. These documented cases presented clenbuterol concentrations much higher than the 
MRL set by the EC. For this reason, twenty one  samples (38.18%) with the clenbuterol residues 
above LOD (0.1 µg/kg) found in this study were subjected to confirmatory analysis by GC-MS. 
 
 Identification of clenbuterol in bovine meat by GC-MS (confirmatory method) 
    Clenbuterol was derivatized with 1% TMCS/BSTFA, to form a mono-trimethyilsilyl (TMS) 
derivative which gave a typical most abundant precursor ion of m/z = 86. This fragment ion was 
selected as the primary ion, and it was utilized to confirm unequivocal presence of clenbuterol at the 
retention time of 11.317 min (Figure 4). The other identification product ions, when the clenbuterol-
TMS was subjected to MS, were fragments with m/z = 57, 212, and 243. A clenbuterol-free meat 
sample analyzed by GC-MS showed the absence of the clenbuterol peak (Figure 3). On the other 
hand, a typical chromatogram of a clenbuterol fortified meat sample analyzed by GC-MS showed the 
clenbuterol peak at retention time of 11.317 ± 0.02 min (Figure 4). 

In this study, the twenty one meat samples analyzed by GC-MS only one sample was 
confirmed positive for clenbuterol. For the confirmation of clenbuterol residues in the meat samples, 
the relative intensities of the product ions corresponded to those of the standard analyte (± 10%). 
According to the European Commission Decision 2002/657/EC (18), the relative abundances of all 
diagnostic ions monitored for the analyte should match those of the standard analyte or from spiked 
samples at comparable concentrations, preferably within a margin of ± 10%. The illegal use of 
clenbuterol as a growth promoting agent has been well documented to have occurred in Europe, Asia, 
and North and Central America, spanning a time frame of nearly a decade. Much of the detected 
illegal use of clenbuterol in Europe have occurred in spite of the European ban of all anabolic 
compounds in animal production. Extensive illegal use of clenbuterol and others b-agonists have not 
been halted by the ban, and the problem of unsafe residues in food remains. In fact, the most recent 
food poisoning outbreak caused by clenbuterol residues in meat was reported in Portugal in 2005 (20). 
Although samples were collected from the authorized veterinarian inspectors and mostly it comes 
from meat samples collected from different farms and slaughterhouses  in Macedonia, but still remain 
questionable from meat samples who are imported from the different countries in Macedonia. Thus, 
this initial study should be useful as a first attempt to gain some insight in the illegal use of 
clenbuterol by some Macedonian meat producers. 
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Abstract: 
Diabetes is a metabolic  disorder characterized  by hyperglycemia, hypertriglyceridemia  and  
hypercholesterolemia, resulting from defects in insulin secretion or action or both. India  is known as 
the diabetic  capital of the world. The  study  of  plants  having  antihyperglycemic  and  
hypolipidemic  activities  gives  a  new  approach in the  treatment  of  diabetes  mellitus. The study  
was carried out to  evaluate  the  antidiabetic  and  hypolipidemic  activity  of  ethanolic  extract  of   
seeds  of  Eriobotrya   japonica (EBJS)  in  alloxan  induced  diabetic  albino  rats.  Diabetes  was  
induced in  albino  rats  by  administration  of  alloxan  monohydrate (120 mg/kg) by intraperitoneal 
route. Rats  were  divided  into 6   groups  of  6  animals each.    Group I  served  as  non-diabetic  
control, Group   II  as  diabetic  control,     Group IIIrd received  antidiabetic standard  drug (10  mg/kg  
of  glibenclamide)  Group IV and Group  V    received   100 and  200  mg/kg  b.w  of  EBJS.  Blood  
samples  were  analysed  for  blood  glucose  on  day  1,4,7  and  day  10 th  and  lipid  profile  was 
analysed on  day  10.  All the values are expressed as Mean+SEM. The results were subjected to 
statistical  analysis  using one-way ANOVA followed by students t  test. p<0.001 was considered 
highly  significant.   The  ethanolic  extract of  EBJS at the dose of 200  mg/kg  body  weight  showed  
highly significant  reduction  in  blood  glucose    and  serum  lipid  profile levels  in alloxan  induced  
diabetic  rats.   It  is  concluded that ethanolic  extract of EBJS  is  effective  in  controlling  blood  
glucose  levels  and  in  improving  lipid  profile in diabetic  rats. 

 
Key Words: Diabetes mellitus,   blood glucose level, Lipid  Profile, Eriobotrya  japonica seeds. 
 
Introduction 

Diabetes mellitus is a major degenerative disease in the world today  affecting at least 15 
million people. Diabetes mellitus is  associated with long term complications, including retinopathy, 
nephropathy, neuropathy and angiopathy and several others. It is a multifactorial disease which is 
characterized by hyperglycemia, lipoprotein abnormalities, raised basal metabolic rate,  defect in 
reactive oxygen species scavenging enzymes  and high oxidative stress induced damage to pancreatic 
beta cells  It is ranked  third among the leading causes of death  when its fatal complications are taken 
into account.Today  in India  alone  there  are  more  than  4.00  crore  diabetics  and  the number  is  
going  to  be  around  9.00  crore  by  2030.   Over  7.20  lakh  Indians  die  every  year  due  to  
diabetes.  People  with  diabetes  are  2-4  times  more  likely  to   develop  heart   diseases 1 

Efforts  are ongoing to understand and manage diabetes mellitus because the disease and disease 
related complications are increasing day by day. In spite of presence of large number of medicines in 
the pharmaceutical market, remedies from medicinal plants are used with success to treat and this 
disease. India has 45,000 plant species and several thousand have medicinal properties. More than 800 
plant species have anti- diabetic activity. There has been great demand for plant products due to low 
cost, easy availability and lesser side effects. For this plant materials are continuously scrutinized and 
explored for their effect as antidiabetic agents.     

One of the plants is Eriobotrya  japonica locally  known as  loquat,  has been used since 
olden times in the ethno medicine for  treating   diseases. The plant is reported to possess 
antioxidant2,3,4antiviral5,6 cytotoxic7 hepatoprotective8 anti-inflammatory/antitussive activity 9,10,11.  
There is  dearth  of  reports  on the  antidiabetic and  hypolipidemic  effects  of the seeds  of this plant.  
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The present study was aimed to investigate antidiabetic  and  hypolipidemic  activity of ethanolic 
extract of  Eriobotrya  japonica  seeds  in alloxan induced diabetic rats.  
Materials And Methods 
Plant   Material:   

The  fruits  of  Eriobotrya japonica (family  Rosaceae ) were  collected  from  Shalimar  area  
of the  district, Srinagar,  during the months of  April  to June   and  authenticated  by  a  plant  
taxonomist in the  Centre  of Plant  Taxonomy,  University  of    Kashmir,  Srinagar.   The  
identification  was  done  on the  basis  of the  characters  described  by Kirtikar  and  Basu, 1935. A  
sample of the  plant material was  deposited in the herbarium of the  Department of Taxonomy, 
University of  Kashmir under voucher specimen  number 1012(KASH)  dated 15-09-2008  for   future   
reference. The seeds were separated from fruits, and  dried  in a  well  ventilated  room  with  outside  
temperature  ranging  between  18 to  320 C . 
Preparation of the extract: 

The  seeds were  coarsely  powdered  and   500 gm  of the  material was  allowed  to  
macerate  for  48 hrs  with  50%  ethanol, with  occasional  shaking. After  48 hrs,  the  ethanolic  
extract  was  filtered   through  Whatmans  filter  paper. The  plant  material  was  then  macerated  
again  with  fresh  50%  ethanol  and   the    filtrate  obtained  from  the  first  and the  second  
maceration  was  then  combined  and the solvent was recovered . After  the  recovery  of  alcohol,  
the  extract  was  then  evaporated  to   dryness  and  the   yield  was   noted. The procedure was  
repeated with 500 gm of the material again. The  extract  was  refrigerated  at 40 C for  future  use in  
experimental  studies. 
Phytochemical   Screening: 
The extract obtained was subjected to  qualitative tests for identification of different constituents like 
tannins, alkaloids, saponins, glycosides, terpenes, phenolics, flavonoids, carbohydrates, proteins  and  
steroids ,  by using simple and standard qualitative methods described by Trease and Evans.12 
Pharmacological  Study: 
Animals 

Healthy albino rats of  either  sex  weighing about 180-210 g were used during  the  study. 
The animals were procured from Central  Animal  House, IIIM ( Indian Institute  of Integrative 
Medicine) Jammu  &  were housed in clean  polypropylene  cages. Before initiation of experiment, 
the rats were acclimatized for a period of 7 days. Standard environmental conditions such as 
temperature ranging  from 18 to  32o C, relative humidity  (70%) and 12 hrs dark/light cycle were 
maintained in the quarantine. All the animals were fed with rodent pellet diet ( Ashirwad  Industries)  
and water  ad-libitum under strict  hygienic conditions.  All  procedures  were  performed  in 
accordance  to  CPCSEA guidelines after  approval  from   the  Institutional  Animal   and  Ethics  
Committee ( IAEC)   of  the  Department  of Pharmaceutical   Sciences, University of  Kashmir[No. 
F-IAEC (Pharm.Sc) APPROVAL/2008/4 Dated Oct 23rd,2008] 
Induction of diabetes: 

 Alloxan monohydrate was obtained from S.D Fine Chemical, Mumbai, India. All the other 
chemicals used were of analytical grade and were acquired from commercial sources. A single  dose 
(120mg/kg, b.w, i.p)  of alloxan  monohydrate   in  sterile  saline  was used  for the induction  of   
diabetes  in rats  after  overnight   fasting. After one hour  of  alloxan  administration,  the animals  
were  fed  standard pellets  and  water ad libitum.  After  5 days  of alloxan  administration, animals  
showing  blood  glucose  levels  above  250  mg/dl  were selected for the study. Extract  of  EBJS  was  
administered  at two  dose  levels  100  and 200 mg/kg13 

Experimental  design: 
Rats   fasted  overnight  for 12  hrs  were randomly  divided  into  6 groups  of 6  rats per 

group.The  various  groups were:-  
Group I-   Served as normal control and received only 0.2 ml of 2% aqueous gum acacia 
Group II- Served as diabetic control and received only alloxan monohydrate and   2% aqueous gum 
acacia. 
Group III- Alloxan monohydrate + Glibenclamide (10 mg/kg, p.o) and served as Standard 
Antidiabetic  drug. 
Group IV- Alloxan monohydrate + 50% Ethanolic extract of  EBJS (100 mg/kg, p.o) 
Group V- Alloxan monohydrate +50% Ethanolic extract of EBJS (200 mg/kg, p.o) 
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The treatment (p.o)  of the  ethanolic extract  was started the same day except normal control and 
diabetic control groups which received only  0.2 ml of 2% aqueous gum acacia  for a period of 10 
days. During this period, animals in all groups had free access to standard diet and water. Body 
weight and blood glucose levels were estimated on  1st , 4th, 7th and 10th day of the treatment. 
Sample Collection: 
Blood samples were collected  by   pricking the  tail  from overnight fasted rats  and blood  glucose 
levels were estimated using One  Touch Ultra glucose strips ( Johnson  &  Johnson Ltd)   on  1st,  4th,  
and   7th     day. 
Estimation of biochemical parameters: 

On day 10th , blood was collected from overnight fasted rats under ether anesthesia by cardiac 
puncture and was kept aside for 30 min for clotting. By centrifuging the same sample at  6000 rpm for 
20 min, the serum was separated and was analyzed for blood  glucose[14], total 
cholesterol[15],triglycerides[16], HDL cholesterol[17]  and LDL cholesterol. [18] 
Statistical analysis: 
All the values are expressed as mean+SEM. The results were subjected to statistical analysis  using 
one-way ANOVA followed by students t  test.p<0.001 was considered highly  significant. 
Results 
Phytochemical  analysis: 
Phytochemical  analysis  of the  extract  showed  the  presence  of  alkaloids, flavonoids and  
glycosides    ( Table-1) 
Antihyperglycemic   study:  
Blood  glucose  levels  showed  a  highly  significant  decrease  in  groups  III,IV,V   (p<0.001)   as  
compared   to  group II  ( Diabetic control ). A  highly  significant  increase in blood   glucose   levels 
was seen in  diabetic group as compared to normal control group I ( p< 0.001). (Table 2) 
Effect of  50% ethanolic   extract  of  Eriobotrya  japonica seeds  on biochemical parameters in 
alloxan induced diabetic rats.  
Serum total cholesterol  levels  showed a highly  significant  decrease  in groups  IV and V  ( p<0.001)   
as compared  to  diabetic control  ( Group II). Serum  triglyceride  levels  showed  a  highly  
significant  decrease  in groups  IV and V( p< 0.01) .  HDL  levels   showed a non significant  increase   
in   groups III,IV and V.   LDL  levels  showed a   significant   decrease  in groups  IV and V    
groups.(Table 3)  
Effect of  50%  ethanolic  extract   of  Eriobotrya japonica  seeds on body weight in alloxan 
induced diabetic rats   

Normal control animals were found to be stable in their body weight but diabetic rats showed 
significant reduction in body weight after 10 days. ( p< 0.001) Alloxan mediated body weight 
reduction was  reversed by the ethanolic extract in dose dependant fashion  100 mg/kg and 200 mg/kg 
b.w  showed  a highly significant  increase  in body weight ( p <0.001) . The effect of  extract at 200 
mg/kg on body weight of the animals was also found statistically  significant. Results are shown( 
Table 4) 
DISCUSSION  

Pancreas is the primary organ involved in sensing the organism’s dietary and energetic states 
via glucose concentration in the blood and in response to elevated blood glucose, insulin is secreted. 
Alloxan is one of the usual substances used for the induction of diabetes mellitus apart from 
streptozotocin. It has a destructive effect of the beta cells of the pancreas[19]  Alloxan causes a massive 
reduction in insulin release  by the destruction of beta-cells of the islets of Langerhans  thereby 
inducing hyperglycemia[20]. Insulin deficiency leads to various metabolic alterations in the animals viz 
increased blood glucose  and  increased    lipid  profile.  

The results of the present study  found that  50%  ethanolic  extract  of Eriobotrya   japonica 
seeds reduce the glucose level in animals made diabetic with alloxan. Alloxan has been shown to 
induce free radical production and cause tissue injury. The pancreas is especially susceptible to the 
action of alloxan induced free radical damage. In the present investigation  50%  ethanolic extract of  
Eriobotrya  japonica  seeds demonstrated  the significant antihyperglycemic  activity. The results 
from the present study also indicate that  ethanolic  extract can reduce the levels of serum  lipids. The 
antihyperglycemic  effect  of the  ethanolic extract  may be  due to  the  enhanced  secretion  of insulin  
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from  the beta cells  of pancreas  or  may be due to increased tissue   uptake  of  glucose  by 
enhancement of  insulin sensitivity. 

Elevated  plasma  total cholesterol, triglycerides and LDL  cholesterol  are the  major  risk 
factors  of  cardiovascular  diseases. Diabetic  rats  showed  elevated  plasma cholesterol,  
triglycerides and  LDL  cholesterol. Ethanolic extract  in the dose  of  200 mg/kg  reduced the  lipid  
profile  along  with  the  reduction  in the blood glucose levels. 
The literature reports reveal that flavonoids  present in the plant extract known to possess 
antihyperglycemic and  hypolipidemic activity. In the present investigation also the observed 
antihyperglycemic  and hypolipidemic potential of test extract may be due to presence of similar 
phytoconstituents which was evident by preliminary phytochemical screening. Since  many  
antihyperglycemic    drugs  do not correct  dyslipidemia,  the observed   hypolipidemic  effects  of the  
plant  extract  in diabetic  rats  makes  EBJS  quite  important  in the  management  of  diabetes. Since  
there is a strong  well-established  link  between  diabetes  mellitus,  dyslipidemia,  obesity,  
hypertension  and  ischemic  heart  disease,  effect  of the  plant  extract  on  weight  loss/gain  needs  
to be  explored  on  scientific  base. 
Conclusion 
From the study, it can be  concluded that the 50% ethanolic extract of Eriobotrya japonica seeds has 
beneficial effects on blood glucose levels as well as improving hyperlipidemia and other metabolic 
aberrations. Further pharmacological and biochemical  investigations will clearly elucidate the 
mechanism of action and will be helpful in projecting this plant as an therapeutic target in diabetics 
research.  
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Table -1.  Phytochemical  Results of   Eriobotrya  japonica  seeds 
Table 1 
S.No Phytoconstituents Results 
1 Tannins _ 
2 Alkaloids + 
3 Saponins _ 
4 Glycosides + 
5 Terpenes _ 
6 Phenolics _ 
7 Flavonoids + 
8 Carbohydrates _ 
9 Proteins _ 
10 Steroids _ 
 
Table-2 Effect of 50% ethanolic extract of  Eriobotrya japonica (EBJS) seeds on fasting blood 
glucose level 
 (mg/dl) in alloxan induced diabetic rats  
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Table 2 
Group Treatment   
  1st    day 4th day 7th day 10th  day 
I Normal control 0.2 

ml of 2% aqueous 
Gum acacia 

85.07± 4.35 86.16±4.43 84.82±5.96 84.71±6.11 

II Diabetic control 
(Vehicle) 0.2  ml of 
2% aqueous gum 
acacia 

 
261.47±8.37 

 
264.28±8.29 

 
268.03±8.48 

 
271.33±8.18*
** 

III Alloxan monohydrate 
+ glibenclamide (10 
mg/kg)  

 
200.37±5.25 

 
141.18±2.43 

 
124.52±2.00** 

         
114.84±3.21*
** 

IV Alloxan 
monohydrate+ 50% 
Ethanolic extract 
(EBJS,100 mg/kg) 

 
204.27±4.25 

 
156.99±2.48 

 
156.21±2.85** 

       
155.54±2.54*
** 

V 
 

Alloxan 
monohydrate+ 50% 
Ethanolic 
extract(EBJS,200 
mg/kg) 

 
 
202.95±4.95 

 
 
144.67±1.56 

 
 
128.22±5.55** 

     
 
120.74±6.13*
** 

 
 

     

Animal: Albino Rats     Alloxan: 120 mg/kg.i.p 
        Extract: p.o.  
Values are Mean ±S.E.M  n=6;  except  in Group V  where n=5 
**p<0.01      significant 
***P< 0.001  highly significant 
 
Groups III,IV,V, vs Diabetic Control  ( Group II)  and  Group I  vs   Group  II on  10th day 
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Fig 1:  Effect of 50% ethanolic extract of  Eriobotrya japonica (EBJS) seeds on fasting blood 
glucose level (mg/dl) in alloxan induced diabetic rats after 10 days of dosing.Each bar represents 
the mean ± SEM.   
 
Table-3. Effect of  50% ethanolic   extract  of  Eriobotrya  japonica seeds  on  lipid profile in 
alloxan induced diabetic rats.  
Table 3 

Gro
uP 

Treatment  Serumtotal 
Cholesterol 
mg/dl 

Serumtriglyceri
de mg/dl 

SerumHDL 
Cholesterol  
mg/dl 

SerumLDL 
Cholesterol 
mg/dl  

I Normal control 0.2  ml 
of 2% aqueous gum 
acacia  

 
85.25±8.51 

 
80.71±9.38 

 
24.54±6.49 

 
52.03±3.21 

II Diabetic control   0.2  
ml of 2% aqueous gum 
acacia 

 
218.15±23.79**
* 

 
194.56±14.99*
** 

 
21.11±1.45 

 
89.59±13.82 

III (Alloxan monohydrate 
+standard drug 
glibenclamide 10 
mg/kg)  

 
206.35±6.11* 

 
184.30±9.68* 

 
29.03±3.16* 

 
85.39±7.24* 

IV Alloxan monohydrate + 
Ethanolic extract 
(EBJS,100 mg/kg) 

 
170.55±9.03** 

 
127.49±12.66*
* 

 
25.04±3.21* 

 
68.91±13.34** 

 
V 

Alloxan monohydrate 
 +Ethanolicextract 
(EBJS,200 mg/kg) 

 
 
121.68±14.57** 

 
 
124.29±10.67*
** 

 
 
31.29±6.12* 

 
 
50.47±2.63** 
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Animal: Albino Rats     Alloxan: 120 mg/kg.i.p 
        Extract: p.o.  
 
 
Value are Mean ±S.E.M: n=6  except  in  Group V  where  n =5 
* p> 0.05 non significant             
**p< 0.01 significant  
***P< 0.001  highly significant; 
Groups III,IV,V vs Diabetic Control  ( Group II)  and  Group I  vs   Group  II on  10th day 
 

 
Fig 2: Effect of  50% ethanolic   extract  of  Eriobotrya  japonica seeds  on lipid profile  in 
alloxan induced diabetic rats after 10 days of dosing. Each data column represents the mean ± 
SEM.  
 
Table 4: Effect of 50% ethanolic extract of  Eriobotrya japonica (EBJS) seeds on average body 
weight 
 ( g ) in alloxan induced diabetic rats  
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Table 4 
Group Treatment                               Average   Body weight of the animal (g) 
  1st  day  4th day 7th day 10th day  
I Normal control 

0.2 ml of 2% 
aqueous gum 
acacia 
 

 
228.85±6.03 

 
229.88±6.66 

 
233.00±7.07 

 
222.05±4.75 

II Diabetic control  
0.2 ml of 2% 
aqueous gum 
acacia 

 
 
180.58±3.66**
* 

 
 
163.86±2.08*** 

 
 
152.21±3.12*** 

 
 
124.76±2.35*** 

III  Alloxan 
monohydrate+ 
standard  drug 
glibenclamide 
( 10 mg/kg)  

 
 
183.83±3.34 

 
 
173.85±3.37 

 
 
152.98±4.44 

 
 
137.50±3.54*** 

IV Alloxan 
monohydrate + 
Ethanolic extract 
(EBJS,100 mg/kg) 

 
183.87±2.83 

 
174.70±1.64 

 
165.52±2.73 

 
162.37±2.74*** 

V Alloxan 
monohydrate  + 
Ethanolic extract 
(EBJS,200 mg/kg) 

 
185.56±3.74 
 

 
178.11±3.24*** 

 
171.43±3.41*** 

 
167.20±4.05*** 

      
Animal: Albino Rats     Alloxan: 120 mg/kg.i.p 
        Extract: p.o.  
 
 
Value are Mean ±S.E.M: n=6  except  in  Group V  where  n =5 
* p> 0.05 non significant             
**p< 0.01 significant  
***P< 0.001  highly significant; 
Groups III,IV,V vs Diabetic Control  ( Group II)  and  Group I  vs   Group  II on  10th day 
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Fig 3: . Effect of  50% ethanolic   extract  of  Eriobotrya  japonica seeds on Average Body Weight 
(g) in alloxan induced diabetic rats after 10 days of dosing. Each data column represents the 
mean ± SEM.  
 
                                                 
1 Dyson, E. & Smith, G.B., ‘Common faults in resuscitation equipment-guidelines for 
checking equipment and drugs used in adult CPR’. Resuscitation 55(2), 137–149; 2002. 
http://dx.doi.org/10.1016/S0300-9572(02)00169-7 

2 Smith, A., Kinross, J., Bailey, M., Aggarwal, R., Toresen, D. & Vincent, C., ‘Restocking 
the resuscitation trolley: how good is compliance with checking procedures’? Clinical Risk 
14(1), 4–7; 2008. http://dx.doi.org/10.1258/cr.2007.070008 
 
 
 
 

http://dx.doi.org/10.1016/S0300-9572(02)00169-7
http://dx.doi.org/10.1258/cr.2007.070008
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Abstract: 
 In this study we characterized the physical dimensions of four European chestnut varieties of 
Castanea sativa, 3 from Portugal (Cota, Longal and Judia) and 1 from Italy (Palummina). The typical 
physical dimensions of the different chestnut fruit varieties could be used to optimize the process in 
an irradiation preservation treatment. The chestnut fruits were submitted to an irradiation preservation 
treatmen with electron beam, at 1 kGy, and the colour parameters (CIE L*, a*, b*) of the skins, fruit 
and interior (half-cutted), were monitored after irradiation treatment and along 2 months of storage. 
We could conclude that e-beam irradiation, for the dose of 1 kilogray, did not induce any significant 
change in the skin, fruit and interior’s colour parameters. 

 
Key Words: Chestnuts, Castanea sativa Mill., e-beam irradiation, physical parameters, colour 
 
Introduction 
 In the Mediterranean countries the production of chestnut fruits is about 200 000 ton, being 
Portugal the third producer of Castanea sativa Mill varieties, with about 30 000 ton, exporting 10 000 
ton, representing an income of about 14 million Euros (FAOSTAT, 2010; INE 2010). Due to 
phytosanitary regulations the exported fruits must be postharvest treated. Until recently, March 2010, 
this was done with methyl bromide (MeBr) for postharvest fumigation, now prohibited by E.U. 
regulations due to its toxicity for the operators and environmental concerns. Food irradiation is a well-
established technology, regulated by several directives and approved by the international food and 
safety organizations for preservation or insect disinfestations, using gamma radiation, electron beam 
or x-rays (EU, 1999; FAO/IAEA/WHO, 1981). The typical dose for postharvest insects’ 
disinfestations is lower than 1 kGy (IDIDAS, 2013). However, each irradiation process must be 
validated to meet the needed food quality parameters. Due to the limitation of electron penetration for 
e-beam irradiation, the dimensions are an important issue in the design of the process that imposes 
limitations in using this technology, since the authorized energy for e-beam food processing is limited 
to 10 MeV. Also, the throughput of the process is limited by the dimensions of the fruit. From the 
market point of view, the dimensions and colour are two main parameters valued by the consumer. 
The effect of e-beam radiation on nutritional parameters of irradiated chestnut fruits are also under 
validation by our research group (Carocho et al., 2012). Previous studies on chestnut fruits 
preservation by irradiation were done in Asian varieties and only recently in European varieties, 
mainly using gamma radiation (Antonio et al., 2012). Here we have studied the effect of e-beam 
irradiation on the colour parameters of four European chestnut fruit varieties, from Portugal and Italy.  
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Materials and Methods 
Samples 
 European chestnut fruits (Castanea sativa Miller) of varieties “Longal”, “Judia” and “Cota”, 
harvested in October 2012, were obtained from local producers in the Northeast of Portugal. The 
Italian chestnuts, from a selected variety “Palummina”, were obtained in a local market in Naples, 
Italy, in October 2012. The fruits were divided in two groups, control and irradiated,  weighing 
approximately 0.5, kg to be exposed to the radiation dose of 1 kGy - considering 0 kGy the non-
irradiated, control sample. After irradiation, the samples were stored at 4 ºC and the colour parameters 
monitored immediately after irradiation and at fixed intervals of 30 days of storage, 
Irradiation 
 The irradiation with electrons was performed at the INCT –Institute of Nuclear Chemistry and 
Technology – in Warsaw, Poland, with an e-beam of 10 MeV of energy. A pulse duration of 5.5 μs, 
pulse frequency of 440 Hz, average beam current of 1.1 mA, a scan width of 68 cm, conveyer speed 
in the range 20-100 cm/min and a scan frequency of 5 Hz. The absorbed dose was 1 kGy, with an 
uncertainty of 4%. To estimate the dose, routine dosimeters, Amber Perspex and Gammachrome YR 
dosimeters (from Harwell Company, U.K.) and a standard dosimeter, Graphite Calorimeter, were used 
(IAEA, 2002). 
Physical Parameters - Dimensions 
 The axial dimensions of the fruits were determined measuring the length (L), width (W) and 
thickness (T) of eighteen chestnut fruits, using a digital calliper with a precision of 0.01 mm. The 
arithmetic and geometric diameters, as well as the sphericity, were calculated using the equations (1), 
(2) and (3) (Mohsenin, 1986).   
 Arithmetic diameter: Da = (L + W + T) / 3    (1) 
 Geometric diameter Dg = (L x W x T)1/3    (2) 
 Sphericity Φ = (L × W × T)1/3 / (max [L,W,T])   (3) 
Physical Parameters - Colour 
 For colour determination, the CIE L*, a*, b* scale was used, measuring the colour parameters 
with a colorimeter (CR400, from Konica Minolta, Japan), calibrated with a white tile, using C 
illuminant and a diaphragm aperture of 8 mm. The measurements were made on the skin, fruit (after 
hand peeling) and fruits interior (after cutting the fruits in two halves). The colour of nine chestnuts 
was measured in three different points, for each dose (0 and 1 kGy), n = 27, and at each time point (0, 
30 and 60 days of storage), n = 54.  
Results and discussion 
Physical characteristics 
 The axial dimensions and mass of irradiated chestnut fruits are presented in Table 1.  

Table 1 - Physical characteristics of chestnut fruits, Castanea sativa Mill.: 
mass (m), width (W), length (L), thickness (T). 

m (g)  W (mm) L (mm)  T (mm) 
Longal  12.17 ± 1.26 31.36 ± 1.41 36.77 ± 1.29 18.41 ± 2.07 
Judia  16.92 ± 2.79 36.30 ± 2.41 35.82 ± 2.58 22.79 ± 3.04 
Cota  14.65 ± 2.52 34.43 ± 2.57 35.91 ± 1.66 20.61 ± 3.18 
Palummina 18.94 ± 3.55 36.84 ± 3.16 35.88 ± 1.94 25.95 ± 3.99 
The results are expressed as mean ± std. dev (n = 18). 

 The four chestnut fruit varieties present similar lengths and similar widths, except for the 
Longal variety with a lower width. The lower thickness and mass is presented by the Longal variety 
and the biggest thickness and mass by the Palummina variety (Fig. 1). 
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Fig.1. Dimensions and mass of four chestnut fruit varieties of Castanea sativa Mill. 

 
Regarding arithmetic diameter, geometric diameter and sphericity, the lower values are 

presented by the Longal variety and the higher values by the Palummina variety, showing that the first 
were almost planar and the last almost round (Table 2). 
 

Table 2 - Physical characteristics of chestnut fruits, Castanea sativa Mill.: 
arithmetic diameter (Da), geometric diameter (Dg,) and sphericity (Φ). 

Da (mm)  Dg (mm)  Φ 
Longal  28.85 ± 0.95 27.64 ± 1.16 0.75 ± 0.03 
Judia  31.64 ± 1.81 30.87 ± 1.96 0.83 ± 0.04 
Cota  30.32 ± 1.70 29.34 ± 1.98 0.80 ± 0.04 
Palummina 32.89 ± 1.76 32.37 ± 2.00 0.88 ± 0.07 
 

The results are expressed as mean ± std. dev (n = 18). 

Colour 
The colour parameters L*, a* and b* were measured for the non-irradiated (0 kGy) and 

irradiated (1 kGy) at 0, 30 and 60 days of storage at 4 oC. Here we present only the results for L* and 
b*, since for the skins a* parameter follows the same tendency. And for the fruit and interior this 
value is close to zero (data not shown).  

Chestnut skins present lower values for L* (“lightness”) and b* (“redness-yellowness”) than 
fruits and interior (Fig. 2). 
 

 
Fig. 2. Skins colour (L* - , b* - value) of four varieties of Castanea sativa Mill. 

 
The higher value for L* was registered for the interior (half-cut) and the higher value for b* 

(“yellowness”) was displayed by the peeled fruits (Fig. 3 and Fig. 4).  
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Fig. 3. Fruits colour (L* - , b* - value) of four varieties of Castanea sativa Mill. 

 

 
Fig. 4. Fruits interior colour (L* - , b* - value) of four varieties of Castanea sativa Mill. 

 
 From the results, we could also see that chestnut varieties present similar values for L* and 
b*, for skins, fruit and interior (half-cut), for non-irradiated and irradiated fruits (Fig. 2 - 4). 

According to these results (Fig.2-4), L* and b* parameters showed similar values. We have 
followed these parameters along storage time (Fig. 5), concluding that non-irradiated and irradiated 
samples present similar results at each time point. With storage time, b*-value (“yellowness”) showed 
an increasing tendency for irradiated and non-irradiated samples, represented in the graphs by the 
dashed line  
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Fig. 5. Chestnuts colour of Castanea sativa Mill. along storage time. 

Conclusion 
There’s a tendency in the agro-industrial units that processes these fruits to separate the 

chestnuts by varieties, due to their different size value in the market. In an irradiation preservation 
treatment, the typical physical dimensions of the different varieties could be used to optimize the 
irradiation process, the throughput and e-beam penetration. Up to the applied dose of 1 kilogray and 
60 days of storage, e-beam irradiation did not induce any significant change in the skins, fruits and 
interior colour on the four chestnut fruit varieties. Since the typical dose for insect disinfestations is 
lower than 1 kGy, we can conclude that e-beam postharvest irradiation could be a promising 
alternative to the banned MeBr fumigation.  
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Abstract: 
 In this work, an efficient microextraction method was applied to separation and 
preconcentration of Ni(II) and Co(II), namely dispersive liquid-liquid microextraction (DLLME). The 
influences of analytical parameters, including pH, extraction solvent volume, disperser solvent type 
and its volume, concentration of chelating agent, on the quantitative recoveries of nickel and cobalt 
were investigated. Under the optimized conditions, the detection limits were 1 µg L-1 and 3.5 µg L-1 
for Ni and Co, respectively. The proposed method was applied to the determination of these elements 
in food samples with satisfactory results. The accuracy of the method was studied by analysing 
certified reference materials.  
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Introduction 

 The impact of trace elements on environment and man’s health has fostered the development 
of analytical techniques and instrumentation capable of measuring concentrations lower than the parts 
per million levels or less. 

 Cobalt is a natural earth element present in trace amount in soil, plants and our diets, which is 
an essential mineral, although the body only needs a small amount. Cobalt is an element that occurs 
naturally in many different chemical forms throughout the environment that has properties similar to 
those of iron and nickel. Small amounts of cobalt are essential for good health. Cobalt is a relatively 
rare element of the earth’s crust, composing approximately 0.001% of the earth’s crust, which is 
essential to mammals in the form of cobalamin (vitamin B12). 

 Natural sources of cobalt in the environment are soil, dust, seawater, volcanic eruptions and 
forest fires. People are commonly exposed to small amounts of cobalt naturally present in the air they 
breathe, the water they drink, and the food they eat. Very small amounts of cobalt in people’s diets are 
necessary for good health. 

 Cobalt is not often freely available in the environment, but when cobalt particles are not 
bound to soil or sediment particles the uptake by plants and animals is higher and accumulation in 
plants and animals may occur. The natural background air concentration of cobalt is in the order of 1 
pg/m3, but concentrations up to 40 ng/m3 have been reported in urban areas. In occupational settings, 
workers are exposed to cobalt compounds by inhalation of dusts. The main industrial use of cobalt is 
for the manufacture of alloys and hard metals. The concentration of cobalt in soil varies widely, 
generally ranging from about 1 to 40 ppm, with an average level of 7 ppm. Soils containing less than 
about 3 ppm of cobalt are considered cobalt-deficient because plants growing in them do not have 
sufficient cobalt to meet the dietary requirements of cattle and sheep. On the other hand, soils near 
cobalt-containing mineral deposits, mining and smelting facilities, or industries manufacturing or 
using cobalt alloys or chemicals may contain much higher levels of cobalt. The concentration of 
cobalt in surface and groundwater is generally low, between 1 and 10 ppb in populated areas; 
concentration may be hundreds or thousands times higher in areas that are rich in cobalt-containing 
minerals or in areas near mining or smelting operations. 
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 As an essential biochemical element, cobalt is mainly stored in red blood cells with smaller 
amounts in kidney, liver pancreas and spleen. Research indicates that cobalt helps with the repair of 
the myelin sheath, increases the effectiveness of glucose transport from the blood into body cells, and 
increases the assimilation of iron and the building of red blood cells. Cobalt is also an important agent 
of Vitamin B12; it increases the body’s ability to absorb it. Because of its low absorption rate and high 
excretion rate, cobalt toxicity is not common, but an excess can lead to enlargement of the thyroid 
gland. 

 Cobalt is toxic in large amounts and chronic ingestion of Co in the daily diet can cause toxic 
effects. Toxicological effects of cobalt include vasodilatation, flushing and car- diomyopathy in 
humans and animals. The respiratory system is the main target organ on inhalation exposure to cobalt, 
with a higher risk of fibrosing alveolitis and lung cancer in the hard metal industry, where workers are 
exposed to cobalt metal mixed with tungsten carbide particles. Other target organs include the 
hematopoietic system, the myocardium, the thyroid gland, and possibly the reproductive system. 

 The adult human body contains approximately 1 mg of cobalt, 85% of which is in the form of 
vitamin B12. Human dietary intake of cobalt varies between 5 and 50 μg/day, and most of the cobalt 
ingested by humans is inorganic, vitamin B12 representing only a small fraction (Nordberg G. F., 
Fowler B. A., Nordberg M. and Friberg L. T., 2007). 

 On the other hand, nickel is a very abundant natural element. Nickel makes up about 0.01 to 
0.02 % of the Earth's crust. It ranks about 22nd among the chemical elements in terms of abundance in 
the Earth's crust. Similarly to many other trace elements, nickel is ubiquitous in the environment being 
present in natural waters and practically all soils and foods. Food is the major source of nickel 
exposure, with an average intake for adults estimated to be approximately 100-300 µg per day. 
Individuals also may be exposed to nickel in occupations involved in its production, processing, and 
use, or through contact with everyday items such as nickel-containing jewellery and stainless steel 
cooking and eating utensils, and by smoking tobacco. Nickel is found in ambient air at very low levels 
as a result of releases from oil and coal combustion, nickel metal refining, sewage sludge incineration, 
manufacturing facilities, and other sources. (Cempel M and Nikel G., 2006) 

 Nickel can pose a health hazard to certain individuals. The most common health problem is 
called nickel allergy. Some people are more likely to develop nickel allergy than are others. People 
who are sensitive to nickel may develop a skin rash somewhat like poison ivy. The rash becomes 
itchy and may form watery blisters. Nickel is present in dozens of products. So it is easy for sensitive 
people to develop nickel allergy. Nickel can cause more serious health problems too. For example, 
people who are exposed to nickel fumes (dust and gas) breathe in nickel on a regular basis. Long term 
nickel exposure may cause serious health problems, including cancer.  

 The International Agency for Cancer Research, concluded in 1990 that nickel compounds 
were human carcinogens, and most animal data in vivo and genetic toxicology data in vitro before that 
time suggested that the insoluble particulate nickel species were the most carcinogenic; however, 
more recent human epidemiology and experimental data are pointing to the water-soluble nickel 
compounds as perhaps of equal hazard. 

 Several novel microextraction techniques are being developed in order to improve the quality 
and the sensitivity of the analytical methods. The cloud point extraction (CPE) (Ojeda C. B, Rojas 
F.S., 2009, 2012), the homogeneous liquid–liquid extraction (HLLE) (Ebrahimzadeh, H., Yamini, Y., 
Kamare, F., Shariati, S., 2007; Ghiasvand, A. R., Shadabi, S., Mohagheghzadeh, E., Hashemi, P., 
2005); the liquid phase microextraction (LPME) (Ahmadi, F., Assadi, Y., Hosseini, M. R.M., Rezaee, 
M., 2006; Zanjani, M. R. K., Yamini, Y., Shariati, S., Jonsson, J. A., 2007), and the solid phase 
microextraction (SPME) (Djozan, D., Assadi, Y., Haddadi, S.H., 2001; Djozan, D., Assadi, Y., 2004)  
are fairly new methods of sample preparation. They are employed in the separation and precon-
centration of environmental contaminants in different matrices and can solve some of the problems, 
encountered with the conventional pretreatment techniques. Recently, a new liquid-liquid 
microextraction method namely, dispersive liquid-liquid microextraction (DLLME) was proposed 
(Rezaee, M., Assadi, Y., Hosseini, M. R. M., Aghaee, E., Ahmadi, F., Berijani, S., 2006). This 
method has been applied for the determination of trace organic pollutants and metal ions in the 
environmental samples (Ojeda C.B., Rojas F.S., 2009, 2011). DLLME is based on a ternary 
component solvent system like homogeneous liquid-liquid extraction and cloud point extraction. In 
this method, the appropriate mixture of extraction solvent and dispersive solvent is injected into an 
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aqueous sample rapidly by a syringe, and a cloudy solution is formed. The analyte in the sample is 
extracted into the fine droplets of extraction solvent. After extraction, phase separation is performed 
by centrifugation.  

 This work presents the development of a procedure for the separation/preconcentration of 
cobalt and nickel from diverse samples and its determination by FAAS. This procedure is based on 
DLLME after complexing these metal ions with 1,5-bis(di-2-pyridylmethylene) thiocarbonohydrazide 
(DPTH). 
Experimental 
Standard solutions and reagents 

 Stock standard solution for Ni(II) and Co(II) (1000 mg L-1) were supplied by Merck, 
Darmstadt, Germany. Standard solutions were prepared by appropriate dilution of the stock solutions 
daily. 
 High purity water (resistivity 18.2 MΩ cm) obtained by a Milli-Q water purification system 
(Millipore, Bedford, MA, USA) was used throughout this work. 
 2,2’-Bis(di-2-pyridinyl-methylene)-thiocarbohydrazone (DPTH) solution in DMF was 
prepared by dissolving solid reagent samples prepared and purified by the authors (Bonilla Abascal J., 
García de Torres A., Cano Pavón J.M. 1983). 
 All the other reagents including extractants and disperser solvents were analytical-grade 
reagents, as well as the reagents mentioned above. 
 Acetate buffer solution was prepared to adjust pH values for the extraction of Ni and Co. 
 NaCl solutions were prepared by dissolving appropriate amounts of NaCl in deionized water. 
Instrumentation 

 Phase separation was achieved with a centrifuge Selecta Centromix in 15 mL calibrated 
conical tubes. A Varian Model SpectrAA 50 (Mulgrave, Victoria, Australia) flame atomic absorption 
spectrometer was used for the analysis with the appropriate nickel and cobalt hollow cathode lamps. 
The operating parameters were set as recommended by the manufacturer. Atomic absorption 
measurements were carried out in an air-acetylene flame. The following conditions were used: 
absorption line Ni: 232.0 nm; slit widths: 0.2 nm; and lamp currents: 4 mA. Absorption line Co: 240.7 
nm; slit widths: 0.2 nm; and lamp currents: 7 mA.   
Sample analysis 

 The accuracy of the method for determination of nickel and cobalt content was checked by 
analyzing the reference standard material TMDA 54.4, Estuarine water (CRM LGC6016), Eau de mer 
(CASS-5), Riverine water (SLRS-5). These samples were analyzed by standard addition method and 
in the case the content of these analytes were under detection limits of the method, recovery studies 
were carry out.     

 The proposed method was also evaluated by analysis of Ni and Co in several spiked food 
samples. The Co and Ni concentrations in all the original samples were below the detection limit. For 
this purpose, standard solutions containing Co and Ni were added to 0.3–1.2 g of diverse foods, and 
the resulting materials were mineralized by reflux digestion, then evaporate to eliminate excess of 
acid, adjusted pH and diluted at convenient volume. Standard addition method was used in all 
instances.   
DLLME procedure 

 For DLLME under optimum conditions, 10 mL analyte solution containing variable amounts 
of nickel and cobalt, 2 mL acetate buffer solution, pH 5.4, 1 mL of 0.05% DPTH solution in DMF as 
chelating agent was placed in a 15 mL screw cap glass test tube. Then, 1 mL of methanol (as disperser 
solvent) and 0.3 mL of chloroform (as extraction solvent) were rapidly injected into a sample solution 
by using a microsyringe. A cloudy solution was formed in the test tube and separation of the phases 
was achieved by centrifugation at 3800 rpm for 5 min. After this process, the organic phase was 
sedimented in the bottom of conical test tube. After removal of the whole aqueous solution, the 
extraction phase was aspirated into the FAAS. 
Results and discussion 

 In order to obtain a high preconcentration factor, the effect of different parameters affecting 
the complex formation and extraction conditions, such as kind of extraction and disperser solvent and 
their volume, pH, concentration of the chelating agent, and salt addition, was optimized. One variable 
at a time optimization was used to obtain the optimum conditions for the DLLME. 
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pH study 
 The separation of metal ions by DLLME involves prior formation of a complex with 

sufficient hydrophobicity to be extracted into the small volume of the sedimented phase, thus, 
obtaining the desired preconcentration. pH plays a unique role on metal chelate formation and 
subsequent extraction. The effect of pH on the complex formation and extraction of nickel and cobalt 
from samples was studied in the range of 3.0–8.0 by using acetate or phosphate buffer. The results 
reveal that the absorbance is nearly constant in the pH range of 4.5–6 for Ni and 5.0-5.5 for Co. Thus, 
the value of pH 5.4 was selected for the following experiments. Also, the influence of 0.2 M acetate 
buffer solution amount was investigated for variation of volume added from 1 to 4 mL. The extraction 
efficiency diminished between 3-4 mL. A volume of 2 mL was selected as the optimum value for 
subsequent work. 
Effect of chelating reagent (DPTH) concentration 

 The effect of DPTH concentration on the absorbance was examined using increasing volumes 
of 0.05% DPTH from 0.5 to 2 mL. The results showed that the change of DPTH concentration in the 
studied range has effect on analytical signals (Figure 1), thus the volume of 1 mL, corresponding to its 
maximum value, was used in other experiments. 

 
Figure 1. Influence of reagent volume  

 
Effect of ionic strength 

 For investigating the influence of ionic strength on performance of DLLME, various 
experiments were performed by adding different amounts of NaCl (0–3% (w/v)). Other experimental 
conditions were kept constant. Ionic strength had a negative effect upon percent recovery and 
sensitivity for Ni extraction.  
Effect of DLLME parameters 
Effect of type and volume of extractant 

 Careful attention should be paid to the selection of the extraction solvent. It should have a 
higher density than water, extraction capability of the interested compounds and low solubility in 
water. Chloroform, carbon tetrachloride and dichloromethane were compared in the extraction of 
nickel and cobalt. Results showed that the maximum extraction recovery was obtained by using 
chloroform. 

 To examine the effect of extraction solvent volume, solutions containing different volumes 
(0.4–0.7 mL) of chloroform were subjected to the same DLLME procedure. When the volume of 
extraction solvent was increased, the volume available for the measurement also increased, but the 
enrichment factors decreased. Thereby, in the following studies, the optimum volume of 0.3 mL was 
selected for the extraction solvent. 
Effect of type and volume of disperser solvent 

 The role of a disperser is dispersion of an extraction solvent into aqueous sample to make 
extensive contact area between them and facilitating the mass transfer of analyte from water to 
organic solvent which causes considerable acceleration in the extraction of analytes. Miscibility of 
disperser solvent with extraction solvent and aqueous phase is the main point for selection of disperser 
solvent. Therefore in this section the ability of ethanol and methanol was investigated. The results 
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(figure 2) show light differences between disperser solvents containing 0.2 and 0.3 mL chloroform 
(extraction solvent). As can be seen from this figure better results were obtained by using 0.3 mL 
chloroform and ethanol as disperser solvent. Then, extraction of analytes was carried out by using 0.5 
to 1.5 mL of ethanol and in figure 3 are shown the results obtained. A 1 mL ethanol was selected for 
subsequent studies.  
a) 

 
b) 

 
Figure 2. Influence of disperser solvent: a) Ni signal b) Co signal  

 

 
Figure 3. Influence of disperser volume 
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Interferences 
 Because DPTH is a versatile chelating agent, interferences may occur due to the competition 

of other heavy metal ions and their subsequent co-extraction with Co(II)/Ni(II). For this purpose, the 
effect of typical potential interfering ions was investigated. The tolerance limit was defined as the 
concentration of added ion that caused less than ± 5% relative error in the determination of Ni and Co. 
About 500-fold excess of Fe3+, Ca2+, Ba2+, Mn2+, K+, I-, F-, SO4

= and HCO3
- do not affect Ni signal and 

Co. Cd2+, Hg2+, Cr3+, Ba2+, Mn2+ and Al3+ do not interfere at 100-fold excess. Cu2+, Bi3+, Zn2+ can be 
tolerated at 50-fold excess. 
Analytical figures of merit 

 Analytical figures of merit of the proposed DLLME-FAAS method were obtained under 
optimal conditions and summarized in table 1. For this purpose, calibration equation were obtained by 
this procedure for Ni with different amount of Co (between 10-500 µg L-1); and the same manner 
calibration equation for Co were obtained with different amount of Ni (between 10-500 µg L-1). In all 
instances the slopes obtained were similar. 
Analysis of synthetic mixtures 

 In order to check for potential synergistic effects of the mixtures of two ions, various 
synthetic mixtures were readily resolved by using pertinent calibration graphs. The analytical results 
are listed in table 2. As it can be seen, mixtures of the two ions can be resolved with satisfactory 
results. 

Table 1. Analytical figures of merit 
 Ni  Co 
Dynamic range (µg L-1) 10-500 10-500 
Regression equation A=0.0005[Ni]+0.0105 A=0.0004[Co]+ 0.016 
R2  0.9987 0.9995 
Detection limit (µg L-1) 1 3.5 
Determination limit (µg L-1) 15 13.5 
Precision (% RSD) Ratio 1:1 (Ni:Co) n=6 4.62 5.38 
Precision (% RSD) Ratio 1:4 (Ni:Co) n=6 5.79 5.86 
Precision (% RSD) Ratio 4:1 (Ni:Co) n=6 6.11 6.15 
Preconcentration factor 50 40 

 
Analysis of standard reference materials  

 In order to assess the accuracy and validity of the presented procedure, the method was 
applied to the determination of nickel and cobalt in certified reference materials (TMDA 54.4, 
Estuarine water (CRM LGC6016), Eau de mer (CASS-5), Riverine water (SLRS-5), which were 
analyzed according to the proposed method. It was found that analytical results were in good 
agreement with the certified values (table 3). Contents of Ni and Co in CASS-5 and SLRS-5 were 
under detection limits of the method, so different amounts of these ions were added to the samples for 
to verify if it is possible to determine Ni and Co under the proposed procedure. Goods recoveries were 
obtained in all cases. 
Analysis of foods 

 In view of the application of the method to the determination of nickel and cobalt in food 
samples, the ability to recover these elements from different samples spiked with nickel and cobalt 
were investigated. All samples were arbitrarily selected and acquired from a local superstore. For this 
purpose, standard solutions containing different quantities of these elements were added to samples 
and the resulting materials were prepared as described under Experimental. Standard additions 
method was used in all instances and the results were obtained by extrapolation. The results of these 
analyses are summarised in table 4. The recoveries for the spiked samples were in the acceptable 
range.   

Table 2. Resolution of synthetic Ni(II)-Co(II) mixtures by use of the proposed method 

Ratio Concentration 
added (µg L-1) 

Concentration found 
(µg L-1) 

Concentration added 
(µg L-1) 

Concentration found 
(µg L-1) 

Ni:Co Ni Co Ni Co Co Ni Co Ni 
1:1 50 50 56.8 49.25 50 50 45.5 50.2 
1:2 50 100 56.8 94.25 50 100 43.0 91.2 
1:4 50 200 54.8 196.75 50 200 48.0 202.2 
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1:10 50 500 50.8 474.25 50 500 53.0 510.2 
10:1 100 50 82.8 49.5 100 50 93.0 51.0 
1:1 100 100 86.8 95.0 100 100 95.5 92.0 
1:2 100 200 90.8 192.5 100 200 95.5 210.0 
1:5 100 500 106.8 487.5 100 500 108.0 499.0 
4:1 200 50 204.8 43.75 200 50 180.5 59.6 
2:1 200 100 194.8 91.25 200 100 185.5 107.6 
1:1 200 200 234.8 206.25 200 200 193.0 179.6 
1:2,5 200 500 234.8 506.25 200 500 210.5 511.6 
10:1 500 50 476.8 48.5 500 50 395.5 51.2 
5:1 500 100 478.8 98.5 500 100 433.0 115.2 
2,5:1 500 200 474.8 197.25 500 200 458.0 169.2 
1:1 500 500 478.8 498.5 500 500 460.5 496.2 

 
Table 3. Analysis of four certified reference materials for the determination of Ni and Co with DLLME-FAAS method 
Sample Certified value (µg L-

1) 
Found value (µg L-1)a % Recovery  

 Ni Co Ni Co Ni Co 
TMDA 54.4 337±15,5  309±13.5   336.2±0.36 308.3±6.29  99.76 99.77 
Estuarine water. CRM 
LGC6016 

 
186 ± 3  

 
26.08* 

 
184.9±8.9 

 
25.84 ± 0.42 

 
99.4 

 
99.08 

 Added* Found (µg L-1)a % Recovery 
 Ni Co Ni Co Ni Co 
Eau de mer. CASS-5 

20 
 
20 
 

18.93±0.50 
 
22.27±1.17 94.65 

 
111.35 

 50 50 46.93±3.01 50.60±0.92 93.86 101.2 
 100 100 99.27±1.63 92.60±0.92 99.27 92.6 
 200 200 192.27±2.80 200.27±0.42 96.13 100.13 
Riverine water. SLRS-5 20 20 21.28±1.36 19.53±1.2 106.40 97.65 
 50 50 51.48±1.84 44.53±2.34 103.68 89.06 
 100 100 102.76±2.94 100.87±2.81 102.00 100.87 
 200 200 197.6±13.72 190.87±0.70 98.80 95.43 

a mean±SD; n=3 
*Added in µg L-1 

 
Table 4. Analytical results for Ni and Co in food samples (Avg. ± SD of three trials) 

Sample Added (µg g-1) Found (µg g-1) % Recovery 

 Ni Co Ni Co Ni Co 
Rice 9.09 9.09 9.09±0.04 10.03±1.27 100 110.34 
Chick pea 8.68 8.68 8.78±0.71 8.58±0.25 102.40 98.85 
Lettuce 15.81 15.81 16.19±0.45 15.81±1.40 102.40 100.00 
Lentil 11.10 11.10 11.62±0.06 11.26±0.14 104.68 101.44 
Apple 8.45 8.45 8.25±0.10 8.70±0.68 97.63 102.96 

 
Conclusion 

 Sample preparation by DLLME is a procedure that considered inside the Green Chemistry, 
because of the small volumes of dissolvent employed. In this work, a simple, rapid, and sensitive 
DLLME preconcentration technique coupled with FAAS has been developed for the determination of 
cobalt and nickel in spiked food samples. All variables that influence in the formation of the 
complexes Ni–DPTH and Co-DPTH and then application of DLLME procedure have been optimized. 
Employing FAAS as detection technique, the detection limit obtained is in the order of μg L-1 for both 
analytes that by the direct method of FAAS is impossible to obtain because of the low sensitivity that 
present.  

 To study the accuracy of the proposed method, certified reference materials have been 
analysed with good agreements.   
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Abstract: 

Polycyclic aromatic hydrocarbons (PAHs) and polychlorinated biphenyls (PCBs) were 
investigated in soils of Agbabu, Nigeria. PAHs in the samples were quantified using gas 
chromatograph - mass spectrometer, while gas chromatograph - flame ionization detector was used 
for PCBs analysis. The maximum sum of concentrations of PAHs (ΣPAH) was 0.07±0.036 ppm in the 
dry season, and 0.69±0.19 ppm in the rainy season. Apart from three stations in both seasons where 
PAHs were not detected, other ΣPAH concentrations obtained were higher than 1-10 µg/kg, indicating 
anthropogenic sources. Most of the PAH concentrations obtained were within the expected limits for a 
rural environment. However, in the rainy season, 0.2 0± 0.04ppm for Benzo(b)flouranthene, 0.21 ± 
0.05 ppm for Benzo (g, h, i) perylene and 0.3 2± 0.04 ppm for Indenol (1, 2, 3 – cd) pyrene exceeded 
the expected limit. In the dry season, there was no significant relationship (r2 = 0.002) between mean 
concentrations and percentage soil organic carbon while there was significant correlation (r2= 0.57) in 
this relationship in the rainy season. The predominance of 4 - 6 ring PAHs and the   ratios between 
pairs of individual PAHs showed that the PAHs were from pyrolytic sources. No PCB congener was 
detected in the samples investigated. 

 
Key Words: Agbabu Nigeria, Polycyclic aromatic hydrocarbons, Polychlorinated biphenyls, soils 
 
Introduction 
             Bitumen was discovered at Agbabu, Nigeria over a hundred years ago, preceding the 
discovery of   oil by over 50 years. The probable reserve of bitumen and heavy oil in the entire 
Nigerian belt is about 120 x 4.3km (Adegoke and Ibe, 1982; Oboh et al., 2006). 
 Agbabu is a village of about 8, 611 inhabitants in Ondo State, south-west, Nigeria; in the 
coordinates of E004048-491 and N06034-361 (Figure 1). Farmers at Agbabu area deal mainly in cash 
crops such as cocoa and kolanut; and food crops such as yam and plantain. In Nigeria, there are two 
seasons: rain (April to September) and dry (October to March). 

Polycyclic aromatic hydrocarbons (PAHs) contain complex chemicals which include carbon 
and hydrogen with a fused ring structure, containing at least two benzene rings (Sexton et al., 2011).  
PAHs have been documented to cause several health problems (Hati et al., 2009).  Some PAHs and 
their derivations are highly toxic. Their mutagenic or carcinogenic properties are the main risk to 
human health (Prycek et al., 2007). Bitumen contains very small quantities of PAHs at 4 – 6 
condensed rings which are not bioavailable. The effects of PAHs on human health depend on the 
concentration, type and extent of exposure. 

PCBs belong to a class of organic compounds having a basic chemical structure, which 
include two benzene (biphenyl) molecules and between 1 and 10 chlorine atoms substituted on each 
of the benzene molecules (ATSDR, 2001). There are 209 congeners of PCBs; there are no known 
natural sources of PCBs. The major sources of PCBs in Nigeria include importation of electrical 
transformer oils and other anthropogenic activities such as agriculture, discharge of industrial wastes 
into rivers and incineration (Adeyemi et al., 2009). Studies on both human and laboratory manuals 
provide strong evidence of the toxic potential of exposure to PCBs (Zaborski et al., 2011). The health 
effects include liver, thyroid, dermal and ocular changes, reduced birth weight, reproductive toxicity 
and cancer (Adeyemi et al., 2009). 
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Figure 1: Map of Nigeria showing Agbabu sampling points 

 Distribution of PAHs in water and soil samples from the vicinity of Agbabu bitumen      field 
has been studied using GC-FID (Abass et al., 2007).   n-Alkanes distribution in soil and water samples 
collected near Agbabu bitumen field of south-western, Nigeria has been   reported by Olajire et al. 
(2008). Evaluation of the status of heavy metals pollution of sediments of Agbabu bitumen deposit 
area, Nigeria has been investigated (Fagbote and Olanipekun, 2010a).  Levels of polycyclic aromatic 
hydrocarbons and polychlorinated biphenyls in sediments of bitumen deposit impacted area have also 
been reported by Fagbote and Olanipekun (2010b). Agbabu bitumen deposit area is presently 
characterized with seepages. The impact of bitumen seepages on the Nigerian physical environment 
may be enormous (Adewole, 2010). Seasonal and depth effects on physico-chemical parameters of the 
soils of farm settlements with bitumen deposit have been studied and it was observed that sources of 
the parameters varied   from one location to another, except for Mn2+ which had a common source 
which was bitumen (Fagbote and Olanipekun, 2011).  
  The aim of the present study was to determine the levels of PAHs and PCBs in soils of the 
Agbabu bitumen field using GC-MS and GC-FID, respectively. Whenever commercial exploitation of 
the bitumen commences, it is expected that enormous quantities of both PAHs and PCBs will be 
introduced into the environment through anthropogenic activities. Knowledge of the pre-exploitation 
status of pollution in the area will thus provide baseline data which are essential in monitoring the 
extent of contamination by toxic substances.  



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings-  

851 

Experimental 
Collection of Samples 

Samples were collected from five different points in Agbabu, Nigeria during the dry (March) 
and rainy (August) seasons. The sampling points were geo-located with GPS to ensure consistency. 
Composite soil samples were wrapped with aluminium foil, kept in dry ice and stored at -20OC. 
Extraction 

The samples were dried in an oven at 1050C, ground, sieved with 1mm sieve and extracted 
with dichloromethane using a Soxhlet extractor. The extracts were concentrated using Kuderna 
Danish (K-D) concentrator. The extracts were analyzed for PAHs and PCBs.   
Methods of Analysis 

A. PAHs in the extracts were quantified using Agilent 6890N gas chromatograph coupled with 
mass spectrometer (Lemoine and Hoberecht, 2000).  
 Extract peaks generated that were above scale were diluted with methylene chloride and re-
analyzed. 

Detection limits are <0.01ppm for Benzo(k)fluoranthene, <0.03ppm for Benzo(g,h,I)perylene 
and <0.02ppm for Naphthalene, 2-Methylnaphthalene, Acenapthylene, Acenaphthene, Fluorene, 
Phenanthrene, Anthracene, Fluoranthene, Pyrene,  Benzo(a)anthracene, Chrysene, 
Benzo(b)fluoranthene, Benzo(a)pyrene,  Dibenzo(a,h)anthracene, Indeno(1,2,3-d)pyrene. 

GC oven program for PAHs is as follows: 
Column type –  30meters x 0.25mm ID x 0.25µm film thickness silicone-coated fused-silica 

capillary column (DB-5 or HP-5). 
Oven -  On 
Set point - 65oC 
Initial Temp    -  65 oC hold for 1 minute 
               65oC to 140 oC @ 15 oC/minute for 4 minutes 
Final Temp      -  140 oC to 290 oC @ 10 oC/minute hold for 10 minutes 
To validate the procedure the following quality controls were observed: 

- A solvent blank was run every day prior to analysis. After every 20 samples, a 
sample was run as duplicate. 

- The Relative Percent Difference (RPD%) was determined as follows: 
%RPD = [2(D1 – D2)/(D1 + D2)] X 100 

where D1 = Concentration of the analyte in the first duplicate sample 
D2 = Concentration of the analyte in the second duplicate sample 

- A mid-point calibration was run after every 20 samples .For each sample 
analyzed, the percentage recovery of each surrogate was calculated 

- When recovery was not within 80 – 120%, it was checked to be sure that there 
were no errors in the calculation,  otherwise  the sample was re-extracted and  re- 
analyzed. 

B. PCBs in samples were analyzed using GC 610 connected to FID (Clescery et al., 1989).  
 Extract peaks generated that were above scale were diluted with dichloromethane and re-
analyzed. 
 Detection limit for PCBs is <0.01 ppm. 

 GC oven program for PCB is as follows: 
 Column type – 30meters x 0.25mm ID x 0.25µm film thickness silicone-coated fused-silica   
capillary column (DB-5 or HP-5) 
 Oven -  On 
 Set point - 125oC 
 Initial Temp -  125 oC hold for 3 minutes 
 Final Temp -  125 oC to 270 oC @ 12 oC/minute and held for 2 minutes 
 The procedure was validated as in (A) above. 

C. Organic carbon in the samples was determined by the wet combustion method 
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(Schumacher, 2002)  
Results and Discussion 

Tables 1 and 2 show the sum of concentrations of PAHs in the soil samples in the dry and 
rainy seasons, respectively.  In both seasons, the sum of concentrations of PAHs was highest at 
AGMILE2 (0.07 ± 0.036ppm for dry) and (0.69 ± 0.19ppm for rainy); no PAHs were detected at T2E 
in the dry season, and TIS and T2N in the rainy season. 

Generally, sum of concentrations of PAHs in soil samples analysed were higher in the rainy 
season than in the dry season; this observation is in agreement with what was reported by Teaf (2008). 
Some of the ∑PAH concentrations determined were within the limit of values expected for a rural 
environment as given in Table 4.  However, sum of concentrations  of PAHs obtained in the rainy 
season:  0.20 ± 0.04ppm for Benzo(b)flouranthene, 0.23 ± 0.06 for Benzo(k)flouranthene, 0.21 ± 
0.05ppm for Benzo(g, h, i)perylene, and 0.32 ± 0.04ppm for Indenol (1, 2, 3 – cd) pyrene;  exceeded 
the recommended  limits. ΣPAH concentrations in the soil samples ranged between 0.02 ± 0.015ppm 
and 0.07 ± 0.036ppm in the dry season, and 0.22 ± 0.053ppm and 0.69 ± 0.019ppm in the rainy 
season. These values are higher than ΣPAH concentrations of 1 - 10µg/kg, indicating that the PAHs 
were likely to come from anthropogenic sources (Olajire and Brack, 2005). 

A significant factor that controls the concentration of PAHs in soil is total organic carbon 
(Opuene et al., 2007). The organic carbon of soils determines the sorption of organic molecules.  The 
linear regression analyses between the mean concentrations and percentage soil organic carbons are 
shown in Figures 2 and 3 for dry and rainy seasons, respectively; while the correlation coefficients for 
Figures 2 and 3 are given in Tables 5 and 6, respectively. The linear regression analysis showed no 
significant correlation   (r2=0.002) between mean concentrations and percentage soil organic carbon in 
the dry season samples. This suggests that the sites were contaminated to different levels probably due 
to easy degradation of PAHs.    However, there was a significant correlation (r2=0.57) between mean 
concentrations and percentage soil organic carbon in the rainy season samples. This implies that 
during the rainy season, degradation of PAHs was apparently slowed down and there was a significant 
influence of percentage organic carbon on the distribution of PAHs in the soil samples.  

Table 1: Sum of concentrations and ratios of PAHs in soil (Dry season) 

S/No Name   
T0 (SOIL) 

ppm 
T2E (SOIL) 

ppm 
T1S (SOIL) 

ppm 
T2N (SOIL) 

ppm 
AGMILE2 

(SOIL) ppm 

1 
Benzo(b)flouranthene 
(BbF) 

5 
rings 0.02 ±0.01 ND   ND   ND   0.02 ±0.006 

2 
Benzo(k)flouranthene 
(BkF)   0.02 ±0.005 ND   ND   ND   0.02 ±0.01 

3 
Benzo(a)pyrene 
(PaP)   ND   ND   0.02 ±0.008 0.03 ±0.01 0.03 ±0.02 

    Sum  0.04 ±0.015   0   0.02 ±0.008   0.03 ±0.01   0.07 ±0.036  
SumPAHs   0.02 ±0.015 ND   0.02 ±0.008 0.03 ±0.01 0.07 ±0.036 
% Org. Carbon   1.2 ±0.01 2.28 ±0.02 2.27 ±0.07 2.21 ±0.07 2.03 ±0.02 
RATIOS 
OF 
PAHs                         
BbF/BkF     1.00   ND   ND   ND   1.00   
BkF/BaP     ND   ND   ND   ND   0.67   
BbF/BaP     ND   ND   ND   ND   0.67   

ND = Not Detectable 

Table 2: Sum of concentrations and ratios of PAHs in soil (Rainy season) 

S/No Name   
T0 (SOIL) 

ppm 
T2E (SOIL) 

ppm 
T1S (SOIL) 

ppm 
T2N (SOIL) 

ppm 
AGMILE2 

(SOIL) ppm 

1 Naphthalene (NAPH) 
2-3 
rings 0.01 ±0.003 ND   ND   ND   0.02 ±0.01 

2 Acenaphthylene   ND   0.04 ±0.02 ND   ND   ND   
3 Anthracene (ANT)   ND   ND   ND   ND   0.06 ±0.02 

4 
Phenanthrene 
(PHEN)   ND   ND   ND   ND   0.07 ±0.03 

    Sum 0.01 ±0.003 0.04 ±0.02 0    0    0.15   ±0.06 
5 Benzo(b)flouranthene 5 ND   ND   ND   ND   0.2 ±0.04 



1st Annual International Interdisciplinary Conference, AIIC 2013, 24-26 April, Azores, Portugal               - Proceedings-  

853 

(BbF) rings 

6 
Benzo(k)flouranthene 
(BkF)   ND   ND   ND   ND   0.23 ±0.06 

7 
Benzo(a)pyrene 
(PaP)   ND   ND   ND   ND   0.11 ±0.03 

8 
Benzo(g,h,i)perylene 
(BPE)   0.21 ±0.05 ND   ND   ND   ND   

    Sum 0.21 ±0.05  0   0    0    0.54   ±0.13 

9 
Indeno (1,2,3-
cd)pyrene (INPY) 

6 
rings ND  0.32 ±0.04 ND  ND  ND   

SumPAHs   0.22  ±0.05 0.36 ±0.06 ND  ND   0.69 ±0.19  
% Org. Carbon   2.40 ±0.08 2.38 ±0.03 2.7 ±0.14 2.95 ±0.27 2.40 ±0.02 
RATIOS OF 
PAHs                         
NAPH/ANT       ND   ND   ND   ND   0.33 
NAPH/PHEN       ND   ND   ND   ND   0.29 
ANT/PHEN       ND   ND   ND   ND   0.86 
BbF/BkF       ND   ND   ND   ND   0.87 
BkF/BaP       ND   ND   ND   ND   2.09 
BbF/BaP       ND   ND   ND   ND   1.82 

ND = Not Detectable 
Table 3: Ratios of PAHs from literature 

PAHs RATIO OF PAH INFERENCE 
PHEN/ANT 3 Motor vehicle exhaust 
PHEN/ANT >50 From mineral oil 
FLT/PYR 1 Paralytic process 
FLT/PYR >1 Pathogenic process 
BaP/PaP 1 Motor vehicle exhaust 
BaP/PBE 0.2 – 05 Motor vehicle exhaust 
BaP/PBE >1 Coal combustion 
IND/BPE 0.37 PAH arising from traffic exhaust 
PYR/BaP <1 to 50 Diesel fuel-powered truck exhaust 
NAPH/PHEN >1 Pathogenic sources 
BbF/BkF 0.8-1.1 Wood combustion 
 1.1-1.5 Gasoline exhaust 
 2.5-2.9 Smelters 
 3.5-3.9 Coal/coke 

(Olajire and Brack, 2005). 
 

Table 4: Background concentrations of PAHs in rural soils 

PAH 
Conc.  
(x10-3mg/kg) 

Acenaphthene 1.7 
Acenaphthylene  NE 
Anthracene NE 
Benzo(a)anthracene 5-20 
Benzo(a)pyrene 2-1,300 
Benzo(b)flouranthene 20-30 
Benzo(e)perylene NE 
Benzo(g,h,i)perylene 10-70 
Benzo(k)flouranthene 10-110 
Chrysene 38.3 
Flouranthene 0.3-40 
Flourene NE 
Indeno(1,2,3-c,d) pyrene 10-15 
Phenanthrene 30.0 
Pyrene 1-19.7 

NE = Not Established. 
(Jones et al., 1987;  Eviasogie et al., 2006). 
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Table 5: Correlation coefficient table for Figure 2 (PAH versus % Org carbon in soil – Dry season) 

  T0 (Soil) T2E T1S T2N AGM2 total 
Sum(PAHs) (x) 0.02 0 0 0.03 0.07 0.14 
% Org. Carbon (y) 1.2 2.28 2.3 2.21 2.03 9.99 
x2 0.0004 0 0 9E-04 0.005 0.01 
y2 1.44 5.1984 5.2 4.884 4.121 20.8 
Xy 0.024 0 0 0.066 0.142 0.28 
       

-0.040556267 Corr. Coeff      
0.001644811 R2      

 
Table 6: Correlation coefficients for Figure 3 (PAH versus % Org carbon in soil – Rainy season) 

  T0 (Soil) T2E T1S T2N AGM2 Total 
Sum(PAHs) (x) 0.22 0.36 0 0 0.67 1.25 
% Org. Carbon 
(y) 2.4 2.38 2.7 2.95 2.4 12.83 
x2 0.0484 0.1296 0 0 0.449 0.627 
y2 5.76 5.6644 7.29 8.703 5.76 33.18 
Xy 0.528 0.8568 0 0 1.608 2.993 
-0.758086081 Corr. Coeff      

0.574694506 R2      

 

Figure 2: Mean concentration versus percentage organic carbon (Dry season) 

 

Figure 3: Mean concentration versus percentage organic carbon (Rainy season) 
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Sources of PAHs and PCBs 
AGMILE2 (Station 5) was the most polluted with PAHs, probably because of its proximity to 

the road.  PAHs in bitumen are not available when they are in the pure form, but when in contact with 
some solvents, they become mobile and can contaminate the environment. In the rainy season, 
naphthalene (0.02±0.01ppm), anthracene (0.06±0.02ppm) and phenanthrene (0.07±0.03ppm) were 
detected at AGMILE2. These PAHs with 2-3 rings were probably coming from petrogenic sources.  
PAHs of 2 – 3 rings were not detectable at this sampling point in the dry season, but those with 4-6 
rings were determined in both seasons at this location, which showed that this group of PAHs was 
more predominant. On the whole, the most predominant PAHs in the Agbabu soils were those with 4-
6 rings (Tables 1 and 2), indicating that they were probably formed by pyrolysis (Olajire and Brack, 
2005). Several PAHs containing 4-6 aromatic rings in their structure are known to be mutagenic, 
carcinogenic and inducers of tumours in mammals (Nagpal, 1994).  

The most significant sources of PAHs in an environment can be identified from the ratios 
between pairs of concentrations of individual PAHs, and the literature values, presented in Table 3, 
were used to characterize the PAHs in this study. The ratios of the concentrations of PAHs calculated 
from Tables 1 and 2 for BENZO(b) FLOURANTHENE/BENZO (k) FLOURANTHENE (BbF/BkF) 
were 1.0 at   T0 and AGMILE2 in the dry season, and 0.87 for AGMILE2 in the rainy season.  These 
values suggest that the PAHs were apparently from wood combustion sources. The ratio of 
PHENANTRENE/ANTHRACENE (PHEN/ANT) was 0.86 at AGMILE2 in the rainy season, 
suggesting that the PAHs were probably not from motor vehicle exhaust and mineral oil; the ratio of 
NAPHTHALENE/PHENANTRENE (NAPH/PHEN) was 0.29 at AGMILE2, which is indicative that 
the PAHs were apparently not derived from pathogenic sources.  Sum of PAH concentrations above 
1-10µg/kg show that the PAHs may likely come from anthropogenic sources and not from plant 
synthesis and natural fires (Edward, 1987). 
Conclusion 

The concentrations of most of the PAHs in the soils at the study area were lower than the 
recommended limits and the PAHs were probably from anthropogenic sources, including pyrolysis.  
Higher concentrations were obtained in the rainy season, apparently due to dilution and lower rates of 
degradation of the PAHs. The predominance of PAHs containing 4 – 6 rings in the investigated 
samples suggests that they could be mutagenic and carcinogenic.  

As at the time of this study, PCBs were not detectable in any of the soil samples investigated; 
but despite this, it was still necessary to know the pre-exploitation status of PCBs in the area. Finally, 
monitoring of the levels toxic substances in Agbabu and its vicinity should be conducted periodically.  
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Abstract: 

Studies of the living organic matter humification process are essential for understanding of the 
carbon biogeochemical cycle. The aim of this study is to analyze relations between the properties of 
peat humic acids and peat humification degree using UV spectroscopy. The analysis has been done on 
samples of humic substances extracted from peat profiles in three ombrotrophic bogs and relations 
between peat age, decomposition and humification degree, botanical composition and properties of 
peat humic acids (elemental, functional composition) were studied.  
The found variability of peat properties is less significant than differences in the properties of peat-
forming living matter, thus revealing the dominant impact of humification process on the properties of 
peat. Correspondingly, composition of peat humic acids is little affected by differences in the 
composition of precursor living organic material. UV spectroscopy and used absorbance ratios can be 
successfully used for describing organic matter properties and diagenesis. 

 
Key Words: UV spectroscopy, peat, humic acids 
 
Introduction 
 Peat is a light brown to black organic material, which is formed under waterlogged conditions 
from the partial decomposition of mosses and other bryophytes, sedges, grasses, shrubs, or trees 
(Cocozza et al., 2003). The interest in peat properties is growing, as peat is a substance that supports 
and influences bog and wetland ecosystems, while peat profiles can serve as “archives” indicating 
conditions in past environments (Yeloff and Mauquoy, 2006; Zaccone et al., 2007). Significant 
amounts of organic carbon are stored in the form of peat. Therefore, peat reserves play a major role in 
the carbon biogeochemical cycling, which is of key importance in the context of the on-going process 
of climate change (Falkowski et al., 2003; Borgmark, 2005). Industrial and agricultural uses of peat 
are growing (Ghaly et al., 1999; Brown et al., 2000), and significant amounts of peat are mined 
industrially. Considering this, there is an increasing interest into studies of peat properties and their 
diagenesis.  
 In the carbon biogeochemical cycle, the transformation of living organic matter into 
refractory part of organic matter (humic substances, such as humic acids, fulvic acids, and humin) or 
humification is of key importance. Humification can be defined as the transformation of numerous 
groups of substances (proteins, carbohydrates, lipids etc.) and individual molecules present in living 
organic matter into groups of substances with similar properties (humic substances) (Francioso et al., 
2003). To characterize the humification process, an important tool is the development of humification 
indexes that link the rate of transformation of living organic matter, development of humic substances 
with parameters that describe the properties of formed materials (Lu et al., 2001). Several 
humification indexes have been suggested to study the humification process during composting to 
evaluate maturity of compost (Jerzykiewicz et al., 1999; Domeizel et al., 2004) and to study soil 
formation processes (Zsolnay et al., 1999; Cavani et al., 2003; Ikeya and Watanabe, 2003; Rosa et al., 
2005; Corvasce et al., 2006). Usually the humification process is evaluated using indirect 
measurements that describe structural changes occurring during the humification process. Several 
methods have been suggested, such as measurement of E4/E6 ratio that indicates the development of 
condensed macromolecules, the amount of organic/aliphatic carbon estimated with 13C nuclear 
magnetic resonance spectra. Furthermore, measurements of presence of free radicals, determined 
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using electron spin resonance spectra and studies of fluorescence properties of humic 
macromolecules, have been used to describe humification processes (Milori et al., 2002). However, 
only a few articles study the humification process of peat (Schnitzer and Levesque, 1979; Preston et 
al., 1989; Hargitai, 1994; Baran, 2002; Francioso et al., 2003; Šīre et al., 2008) despite the fact that 
bogs and wetlands form one of the largest sources of refractory organic matter.  
 The aim of this study is to analyze relations between the properties of peat humic acids and 
peat humification degree using UV spectroscopy.  
Materials and methods 
Site location 
 In-depth study of peat composition, humification degree and peat humic acid properties was 
carried out in three ombrotrophic bogs located in Latvia. Full peat profiles were obtained and cut into 
5-cm layers for analysis of peat properties and isolation of humic acids.  
Isolation of peat humic acids 
 HAs were extracted and purified, using procedures recommended by the International Humic 
Substances Society (IHSS) (Tan, 2005).  
Analysis of peat and humic acid properties 
 The 14C dating was done at the Institute of Geology of the Tallinn Technical University 
(Estonia). Carbon, hydrogen, nitrogen and sulphur concentrations in the peat and humic acid samples 
(elemental analysis of C, H, N, S) were determined by combustion-gas chromatography technique, 
using an Elemental Analyzer Model EA-1108 (Carlo Erba Instruments). Ash content was measured 
after heating 50 mg of each peat sample at 750 0C for 8 h. Elemental composition was corrected 
considering the ash content, and the oxygen amount was calculated as a difference.  
 The analysis of botanical composition was performed microscopically, using a Carl-Zeiss 
binocular microscope, thereby determining the decomposition degree (Listvan, 1975).  
 For estimation of carboxylic groups and total acidity, an automatic titrator TitroLine easy 
(Schott-Geräte GmbH) was used. The known Ca-acetate method (Tan, 2005), based on the formation 
of acetic acid, was used for determining the total number of carboxylic groups. To estimate the total 
acidity, Ba(OH)2 method was used (Tan, 2005).  
 Humification degree (according to (Blackford and Chambers, 1993) and modified by 
(Borgmark, 2005)) was estimated as absorption at 540 nm after treatment of 1.00 g of peat sample for 
1½ hrs with 25 ml of 8 % NaOH in 25 ml plastic tube in a boiling water bath (95 ºC) and filtration.  
UV spectroscopy 
 UV-Vis spectra were recorded on a Thermospectronic Helios γ UV (Thermoelectron Co) 
spectrophotometer in a 1-cm quartz cuvette. The UV-Vis spectral ratios E2/E3 (Peuravuori et al., 
1997) and E4/E6 ratio (Chen et al., 1977), i.e. the ratio of absorbance at 280 and 360, and 465 and 665 
nm respectively, was determined for humic acid solutions 10 mg/l diluted in 0.05 M NaOH.  
 Absorbance ratios E280/472, E280/664, E472/664 were calculated from UV-Vis absorbance at 280, 
472 and 664 nm (Albrecht, 2011). Absorbance ratio E270/400 were calculated from UV-Vis absorbance 
at 270 and 400 nm (Uyguner and Bekbolet, 2005). Absorbance ratio E254/436 were calculated from UV-
Vis absorbance at 254 and 436 nm (Shirshova et al., 2006). 
 Specific absorbance A280 (Chin et al. 1994), A254 and A436 (Shirshova et al., 2006), A340 
(Scotta et al., 2001) were calculated based on UV-Vis absorbance at 280, 254, 436 and 340 nm,  
where values were normalized per mol C with units L mol C-1 cm-1 of organic matter in solution (Chin 
et al. 1994). 
 The value of ∆ log K coefficient, ∆ log K = log A400 – log A600, was calculated to determine 
degree of humification (Fong et al., 2006).  
Results and discussion 

For description of molecular properties of humic acids (HA) UV-Vis spectroscopy is widely 
used as simple and informative method (Shirshova et al., 2006). It is known that the UV-Vis spectra 
of humic acids are broad, featureless and monotonously decrease with increasing wavelength, but 
there are UV regions and absorbances of spectra that can be used to analyse HA (Uyguner and 
Bekbolet, 2005). Vieyra (Vieyra et al., 2009) suggests to describe UV absorbtion spectra by three 
Gaussian-like bands which are related to electronic transition of benzene-like molecules. Very intense 
band centred to 180 nm due to allowed π-π* transition. Less intense benzenoid and electron transfer 
bands are centred to 205 nm and 250 nm and largely are affected by the presence of polar functional 
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groups, such as hydroxyl, carbonyl, carboxyl, ect., whereas the benzenoid band is almost unaffected 
(Vieyra et al., 2009). The UV absorbtivity at 280 nm represents total aromaticity, because π-π* 
electron transition occurs in this UV region (ca. 270-280 nm) common for phenolic arenes, benzoic 
acids, aniline derivatives, polyenes and polycyclic aromatic hydrocarbons with two or more rings 
(Chin et al., 1994; Glatzel et al., 2003) and also specific absorbance A280 can be used to characterize 
humification of the peat (Chin et al. 1994). Many of these compounds are thought to be common 
structural subunits in humic matter and E2/E3 as absorbance ratios measured at 250 and 365 nm 
corresponds to correlation of molecular size and aromaticity (Peuravuori et al., 1997). To describe 
aromaticity of humic acids with UV absorbtivity at 280 nm (Chin et al. 1994) also absorbtivity at 254 
nm is used (Uyguner and Bekbolet, 2005). Studies of aquatic humic acid photocatalytic degradation 
shows that specific absorbance A254 decreases during photocatalytic degradation (Eggins et al., 1997) 
and may represent an alternative indicative parameter for research humic acids (Lipski et al., 1999; 
Kumke et al., 2001; Uyguner and Bekbolet, 2005).  

The relationship E4/E6 (the ratio absorbances at 465 nm and 665 nm) is related to the 
aromaticity and to the degree of condensation of the chain of aromatic carbons of the humic acids, and 
could be used as a humification index (Kononova 1966; Stevenson and Schnitzer 1982). Low E4/E6 
ratio reflect a high degree of condensation of these structures while high ratios mean presence of large 
quantities of aliphatic structures and low quantities of condensed aromatic structures (Chin et al., 
1997). This ratio also is inversely related to the degree of aromaticity, particle size, molecular weight, 
and acidity (Uyguner et al., 2004). Typically E4/E6 is larger for non-humified material by presence of 
proteins and carbohydrates, which increase the absorbtivity at the UV region of the spectrum (Vieyra 
et al., 2009).  

Coefficient E270/400 (the ratio absorbances at 270 and 400 nm) characterize the degradation of 
phenolic/quinoid core of HA to simpler carboxylic aromatic compounds (Uyguner and Bekbolet, 
2005). 

To analyze humification of organic matter commonly is used UV-Vis absorbance at 260-280 
nm, due to lignin and quinone moieties (material at the very beginning of transformation). The 
absorbance at 460-480 nm reflects the organic material at the beginning of humification and the 
absorbance at 600-670 nm is indicative of strongly humified material with a high degree of aromatic, 
condensed groups (Albrecht, 2011). Therefore following absorbance ratios have been used to 
characterize aquatic humic material E280/472, E280/664, E472/664. The E280/472 reflects the proportion 
between the lignins and other materials at the beginning of humification. The E280/664 denotes the 
relation between non-humified and strongly humified material. E472/664 ratio is used to indicate the 
degree of condensation and polymerization of the aromatic constituents. Low E280/664 or E472/664 ratios 
reflect a high degree of aromatic condensation and indicate a higher level of organic material 
humification (Albrecht, 2011). 

The value of ∆ log K coefficient can be used for describing degree of humification of organic 
matter, although this coefficient were not significant enough to use this parameter as indicator of 
humification degree of soil organic matter (Fong et al., 2006). On the basis of ∆ log K coefficient, 
humic acids can be divided into 3 types: A – humic acids of high degree of humification for which the 
values of ∆ log K coefficient is up to 0.6; type B – those of corresponding values between 0.6-0.8 and 
type C – where ∆ log K within range 0.8-1.1 (Fong et al., 2006). 
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Fig. 1. UV-Vis spectra of peat humic acids from Eipurs bog depending on the sample location depth 

 
The shape of UV-Vis spectra of humic acids revealed a monotonically decrease with 

increasing wavelength (Fig. 1, 2). Presence of shoulder between 240 and 290 nm are characteristic to 
aromatic or unsaturated compounds (conjugation of quinone and ketones) (C=C, C=O, N=N) (Chin et 
al., 1994). Absorption intensity increases with peat depth demonstrating nature of humification 
process in bogs – increasing aromaticity of isolated HAs. It depends not only on humification process, 
but also on peat forming biota. Bottom layers of the bog are composed of plants containing aromatic 
compounds (lignine) in their structure and thus UV-Vis spectra of HAs are affected. 

 

 
Fig. 2. UV-Vis spectra of peat humic acids from Dzelve (A) and Dizpurvs (B) bog depending on the sample 

location depth 
 

There are other UV spectra absorbances and absorbance ratios: A436, E254/436 suggested by 
Shirshova (Shirshova et al., 2006), representing that HAs with lower A436, E254/436, E4/E6, A254 values 
contain more aliphatics, carbohydrates, aromatics and/or amides compared with HAs which are 
relatively rich in carboxylic and phenolic groups (Shirshova et al., 2006). The results of mean A340 
indicated that the humic acid fraction had more colour per unit weight than the fulvic or the 
hydrophilic fractions, which means that HAs are more aromatic than FAs (Scotta et al., 2001).  

Lower E4/E6 ratios measured for humic acids from deeper bog layers accordingly to data in the 
literature (Zaccone et al., 2007) suggest a high degree of condensed aromatic systems and smaller 
particle sizes or molecular weights and acidity, whereas in upper layers large quantities of aliphatic 
structures, mainly polysaccharides probably are dominant. The E4/E6 correlates with E472/664 ratio 
(Table 1, 2, 3) indicating the degree of condensation and polymerization of the aromatic constituents 
(Uyguner and Bekbolet, 2005). Typically for studied bogs lower degree of the aromatic constituents 
has been found for sphagnum, hypnum and sedge peat.  
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Table 1 Calculated UV-Vis absorbance ratios, specific absorbance A280 and ∆ log K of peat HAs isolated from 
Eipurs bog 

Humic acid A280 E4/E6 E2/E3 E280/472 E280/664 E472/664 E270/400 ∆ log K 
Eipurs HA 0.0 - 0.25 19.99 5 3.4 10.05 47.75 4.75 5 0.81 

Eipurs HA 0.25 - 0.50 18.96 7.2 3.46 10.56 71.8 6.8 5.14 0.88 
Eipurs HA 0.50 - 0.70 20.16 5.86 3.34 9.67 53.86 5.57 4.8 0.85 
Eipurs HA 0.70 - 1.20 18.67 6.28 3.1 8.73 51.14 5.86 4.38 0.83 
Eipurs HA 1.20 - 1.35 16.74 6.86 2.96 7.62 49 6.43 4.08 0.78 
Eipurs HA 1.35 - 1.70 28.22 6.23 2.84 6.97 40.77 5.85 3.81 0.79 
Eipurs HA 1.70 - 1.87 28.64 6.58 2.86 7.03 40.54 5.77 3.88 0.78 
Eipurs HA 1.87 - 2.20 25.16 5.92 2.83 7 39.08 5.58 3.78 0.77 
Eipurs HA 2.20 - 2.30 26.20 6.36 2.86 7.38 44.27 6 3.85 0.80 
Eipurs HA 2.30 - 2.40 25.35 6.4 2.92 7.59 46.3 6.1 4 0.81 
Eipurs HA 2.40 - 2.50 24.17 6.77 2.94 7.62 49.11 6.44 4 0.81 
Eipurs HA 2.50 - 3.20 24.23 6.2 3.09 8.12 47.1 5.8 4.18 0.80 
Eipurs HA 3.20 - 3.58 29.48 8 3.09 7.45 55.9 7.5 4.14 0.82 
Eipurs HA 3.58 - 3.62 36.18 6.69 2.96 6.51 41.125 6.31 3.86 0.77 
Eipurs HA 3.62 - 4.10 29.95 7.22 3.05 8.77 59.44 6.78 4.31 0.86 
Eipurs HA 4.10 - 4.56 28.22 6.55 3.08 9.27 56.67 6.11 4.34 0.85 
Eipurs HA 4.56 - 4.62 24.45 7.2 2.76 7.55 50.6 6.7 3.78 0.88 

 
Table 2 Calculated UV-Vis absorbance ratios, specific absorbance A280 and ∆ log K of peat HAs isolated from 

Dzelve bog 
Humic acid A280 E4/E6 E2/E3 E280/472 E280/664 E472/664 E270/400 ∆ log K 

Dzelve HA 0.0 - 0.10 10.68 10 3.31 10 100 10 4.91 0.87 
Dzelve HA 0.10 - 0.20 14.52 12 3.36 10.36 114 11 4.77 0.94 
Dzelve HA 0.20 - 0.30 16.62 8 3.08 8.53 64 7.5 4.28 0.81 
Dzelve HA 0.30 - 0.40 20.87 10 3.39 9.63 73.83 7.67 4.81 0.92 
Dzelve HA 0.40 - 0.50 15.76 4 2.76 6.21 50 3.8 3.57 0.64 
Dzelve HA 0.50 - 0.60 20.22 8.5 3.35 9.875 79 8 4.75 0.95 
Dzelve HA 0.60 - 0.70 15.47 14 3.39 9.85 128 13 4.79 0.99 
Dzelve HA 0.70 - 0.80 17.23 7 3.35 9.77 63.5 6.5 4.72 0.86 
Dzelve HA 0.80 - 0.90 19.03 8 3.43 9.6 72 7.5 4.73 0.82 
Dzelve HA 0.90 - 1.00 21.20 6.3 3.42 8.78 39.5 4.5 4.65 0.79 
Dzelve HA 1.00 - 1.10 21.78 7.3 3.22 7.95 55.67 7 4.18 0.86 
Dzelve HA 1.10 - 1.20 19.16 4.5 3.38 8.35 35.5 4.25 4.22 0.79 
Dzelve HA 1.20 - 1.30 19.84 5 3.17 7.74 36.75 4.75 4.21 0.73 
Dzelve HA 1.30 - 1.40 19.81 6.3 3.2 8.11 48.67 6 4.24 0.79 
Dzelve HA 1.40 - 1.50 21.42 4.2 3.12 7.74 29.4 3.8 4.07 0.75 
Dzelve HA 1.50 - 1.60 15.00 12 3.21 9.36 103 11 4.44 1.10 
Dzelve HA 1.60 - 1.70 13.56 10 3.39 10.44 94 9 4.81 1.02 
Dzelve HA 1.70 - 1.80 12.25 8 3.5 12.57 88 7 5 0.98 
Dzelve HA 1.80 - 1.90 14.01 10 3.32 10.56 95 9 4.63 1.04 
Dzelve HA 1.90 - 2.00 12.49 9 3.31 11.125 89 8 4.8 1.00 
Dzelve HA 2.00 - 2.10 13.84 6 3.22 9.18 50.5 5.5 4.54 0.78 
Dzelve HA 2.10 - 2.20 14.48 11 3.38 10.4 104 10 4.66 1.08 
Dzelve HA 2.20 - 2.30 13.27 9 3.63 11.875 95 8 5.2 1.00 
Dzelve HA 2.30 - 2.40 15.29 11 3.48 10.9 109 10 4.87 0.90 
Dzelve HA 2.40 - 2.50 15.51 4.67 3.1 8.46 36.67 4.33 4.21 0.75 
Dzelve HA 2.50 - 2.60 14.21 6 3.24 9.27 51 5.5 4.58 0.78 
Dzelve HA 2.60 - 2.70 12.82 5.5 3.3 9.3 46.5 5 4.54 0.74 
Dzelve HA 2.70 - 2.80 12.26 5.5 3.25 8.8 44 5 4.57 0.85 
Dzelve HA 2.80 - 2.90 24.87 4.2 3.05 7.87 30.17 3.83 4.06 0.78 
Dzelve HA 2.90 - 3.00 22.74 4 2.98 7.5 27.5 3.67 4.02 0.74 
Dzelve HA 3.00 - 3.10 23.16 3 2.95 6.72 18.67 2.78 3.83 0.59 
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Dzelve HA 3.10 - 3.20 22.96 3.43 2.94 7.32 23 3.14 3.91 0.69 
Dzelve HA 3.20 - 3.30 15.84 5 3.17 8.62 37.33 4.33 4.25 0.75 
Dzelve HA 3.30 - 3.40 16.72 5 3.13 8.5 39.67 4.67 4.34 0.76 
Dzelve HA 3.40 - 3.50 21.71 5.75 2.97 6.64 36.5 5.5 3.83 0.71 

 
Ratios E270/400, E280/472 and E2/E3 (Table 1, 2, 3) strongly correlates and shows degradation of 

phenolic/quinoid core of HA (Uyguner and Bekbolet, 2005) as well as proportion between the lignins 
and other materials at the beginning of humification (Albrecht, 2011) in peat profiles. Also these 
ratios corresponds to detected humification index (D540) and peat decomposition degree and confirm 
the same results as other ratios (E4/E6, E472/664) calculated from UV-Vis spectra - a high degree of 
aromatic condensation indicating a higher level of organic material humification in deeper layers of 
bog and higher proportion of material at the beginning of humification in upper layers of the bog.  

Specific absorbance A280 indicates aromaticity of HAs and is reversely related with ratio 
E280/664 which denotes the relation between non-humified and strongly humified material, but aren’t 
directly associated with other ratios indicated aromaticity (E2/E3, E4/E6, E270/400), although on average 
level correlates with peat decomposition degree and humification index. 
Table 3 Calculated UV-Vis absorbance ratios, specific absorbance A280 and ∆ log K of peat HAs isolated from 

Dizpurvs bog 
Humic acid A280 E4/E6 E2/E3 E280/472 E280/664 E472/664 E270/400 ∆ log K 

Dizpurvs HA 0.0 - 0.20 9.05 3 3.26 8 21.33 2.67 4.38 0.60 
Dizpurvs HA 0.20 - 0.40 11.63 6 2.97 8.09 44.5 5.5 4.13 0.76 
Dizpurvs HA 0.60 - 0.80 11.79 4.5 3.38 10.625 42.5 4 4.84 0.80 
Dizpurvs HA 0.80 - 1.00 17.34 5 2.96 6.89 32.75 4.75 4.03 0.64 
Dizpurvs HA 1.00 - 1.20 17.10 4.75 2.96 7.06 31.75 4.5 4.00 0.69 
Dizpurvs HA 1.20 - 1.40 19.39 4.6 2.72 6.23 27.4 4.4 3.51 0.66 
Dizpurvs HA 1.40 - 1.60 21.69 4.5 2.75 6.2 25.83 4.17 3.54 0.66 
Dizpurvs HA 1.60 - 1.80 19.54 6.33 2.98 7.56 45.33 6 4.03 0.71 
Dizpurvs HA 1.80 - 2.00 21.40 10 3.04 7.89 75 9.5 4.21 0.80 
Dizpurvs HA 2.00 - 2.20 19.78 4 2.74 5.96 22.83 3.83 3.43 0.62 
Dizpurvs HA 2.20 - 2.40 20.72 3.86 2.67 5.8 20.71 3.57 3.40 0.57 
Dizpurvs HA 2.40 - 2.60 19.20 3.25 2.63 5.48 17.13 3.125 3.35 0.55 
Dizpurvs HA 2.60 - 2.80 19.52 3.28 2.78 6.05 19 3.14 3.56 0.59 
Dizpurvs HA 2.80 - 3.00 17.24 7 3.31 9.15 59.5 6.5 4.50 0.75 
Dizpurvs HA 3.00 - 3.20 17.59 5 3.17 8.5 39.67 4.67 4.39 0.75 
Dizpurvs HA 3.20 - 3.40 16.99 4.33 3.23 9.5 38 4 4.42 0.72 
Dizpurvs HA 3.40 - 3.60 15.98 4.33 3.05 9 36 4 4.19 0.72 
Dizpurvs HA 3.60 - 3.80 18.88 3.14 2.92 6.6 18.86 2.86 3.72 0.56 
Dizpurvs HA 3.80 - 4.00 21.76 3.28 2.96 6.9 20.71 3 3.79 0.59 
Dizpurvs HA 4.00 - 4.30 19.61 3.12 2.77 5.87 16.875 2.875 3.41 0.57 

 
The value of ∆ log K coefficient for peat humic acids range 0.55 – 1.09 describing them as 

less humified than soil humic acids (Fong et al., 2006). Value of ∆ log K coefficient strongly 
correlates with other calculated UV absorbance ratios (E4/E6, E472/664, E270/400, E280/472, E2/E3, and 
E280/664) except specific absorbance A280 (Table 4). If for soil humic acids this coefficient is not 
significant, then for peat humic acids with lower decomposition degree and quiete wide range (10-60 
%) of very well characterized humification parameters within peat profiles this coefficient might be 
used. Moreover,  ∆ log K on average level correlates with humification index – D540. 
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Table 4 Correlations between calculated UV absorbance ratios (E4/E6, E472/664, E270/400, E280/472, E2/E3, E280/664, 
specific absorbance A280 and ∆ log K) and decomposition, D540. 

 A280 E4/E6 E2/E3 E280/472 E280/664 E472/664 E270/400 
Decomposition, % 0.38 0.01 0.3 0.29 0.08 -  
D540 0.39 0.3 0.26 0.14 - 0.28  
E4/E6 0.03       
E2/E3 0.22 0.3      
E280/472 0.25 0.39 0.83     
E280/664 0.11 0.91 0.45 0.59    
E472/664 0.03 0.98 0.26 0.36 0.91   
E270/400 0.22 0.37 0.92 0.91 0.53 0.33  
∆ log K 0.03 0.74 0.46 0.64 0.77 0.71 0.55 

Significance level p=0.05 
 

There are small variability of UV-Vis ratios in Dzelve and Dizpurvs peat profiles indicating 
other factors influencing structure of HAs without humification of organic material. In Dzelve bog 
peat profile from 1.5 to 2.5 m have higher E4/E6, E280/472, E472/664 and E280/664 ratios, and ∆ log K, but 
lower specific absorbance A280 (Table 2). In this depth of bog lower decomposition degree of peat and 
therefore lower aromaticity and higher concentration of phenol groups are observed, but lower 
concentration of carboxylic groups is detected, which typically increases with depth of peat profile. 
Decrease of carboxylic group concentration in Dzelve bog and lower decomposition degree of peat 
are probably due to very intense peat growth rate in past (about 4-5 mm/year). In Dizpurvs peat 
profile from 2.0 to 2.8 m lower E4/E6, E2/E3, E270/400, E280/472, E472/664, E280/664 ratios and ∆ log K was 
observed, but without significant changes of specific absorbance A280 (Table 3). Higher amount of 
carboxylic groups correlates with decomposition degree of peat. It could be expected incense of 
specific absorbance A280, and loss of phenolic groups, but due to low aromaticity depending on 
botanical composition of peat – Sphagnum mosses are void of aromatic substances, but no major 
changes in this parameter was observed. 

 
Fig. 3. Correlation between specific absorbance A280 and N/C relation of studied bogs 

 
All three groups of associated ratios (1 - E4/E6, E472/664; 2 - E270/400, E280/472 and E2/E3; 3 - specific 

absorbance A280, E280/664) and ∆ log K shows that aromaticity, acidity as well as degradation of 
phenolic structures increases with depth of peat profile and only partly have influenced from peat 
forming biota (Table 4). Moreover, these calculated ratios have not directly related to amount of 
aromatic carbon detected with 13C NMR spectroscopy. These findings corresponds to investigations in 
literature (Chen et al., 1977; Chen et al., 2002), where was found that E4/E6 ratio not directly related 
to the relative concentration of condensed aromatic rings ratio, but have mainly governed by the 
particle size (or particle or molecular weight), correlated with the free radical concentration, contents 
of O, C, COOH and total acidity. 

y = -0,175ln(x) + 0,6604 
R² = 0,926 

N
/C

 

A280 
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Most significant relation from calculated ratios have specific absorbance A280 and N/C ratio 
(Fig. 3) and corresponds to results from literature (Kalbitz et al., 1999; Kalbitz et al., 2000) and 
provides an initial estimate of the degree of humification because peat decomposition and 
humification tend to result in the decay of carbon strcutures and thus the relative enrichment of 
nitrogen.  
Conclusion 

 Different UV ratios can be successfully used as complex parameter for describing 
humification of organic matter. Calculated UV ratios and specific absorbance shows that aromaticity, 
acidity as well as degradation of phenols increase with depth of peat profile and only partly have 
influenced by peat forming biota. Peat humic acids (HA) are formed in a process in which more labile 
structures (carbohydrates, amino acids, etc.) are destroyed, but thermodynamically more stable 
aromatic and polyaromatic structures emerge. 
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Abstract: 

The benzimidazole starting material 5-(1H-benzo[d]imidazol-2-yl)-4,7-dimethoxybenzofuran-
6-ol (2)was  synthesized. The  Mannich bases 3a-k  were formed using formaldehyde and primary or 
secondary amines.(2) was subjected to Mannich reaction using 1,4-phenylenediamine or piperazine to 
lead to the 1,4-disubstituted benzenes 4a or 1,4-disubstituted piperazines 4b. 
The compounds were screen for their antimicrobial activities  

 
Key Words: 5-Benzimidazolylbenzofuran Derivatives, Biological Activity 
 
Introduction 
 Benzimidazole derivatives are of wide interest because of their diverse biological activity and 
clinical applications. Several promising antitumor active agents were found to contain the 
benzimidazole ring system(1-11). They were found to exert their antitumor activity by acting mainly as 
topoisomerases inhibitors (12-13). Benzimidazoles belonging to the fused heterocyclic system prepared 
from amino acids are associated with diverse pharmaceutical activities such as antibacterial(14), 
insecticidal(15), fungicidal(16), antimicrobial(17), antagonist(18), anthelmintic(19-21) and anti-
inflamonatary(22) etc. also Benzofuran derivatives posses a wide range of biological activities. They 
have been reported to possess antimicrobial(23-26), antitumour(27, 28), anti-inflammatory(29) activity etc. 
Hence it was though interesting to prepare the combined molecule having benzimidazole-benzofurane 
with expected biological activity.  
Chemistry 

The benzimidazole starting material 5-(1H-benzo[d]imidazol-2-yl)-4,7-dimethoxybenzofuran-
6-ol (2) was synthesized using Philips' (30) method starting from o-phenylenediamine and  6-hydroxy-
4,7-dimethoxybenzofuran-5-carboxylic acid (1)  

The Mannich bases 3a-k were formed by the reaction of compound 2 with formaldehyde and 
4-chloro-2-nitroaniline or 4-fluoroaniline, 2,6-dichloroanine, n-propylamine, dimethylamine, 
ethylamine, isopropylamine, piperidine, 2-aminobenzoic acid, or 2-hydroxyaniline respectively.(c.f. 
scheme 1). 
 When( 2) was subjected to Mannich reaction using 1,4-phenylenediamine or piperazine led to 
the 1,4-disubstituted benzenes 4a or 1,4-disubstituted piperazines 4b.(c.f. scheme 2). 
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Scheme 1: 
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3a, R= 4-chloro2-nitrophenyl 
b, R= 4-chlorophenyl 
c, R= 4-flourophenyl 
d, R= 2,6-dichlorophenyl 
e, R=  n-propyl 
f, R= dimethyl 
g, R= ethyl 
h, R= isopropyl 
i, R= piperidyl 
j, R=  2-carboxyphenyl 
k, R=  2-hydroxyphenyl 
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Scheme 2: 
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4a, R=1,4-diaminophenyl 
b, R=piperazinyl            
 
Experimental 

NMR of the synthesized compounds were not performed because the great difficulty in 
solubility

Table1: Spectral data of compounds 2 , 3a-k, 4a,b 
No. IR (KBr) υmax/cm-1 MS, m/z (%) m.p. Color 
2 
 

3389 (br. NH & OH), 2939, 
2842 (aliph. C-H 
stretching), 1660 (C=N), 
1623 (C=C), 1592 (C=C) 
 

328 (M+H2O), 310 (M), 309 (M-1), 
280 (M-HCHO), 245 (base peak), (M-
HCHO-H2O-NH3) 
 

240⁰C Black 

3a 
 

3614 (OH), 3263(OH & 
NH), 2943, 2839 (aliph. C-
H), 1620(C=N), 1508, 1481 
(C=C), 920 (C-Cl), 806 (C-
NO2) 
 

495 (M), 497 (M+2), 456 (M-NO+1), 
172 (C6H4ClN2O2), 155 (171-16-1) 
 

>350 
⁰C 

Dark 
brown 

3b 
 

 413 (M-HCl-H), 393 (413-18), 367, 
389, 319, 281, 42 (base peak) 
 

>350 
⁰C 

Dark 
brown 

3c 
 

3421 (OH & NH), 2921 (C-
H stretching), 1640 (C=N), 
1618 (C=C), 1482. 
 

439 (M), 440 (M+1), 438, 437, 383, 
355 (base peak), 239, 211 
 

>350 
⁰C 

Dark 
brown 

3d 
 

3407 (OH & NH), 2939, 
2840 (C-H stretching), 1650 
(C=N), 1611 (C=C), 1482, 
678 (C-Cl) 
 

483 (M), 442 (483-Cl), 417 (447-
HCHO), 389 (417-CO), 63 (base peak) 
 

>350 
⁰C 

Dark 
brown 

3e 
 

3409 (NH & OH), 2939, 
2841 (aliph. C-H 

367 (M-CH3+1), 339(M-n-propyl+1), 
294 (M-n-propyl-NH-CH2-17+1), 276, 

>350 
⁰C 

Dark 
brown 
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Biological Activity 

The antimicrobial activity of  material against  E. coli was investigated as a pathogenic  
bacteria . Bacteriological Tests were performed in lysogeny broth (LB) (  Bertani, G. (2004)) medium 
on solid agar plates and in liquid systems. The materials  were shown to be an effective bactericide or 
bacteriostatic . The results show effect of 32 materials on growth of pathogenic bacteria by  Growth 
measurements methods  

stretching), 1655 (C=N), 
1617 (C=C) 

 

265 
 

3f 
 

3418 (NH & OH), 2938 
(aliph. C-H stretching), 
1660 (C=N), 1616,1482 

(C=C) 
 
 

369 (M+2), 368(M+1), 367(M), 
353(M-CH2), 119 (base peak). 

>350 
⁰C 

Dark 
brown 

3g 
 

3407, 3224 (NH & OH), 
2939 (aliph. C-H 

stretching), 1655 (C=N), 
1614, 1513 (C=C). 

 

368 (M-CH3+2H+), 277, 204, 190, 57 
(base peak) 

 

>350 
⁰C 

Reddish 
brown 

3h 3412, (NH & OH), 2971, 
2937, 2846 (aliph. C-H 

stretching), 1640 (C=N), 
1616, 1500 (C=C). 

 

382 (M+1), 381 (M), 369 (M-CH2 +1), 
286( base peak), 204, 189, 161, 119… 

>350 
⁰C 

Dark 
brown 

3i  407 (M), 311 (M-piperidyl-2), 78, 63( 
base peak). 

>350 
⁰C 

Dark 
brown 

3j 3402, (OH, NH3
+), 2937, 

(aliph. C-H stretching), 
1700 (shoulder C=O), 1616 

(C=N), 1612 (COO-),  
1481(C=C). 

 

460 (M+1), 459 (M), 414, 397, 249, 
121 (base peak) 

>350 
⁰C 

Dark 
brown 

3k 
 

3614 (OH), 3139 (NH & 
OH), 2958, 2750, 2592 
(aliph. C-H stretching), 
1616 (C=N) 1523, 1446 

(C=C). 
 

401 (M), 254, 244, 230 (base peak), 
122,109…… 

 

>350 
⁰C 

Dark 
brown 

4a 
 

3409 (NH & OH), 2943, 
2839 (aliph. C-H 

stretching), 1660 (C=N), 
1620, 1512 (C=C) 

 

752 (M), 108 (base peak) 
 

>350 
⁰C 

Dark 
brown 

4b 
 

3394 (NH & OH), 2947 
(aliph. C-H stretching), 

1635 (C=N), 1508 (C=C) 
 

730 (M+1), 729 (M), 672 (M-2CHO), 
654 (M-2CHO-18), 627 (M-2CHO-18-

HCN), 132 (

N

N

CH2 +1), 193 (

OHO

OCH3

OCH3 ), 112 (base peak), 84 
(piperazine) 

 

>350 
⁰C 

Dark 
brown 
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Material and Methods 
Bactericidal test 
Escherichia coli strain was grown on (lb) broth  for 24 hour were cultured on 20 ml on 50 ml falcon  
of lb broth  by add 10 microliter from culture and supplemented with 0.3  gram from tested   materials 
. material- free lb broth cultured under the same conditions were used as a control > the falcons was 
incubation  in shaker incubator  for 24 hour in 30 

c at 150 rpm   >>>the table  show O.D (optical 
density) for control and  other treatments at wave 600  
Counting plates  

The  treatments was cultured after 24 hour  incubation  on lb agar plates by pour plate method 
to counting survival  bacteria  to indicator  the effect of  material on bacteria. The culture was diluted 
to 10-7 and then put 50 microliter on plate and then incubated for  24 hour and 30 c   

Results and Discussion 
 The table show the Comparison between the control and other treatment on optical dencity 
and Counting plates and it showe the materials 3b was Active growth and materials 3a and 4b was 
made Percentage of death 66 %  ,and material 3f was made percentage of death 33%. 

Table 2: O.D for culture supplemented with 10 materials .and show plat counting result 
a 
Material 

 
O.D 
 

 
Percentage of 
death  % 

 
Plate count 

Cont 0.6 0 1205 cell 
2 0.5 16 1020 
3a  0.2 66 400 
3b 0.6 X 1170 
3e 0.5 16 1172 
3f 0.4 33 900 
3g 0.5 16 1100 
3i 0.6 0 1205 
3j 0.5 16 1006 
4a 0.5 16 1010 
4b 0.2 66 204 
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Abstract: 
 A novel silver sensor based on  3,7- dimethoxy -6-hydroxy benzofuran-5- carboxylic acid as 
an ionophore for ion-selective polymeric membrane electrode toward Ag+1 ions was examined. The 
sensor showed a near Nernstian response for Ag +1 ions over a concentration range 1x10-6 to 1.0×10-2 
mol L-1 with a slope of 61± 0.4 mV per concentration decade in an acidic solution (pH 5). The limit of 
detection was 0.47 mg mL-1. It had a response time of < 20 s and can be used for at least 3 months 
without any divergence in potentials. The influence of plasticizer as well as the amount of lipophilic 
anionic site additive in the sensing membrane was discussed. It was shown that membrane electrodes 
formulated with the ionophore and appropriate anionic additive exhibited enhanced potentiometric 
response toward Ag+1 over all other cations tested. Validation of the assay method revealed good 
performance characteristics, including long life span, good selectivity for Ag1+ ions over a wide 
variety of other metal ions, long term response stability, and high reproducibility. The sensors were 
used for direct measurement of silver content in different rocks collected from different geological 
zones. The results agreed fairly well with data obtained using atomic absorption spectrometry. 

 
Key Words: Psysicihemical Sensors, Silver Determination 
 
Introduction 

‘Heavy metals’ is a general collective term applying to the group of metals and metalloids 
with an atomic density greater than 6 g /cm3. Although it is only a loosely defined term it is widely 
recognized and usually applied to the elements such as silver, nickel, iron, lead, copper and zinc 
which are commonly associated with pollution and toxicity problems. Unlike most organic pollutants, 
heavy metals occur naturally in rock-forming and ore minerals and so a range of normal background 
concentrations is associated with each of these elements in soils, sediments, waters and living 
organisms. On an annual basis, significant quantities of various heavy metals are produced from the 
mining of their respective ores [1]. Industrial uses of metals and other domestic processes (e.g. 
burning of fossil fuels, incineration of wastes, automobile exhausts, smelting processes and the use of 
sewage sludge as landfill material and fertilizer) have introduced substantial amounts of potentially 
toxic heavy metals into the atmosphere and into the aquatic and terrestrial environments. 
Electrochemical sensors are simple, sensitive and selective devices for real-time monitoring of 
analytes of interest when properly designed.The development of chemical sensors for determination 
of heavy metals in the environment is of great importance from the ecotoxicological point of view [2]. 
For selective recognition, an efficient molecular receptor which has high potential as a complexing 
agent for a target heavy metal is required as sensing element [3]. Nowadays many compounds have 
been designed and synthesized to form remarkably stable and selective complexes with transition 
metal ions such as Schiffbases [4], podands [5], cyclams [6] and calixarenes [7]. Among them crown 
ethers containing nitrogen and sulfur donor atoms (i.e. azathiacrown ethers) are of special interest as 
they exhibit extremely high affinities toward heavy metal ions such as Ag+, Hg2+ and Pb 2+ [8–10]. 
Their selectivities and coordination abilities with transition metal ions depend on ring cavity size, 
ligand rigidity, the nature of donor atoms and their disposition [11]. In recent years, many 
azathiacrown ethers have been synthesized and successfully utilized for highly selective binding with 
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heavy metals in diversal processes such as ion transports through artificial and natural membranes, 
liquid–liquid phase-transfer reactions and isotope separations [12–14]. Ion-selective electrodes (ISEs) 
are most frequently used potentiometric sensors for heavy metals due to high selectivity, good 
precision, low cost and simplicity. In recent years, the quest for improved lower detection limits of 
polymeric membrane ISEs has reinvigorated the search for better molecular receptors [3]. Several 
thiacrown ethers based on calixarenes have been explored as ionophores for heavy metals with lower 
detection limits [15,16]. Many crown ethers have been utilized as Ag+-ionophores [18,19]. However, 
most of them suffer from problems of complicated synthesis procedures and poor selectivities. 
However, so far there has been no report on the characterization of 3,7dimethoxy -6-hydroxy 
benzofuran-5- carboxy drazide  as ionophores for the polymeric membrane ISEs for silver with 
improved lower detection limits. In the present work, we have designed potentiometric plasticized 
poly (vinyl chloride) membrane electrodes using this compounds as Ag+-ionophore in terms of their 
selectivity coefficients and detection limits for Ag+. The selectivity towards Ag+ is tunable by 
altering the composition of donor atoms, ring size and ligand geometry [17].  The electrodes based on 
this ionophore show excellent affinities to Ag+. The effects of flexibilities of these ligands on the 
response of polymeric membrane Ag+-ISEs have been studied. 
Experimental part 
Equipments  

All potentiometric measurements were made at 25 ± 1C with an Orion digital  pH /mV using 
3,7- dimethoxy -6-hydroxy benzofuran-5- carboxylic acid  membrane sensor  in conjunction with an 
Orion double junction Ag/AgCl reference electrode ( Model 90-02) filled with 10 % W/W KNO3 in 
the outer compartment, Orion  combination pH electrode was used for pH adjustment.  
Chemicals and Reagents  
 Ionophore (3,7- dimethoxy -6-hydroxy benzofuran-5- carboxylic acid)   was prepared  
according to the recommended procedure.  Analytical reagent  grade chemicals , and bidistilled water 
were  used for preparing all aqueous  solutions.  High molecular weight carboxylated poly vinyl 
chloride (PVC-COOH),  o-, nitropheny  octyl ether  ( o-NPOE), Dibutyl sebacate ( DBS), Dioctyl 
phthalate ( DOP) and ( THF) tetrahydrofuran were  obtained from Fluka. Stock solutions (10 -1 M) of 
different metal salts (chloride, sulfate, nitrate) were prepared form reagent grade chemicals. 
Preparation of 3,7- dimethoxy -6-hydroxy benzofuran-5- carboxylic acid  
   0.01mmole khellin and 50 ml of 30% of H2O2 was mixed and  stirred for  30 min. , the 
resulting  compound was completely dissolved.   The undissolved residue was Filtered, and the filtrate 
was  acidified by hydrochloric acid to precipitate 3,7- dimethoxy -6-hydroxy benzofuran-5- 
carboxylic acid    and   the product was crystallized  from ethanol. The structure( Fig. 1 )  was 
comfermed by elemental analysis ,I. R spectrophotometry ,HNMRspectra and mass spectra. 

O

OCH3

COOH

OCH3

OH

 
 

Fig.1 structureormula of 3,7 dimethoxy -6-hydroxy benzofuran-5- carboxylicacid 
 

Construction and characterization of the sensor 
PVC-membrane sensor based on  3,7dimethoxy -6-hydroxy benzofuran-5- carboxylic acid as 

ionophore was prepared as described elsewhere [18] using 3 mg of the ionophore, 130 mg dibutyl 
sebacate( DBS) as  plasticizer, 65 mg PVC as matrix, 1 mg of tetra dedocyl methyl ammonium 
chloride (TDMAC) as lipophilic anionic site additive and about 3 ml of THF as solvent. The cocktail 
in a Petri- dish of a diameter 3 cm was mixed well and left to stand overnight at room temperature. 
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Working sensors were assembled by cutting 5 mm diameter disks of the prepared  membrane and 
mounting these disks into glass electrode bodies (ISE-561, glasblaseri Moller, Zurich). A solution 
consisting of equal volumes of 10-2 M AgNO3 and KNO3 is adjusted to pH 5.5, and used as internal 
filling solution. Before use, the membrane sensors were conditioned overnight in 10-2 M AgNO3 
solution.  A standard stock solution of 10-1 M AgNO3 was prepared. A series of diluents 
concentrations prepared with buffer acetate pH = 5 and another series of diluents concentrations 
prepared by 10-3 KNO3 of pH = 5. The potentials were plotted against concentration for two different 
buffer solutions for the Ag + sensor based on ionophore ,to clarify the effect of type of buffer on the 
sensor. 
EMF measurements 
 All measurements were carried out at 25ºC with cells of the following type: Ag/AgCl / KCl 
(0.1 M) / 0.1 M KNO3 / sample solution //sensor membrane// internal filling solution / AgCl / Ag. 
Sensors calibrations were carried out by measuring the potential of 10-6 – 10-2 M AgNO3 solutions 
starting from the low to high concentration. The sensor in conjunction with a double junction 
Ag/AgCl reference electrode was immersed in 50 ml beaker containing l ml of 10-1 M AgNO3 and 9 
ml 10-3 KNO3 of pH = 5 and more diluted solution from 10-6 – 10-2 M were prepared by the same way. 
The potential change for each concentration was recorded. A calibration curves were constructed by 
plotting the potential change against logarithm Ag(I) concentration. The lower detection limits was 
taken at the point of intersection of the extrapolated linear segments of the silver (I) calibration curve. 
Sensor life span was examined by repeated monitoring of the slope of silver calibration curve. 
The effect of membrane composition  

Studies incorporating varying weight of ionophore  (20 mg, 15 mg, 10 mg and 5 mg), 190 mg 
PVC and 350 mg of DBS with 5 ml THF in 50 mm diameter ground glass. The potential of AgNO3 
solutions starting from the low to the high concentrations were carried and the potentials were plotted 
as a function of logarithm silver ion concentrations. Two different types of PVC, PVC-COOH were 
used in the preparation of two different membranes with the same ionophore and  (DBS) as 
plasticizer. The membranes were prepared as described above and the slope, linear range and the 
lower limit of detection of each membrane were determined. 
Effect of pH and dynamic response time  
 The effect of pH  was tested by measuring the potential at  pH values ranged 2-10 in Ag (I) 
ions solutions  of 10-4 – 10-3 M . The pH was adjusted by NaOH  or HNO3 dilute  solutions. The 
corresponding mV readings were recorded after each addition. The pH dependences on silver sensors 
were examined by plotting the change of potential against pH values. Dynamic response times of the 
electrodes were measured in constantly stirred solution of varying Ag (I) concentrations during 180 
sec period for each concentration, and examined by plotting potentials as a function of time.  
Selectivity of membrane sensor 

 Selectivity coefficients 
POT

AgNO
K

3

 of AgNO3 sensor were measured using the separate solutions 

method [19].  In this method the potentials of the cell containing Ag ionophore  sensor in conjunction 
with double junction Ag/AgCl reference electrode were measured independently for each of two 
separate solutions for all concentrations. Then, the activates that correspond to the same sensor 

potential were used to determine 
POT

AgNO
K

3

 and can be calculate selectivity coefficient using equation.  

- Log K pot = EM - EAg / s   
Where E Ag and EM are the response potentials of the sensor  for silver nitrate ion and 

interference M, respectively at 10-3 M and S is the sensor  slope  ( mV/decade -1) potentials are  
recorded for concentration from low  to high analytical application. 
Analytical Application 
Direct Potentiometric determination of silvers 

These sensors in conjunction with a double junction Ag/AgCl reference electrode were 
immersed in a fixed volume of AgNO3 with fixed concentration and 0.1 M of NaCl were successively 
added and the potential change for each addition was recorded. This process repeated three times with 
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different concentration of Ag+ in a fixed 10 ml volume. Titrations were plotted for three sensors based 
on ionophore  and the equivalent volumes were determined.  
Results and Discussion 
Sensor characteristics 

Direct potentiometry with chemical sensors provides a selective, precise and fast method for 
monitoring of various metal ions including silver at low concentrations.  Silver - ISEs have been 
intensively studied and extensively used for the formation of coordination networks based on the 
binding of silver. In preliminary experiments, the new sensitized ligand combined with various 
plasticizers used to prepare PVC membrane selective for Ag ions. The performance characteristics 
were evaluated under many different variables such as type of PVC,  plasticizer (solvent mediator), 
the influence of pH, effect of internal solution concentration of the electrode Potentiometric response 
of sensor based neutral ionophore is greatly influenced by the polarity of the membrane medium, 
which is in turn defined by the dielectric constants of the major membrane components. Silver PVC-
COOH matrix membrane incorporating three different plasticizers having dielectric constants 4-24 
namely DBC,DOP and NPOE The results indicate that, Performance characteristics of membrane 
incorporating PVC-carboxylated with (DBS) plasticizer and 10-2 M internal solution showed high 
sensitivity, wide linear response range and near Nernistian slope at pH 5 as tabulated in table1. The 
results showed that the sensor displays a linear response for Ag+ over the concentration range 1x10-2 

_1x10-6 M with a detection limit 5.0x10-6 M and a calibration slope of 61±0.2 mV/decade, the slope of 
sensor is near to the theoretical Nernstian value. In the light of the soft heavy metal ions displaying 
great affinity for soft coordination centers like nitrogen, sulfur or oxygen. We try to explain the 
properties of the electrodes in terms of coordinating ability of the O atoms in ionophore. The 
coordination interaction between electron donors and acceptors cause the electrode to respond to 
metal ion. 

 

 
Fig 1. Effect of the pH on the potential of the proposed sensor 

 
Parameter Silver sensor 

Slope,(mV/decade) 61.1 
Working concentration range (M)  10-6  -10-2 
Lower limit of detection, (M) 5x106 
pH range 4-7 
Correlation coefficient,(r) 0.99994 
Standard deviation 0.94868 

Table 1. Performance characteristics of silver sensor 
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Selectivity of Sensor 
The most important characteristic of a membrane sensor is its response for the primary ion in 

the presence of other cations. This is measured in terms of the potentiometric selectivity coefficients 
(Robert et al.,2000)with 10-3M concentration level of alkali, alkaline earth and transition metal ions. 
The results obtained (Table 2.9)  ( Fig. 2.17) (Fig. 2.18)  (Fig. 2.19) For the ionophore  (I) (II) (III) 
respectively. 
                Potentiometric selectivity coefficients of Ag-sensor (II) membrane based sensor for some 
common cations were evaluated using the separate solutions method (SSM),(Ma andHassan,1982).It 
can be seen from Table (2.9) that (I) (II) (III) sensors exhibits high selectivity towards Ag+ ions over 
many of the ions under investigation. The selectivity was measured for 10-3M concentration of the 
analyte and the interferents. 

Fig. 2. Comparision of the reponse characteristics of silver sensor with silver and ther cations 

 
 
Concolution 

Silver sensor based on  3,7- dimethoxy -6-hydroxy benzofuran-5- carboxylic acid as an 
ionophore was constructed. The sensor showed response for Ag +1 ions over a concentration range 
1x10-6 to 1.0×10-2 mol L-1 with a slope of 61± 0.4 mV per concentration decade in an acidic solution 
(pH 5). The limit of detection was 0.47 mg mL-1. It had a response time of < 20 s and can be used for 
at least 3 months without any divergence in potentials. The influence of plasticizer in sensing 
membrane was discussed. It was shown that membrane electrodes formulated with the ionophore and 
appropriate anionic additive exhibited enhanced potentiometric response toward Ag+1 over all other 
cations tested. Validation of the assay method revealed good performance characteristics, including 
long life span, good selectivity for Ag1+ ions over a wide variety of other metal ions, long term 
response stability, and high reproducibility. The sensors were used for direct measurement of silver 
content in different rocks collected from different geological zones. The results agreed fairly well with 
data obtained using atomic absorption spectrometry. 
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Abstract: 
 With development of computer science and network, computer and software are getting more 
and more applications in scientific research, production and service areas. In silico is an expression 
used to mean “performed on computer or via computer simulation”.  
Chemoinformatics is one of in silico technologies employed in researches relating to Chemistry. It is 
an application of informatics methods to solve chemical problems concerned with molecular design, 
synthesis design and structural identification. It is an interdisciplinary combining of Computer 
science, Mathematics and Chemistry. In principle, three methods are included in Chemoinformatics: 
data-based, logic-based and principle-based.  
These years, Chemoinformatis has been applied not only in chemical research but also in domains 
relating to Chemistry, i.e., Drug Discovery, Pesticide Design, Environment Protection, Material 
Design, Traditional Chinese Medicine (TCM), Food Safety and etc., which relate to Chemistry. 
Chemoinformatics will be applied in more and more domains relating to Chemistry because 
“Chemistry is (almost) everywhere and in everything”. 
Herein, two works: 1. modern mode of chemical research or other works relating to chemical research 
is proposed, which is combined by thinking, experiment and in silico; 2. in silico platform for 
pesticide design will be presented. 

 
Key Words:  Chemoinformatics, In silico, Chemistry 
 
Introduction 
 Chemistry is a branch of physical science and focused on studying the composition, 
properties and behavior of matter. In general, it includes 23 sub disciplines: 1) Acid-base reaction 
theories; 2) Alchemy; 3) Analytical chemistry; 4) Astrochemistry; 5) Biochemistry; 6) 
Crystallography; 7) Environmental chemistry; 8)Food chemistry; 9) Geochemistry; 10) Green 
chemistry; 11) Inorganic chemistry; 12) Materials science; 13) Molecular physics; 14) Nuclear 
chemistry; 15) Organic chemistry; 16) Photochemistry; 17) Physical chemistry; 18) Radiochemistry; 
19) Solid-state chemistry; 20) Stereochemistry; 21) Supramolecular chemistry; 22) Surface science 
and 23) Theoretical chemistry. [1] And it is (almost) everywhere and in everything [2]. In Chemistry, 
the three subjects: molecular modeling, synthesis design and structural identification, are considered 
as three chemical problems. 
 Chemoinformatics (also termed as cheminformatics and chemical informatics) is an 
application of informatics methods to solve the chemical problems concerned with molecular design, 
synthesis design and structural identification [3]. It is an interdisciplinary [4] combining of Computer 
science, Mathematics and Chemistry. In principle, three methods are included in Chemoinformatics: 
data-based, logic-based and principle-based. They are used at different stage and different levels in 
chemical study. 
 Data-based means that people retrieve data from database. It is usually employed at the 
beginning of study. 
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 Logic-based means that people retrieve knowledge from normalized data and do predictions 
based on knowledge. In general, it is employed to decide if compounds should be synthesized or 
extaction. 
 Principle-based means that people do the study by quantum chemical calculation. The 
calculation results are often used in mechanism study. 
 Herein, two works: 1. modern mode of chemical research or other works relating to chemical 
research is proposed, which is combined by thinking, experiment and in silico; 2. in silico platform for 
pesticide design will be presented. 
Modern Mode of Chemical Research 

 According to the history of Chemistry, ancient Egyptians pioneered the art of synthetic "wet" 
chemistry up to 4,000 years ago; ancient people did works relating to Chemistry by 1000 BC. [1] In 
chemical research, computer started to be used in1940s. At present, most chemists prefer traditional 
mode: thinking based on experiences and experiments (synthesis, extraction or separation). 

 The modern mode of chemical research showed in Figure 1, is development of traditional 
mode and combined by thinking, experiment and in silico. In silico is an expression used to mean 
“performed on computer or via computer simulation” [5]. Chemoinformatics is one of in silico 
technologies employed in researches relating to Chemistry. 

 In chemical researches, molecular design, synthesis design and structural identification, are 
often considered.   

 
Figure 1. Modern Mode of Chemical Research 

 
 Molecular design is the application of all techniques leading to the discovery of new chemical 

entities with specific properties required for the intended application [6]. In traditional mode, people 
do molecular design and synthesis design mainly based on experiences and experiments. However, in 
modern mode, people do molecular design and synthesis design not only based on experiences and 
experiments, but also on database, knowledge base and quantum chemical calculation. The process of 
molecular design (showed in Figure 2) can be expressed as: 1. Inspiration (proposing a new chemical 
entity with specific properties based on experiences); 2. Virtual design (Search information in 
databases; Prediction of properties based on chemical structures) 3. Synthesis or extraction.   
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Figure 2. Flowchart of Molecular Design (in silico) 

 
 The work flow of synthesis is: 1. proposing a product; 2. deducing its candidate reagents 

based on retrosynthetic analysis [7]; 3. repeating 2. The flow will be stopped when the reagents are 
available.  
Chemoinformatics Platform for Pesticide Design 

 The pesticide was defined by Food and Agriculture Organization (FAO) in 2002 and its 
definition is as followed: Pesticide means any substance or mixture of substances intended for 
preventing, destroying or controlling any pest, including vectors of human or animal disease, 
unwanted species of plants or animals causing harm during or otherwise interfering with the 
production, processing, storage, transport or marketing of food, agricultural commodities, wood and 
wood products or animal feedstuffs, or substances which may be administered to animals for the 
control of insects, arachnids or other pests in or on their bodies. The term includes substances 
intended for use as a plant growth regulator, defoliant, desiccant or agent for thinning fruit or 
preventing the premature fall of fruit, and substances applied to crops either before or after harvest to 
protect the commodity from deterioration during storage and transport [8]. It means that pesticide is 
related to Chemistry, environment, human health and etc. In pesticide design, molecular design is one 
part of most important works. Bioactivity, toxicity and reactivity of compounds which will become 
pesticide should be paid attention.  

 In silico platform (showed in Figure 3) for pesticide design has been applied in pesticide 
design.  

 
Figure 3. In silico Platform for Pesticide Design 
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 This platform is supported by software, database and knowledge base as followed: 1) 
Prediction System of Carcinogenic Toxicity (CISOC-PSCT) [9, 10] is used to predict carcinogenic 
toxicity of compounds based chemical structures; 2) Prediction System of Mutagenic Toxicity 
(CISOC-PSMT) [11, 12] is used to predict mutagenic toxicity of compounds based chemical 
structures;; 3) Prediction System of Acute Toxicity”(CISOC-PSAT)[13] is used to predict acute 
toxicity of compounds based chemical structures; 4) Prediction System of logP (CISOC-logP) [14, 
15] is used to predict the ratio of concentrations of a compound in a mixture of two immiscible phases 
at equilibrium according to the chemical structure. The ratio is the measure of hydrophilic ("water-
loving") or hydrophobic ("water-fearing") for a chemical substance. 5) Prediction System of 
pKa”(CISOC-pKa) [16] is used to predict the acidity constant, or acid-ionization constant of a 
compound. The constant is a quantitative measure of the strength of an acid in solution; 6) 
Metabolism Knowledge Base Management System (CISOC-MetaKBMS) [17] is used to retrieve 
metabolism knowledge from normalized metabolism data. And the knowledge in the base can be used 
to predict metabolites of a chemical substance; 7) Receptor Information Search System (CISOC-
WEBPESTRMS) [18] is used to search receptor or ligand information; 8) Web-based Agriculture 
Chemicals Database (in house) [19] is used to search information about commercial pesticides. 

 Before synthesis or extraction, scientists propose a compound, then they browse information 
in databases, do bioactivity, toxicity and reactivity predictions by the prediction systems. Quantum 
chemical calculation results are used to study chemical behaviors. They will have a list of candidates 
based on predictions, calculations and experiences.  
Conclusion 

 The two examples mentioned in the front show: 1) the role of in silico in chemical research 
and pesticide design: increasing efficiency of work, decreasing pollution and costs; 2) people should 
pay attention on study and application of interdisciplinary. 
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Abstract: 

The problem  of saving water   is very  important for the need to rationalize the use of the 
water resource. We have tested a method founded on phytodepuration for waste water of cheese 
factory, for to recover and recycle  the water used in food industry, a sector characterized by high 
consumption of water . 
The phytodepuration  represents an innovative method for the disposal of wastewater. Some plants 
have a natural capacity to absorb and / or degrade toxic substances and contaminants to the 
environment, for the presence of a rhizosphere microflore, which is able to metabolize and make them 
available for their growth.  
In the laboratory we developed a little system for phytodepuration using a plastic basin  in which were 
placed some plants of Cyperus papirus immersed in a quantity of wastewater remained constant over 
time. We performed   the analysis before the  process and then a distance a few months to verify the 
variation of the parameters most important pollutants. At the end of our experience, approximately 
one year, it was possible to draw the following conclusions: the Cyperus papyrus proved effective to 
lessen  the concentration of organic substances: the value of COD was lower than the initial 
wastewater; the concentration of phosphorus, of zinc was decreased and  the concentration of  
chlorides also, which remained  constant until the end of the experience.The plants after the stage of 
adjustment is not showing signs of suffering and therefore can be considered suitable for such use. 

 
Key Words: Wastewaters, phytodepuration, cyperus papirus 
 
Introduction  
           The problem of disposing of industrial waste is a subject of constant disputes because of the 
power polluting the environment. In fact very often you can see streams, rivers and lakes are polluted 
so as to make it almost impossible to aquatic life and seriously affect the health of the surrounding 
cultivated areas. The blame for this degradation is commonly attributed to industrial discharging their 
effluents into waterways regardless of the ecological damage that can provide. It is created in such a 
way that environmental degradation is depleting the water resources, which until a few years ago 
seemed unlimited, whether because the surface waters contain higher amounts of pollutants, or 
because their pollution through the soil, has achieved in many cases even the underground water 
reserves. Whether the discharges were repaid  a little  doses in surface water bodies, they could be 
slowly degraded by aerobic microorganisms present, supported by the presence of dissolved oxygen. 
Otherwise the pollution load is always very high and the oxygen  is insufficient for the oxidation of 
organic matter for the survival of aquatic species .In this case are  involved the anaerobic 
microorganisms that establish a process of decay with the development of unpleasant odors while 
simultaneously appears the phenomenon of eutrophication. 
           The  Italian legislation on waste water was low and confused until 1976, when he was adopted 
and published  the law 319/76, known as "Legge Merli". that was subsequently supplemented by the 
"Technical Standards " and amended by Law 650/79, which provided subsidies for the construction of 
sewage treatment plants enlarging the powers of municipalities as responsible for most of the tasks 
performed until that point  by the provinces. In 1980 and 1981 were published some ministerial 
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directives for  the regions to which were commited  to regulate discharges into sewers and intallations 
for sewage treatment. 
           The law Merli and all its amendments have been replaced by the D. Lgs. 152/99, currently in 
force, which sets maximum limits for a number of parameters that characterize a water discharge such 
as color, the concentration of lead, sulphides, organic solvents and other substances. These values 
vary depending on the water body to which it is intended the treated water, in particular, are more 
stringent for discharges to surface water   in relation to the wastes  and can be modified by the regions 
according to local need. 
           The dairy industry in Campania is a highly productive in terms of  turnover and places of 
employment, but  the pollution caused by wastewater from the product  is superior to twice that of 
domestic waste. The milk during the process of dairies  production suffers a slow pasteurization 
followed by the addition of rennet, which determines the coagulation of casein .It  is observed as a 
clear separation between the solid mass, used for the subsequent production of mozzarella cheese, and 
whey, which is further treated to produce ricotta. After removal of the ricotta the whey waste still 
contains substances of very high nutritional value, and could be an additional source of income 
considering  other possible uses . The use  of the whey as food for animals, particularly pigs, is 
hampered by the limited pig farms in the Campania territory, unable to absorb the large amount of 
whey produced each day. With regard to human nutrition the whey has very good  properties  so it is 
recommended not only to athletes but also to children, women in menopause and all those people who 
need a further dose of mineral salts.However till now  not yet developed a practical and economic 
method  for its use as an integrator, and various applications are proposed for disposal of this waste to 
particularly high costs 
           An innovative method for the disposal of this particular wastewater rich in organic matter is the 
phytodepuration   
Materials and nethods 

AOAC methods for determination of COD, organic matter, chlorides, Conductivity meter 
Crison micron C.M 2200  (Crison instruments Srl Lainate-MI) pHmeter Φ 50 at 20°C 
BeckmanCoulter (Cassina De' Pecchi – Milano Italia) 

In laboratory was set up a simple system   for  the purifying  using  Cyperus Papirus , plant 
typical of Mediterranean regions, which grows naturally along rivers ,whose purifying capacity have 
been highlighted recently by several authors .The benefits that make this species interesting for the 
purpose of purification are easy availability, cultivation, breeding, excellent placement and 
environmental landscape, good adaptation to different climatic conditions. 
  We analyzed three samples of wastewater coming respectively from the manufacture of 
mozzarella (I, II, III) whose characteristics are reported in Table1. The variability of the values can be 
attributed to the composition of the milk to start.,  The sample to purify   was obtained by mixing 
equal parts of  the three wastewater 
             In a rectangular basin of 30 x70 cm well exposed to sunlight have been placed on a layer of 
10 cm of soil 20 young shrubs and 10 liters of drinking water. The water level was maintained 
constant throughout the experimental phase, while stirring the water itself was performed every day to 
avoid the formation on the surface of a layer of fatty substances. The wastewater was analyzed before 
being subjected to treatment  taking into account parameters such as COD, organic matter, chlorides, 
pH, conductivity as indices of assessment of purifying plant, as well as total phosphorus and mineral 
elements. 
             After a week were initially added 10 ml of serum every 20 days after which we taked a water 
sample to evaluate the parameters of pollution. The values of these parameters are given in the 
following graphs ( Figs1,2,3 ) 
             These initial tests have allowed to evaluate the resistance of the plant in the presence of 
wastewater. afterwards we increased the rate of serum added, 100 ml every 20 days, and taked a 
sample of which we explored the various parameters.The values are given in the following graphs 
(Figs 4,5,6 ) 
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Samples                I              II              III 
pH 3.90 3.98 4.01 
Conductivity  mS/cm 16.70 17.78 17.77 
Dry weight  g/L 42.68 36.6 68.0 
Organic g/L 13.52          12.2 11.2 
COD mg/L 8000     7218 6627 
Na+ mg/L 370.0   395.0 550.0 
K+  mg/L 875    600 962.5 
Cl-   mg/L 2481     2127 2481 
Total phosphorus mg/L 870   750 800 
 %Total protein mg/L 12.37     10.42 10.93 
Lactose   mg/L 4.6   4.3 4.4 

                                              TAB 1 Analysis of wastes 
                                                                                                                                                                                                   

                                      

Fig. 1 COD variations                                                  Fig.2 Organic substances variations 
 

                               
Fig 3 Cl variations                                                                Fig 4 COD variations 

        
Fig 5     Organic substances variations                                     Fig 6   Cl variations 

 
Conclusion  

The techniques of phytodepuration can be successfully used for various applications, as 
installations for purification of waste water, or industrial wastewater depuration, o  the rehabilitation 
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of contaminated sites: their use in any case requires a preliminary assessment to check the adequacy 
of the chosen system 
    For each class of contaminants is necessary to discriminate which of the phytodepuration 
techniques currently known   is best suited..  

We can be choose between phytoextraction, based on absorption of contaminants radical; 
phytotransformation, in which contaminants are degraded by the metabolism of the plant; phyto-
stimulation or plant-assisted bioremediation based on the stimulation of biodegradation by microbial 
activity in the plant root zone; phytostabilization, using plants to reduce the mobility and migration of 
contaminants in soil. 
The choice of plants  to decontaminate soils and waters, based on the natural capacity of plants to 
absorb, accumulate and /or degrade, due largely to stimulation of the rhizosphere microflora, 
molecules in the environment in which they live. The results of research and field testing have 
demonstrated the applicability of such systems to a broad group of contaminants, including many 
metals, radionuclides and organic solvents such as chlorinated, pesticides, insecticides and explosives. 

The plant species used  are usually aquatic plants or highly hydrophilic since those systems 
are used to purify water. The process occurs through the cooperative growth of macrophytes and 
micro-organisms associated with them. The plants absorb the nutrients  (mainly  inorganic sals) 
present in water to be purified through the roots ; the radical development of the plant species used 
acts as a coupling for micro-organisms, whose activity is favored by the release of atmospheric 
oxygen that, absorbed by  equipment of the plants  is transferred to the roots and released into the 
surrounding environment. In practice it has a wet ecosystem in which various components plants, 
microorganisms, soil, solar radiation, contribute to the removal of pollutants  

On the process of plant prepared in our laboratory we can make some considerations. After  
an initial phase during which the plant selected has shown the difficulty of adaptation, as shown in the 
graphs by a descent of the initial values of the parameters considered, we could record a good 
performance with the advance of time.  

In particular, the activities of the plant compared to the COD and organic substances is very 
high, thanks to the constant oxygenation provided by the continuous movement in the basin 

For the chlorides, however the  activity of plant  was initially reduced, until  to reach an 
almost constant trend.  

Note that there are no such phenomena of eutrophication due to the ability by this plant  to 
absorb phosphorus, which is responsible with the nitrogen of this phenomenon. 
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Abstract 
 Kinetics of the title reaction has been carried out by studying the reaction 
spectrophotometrically at  80 ºC and pH 5.0 in  presence of cationic gemini (alkanediyl-α, ω-
bis(dimethylhexadecylammonium bromide)) surfactants. The reaction followed first-order kinetics in 
[Zn(II)-Gly-Tyr]T

+
 complex  and fractional-order kinetics in [ninhydrin]T. Typical rate constant (kΨ) 

increase and leveling-off regions (like conventional monomeric surfactants, e.g., CTAB) are found 
with gemini surfactants. Additionally, the gemini surfactants also produced a third region of 
increasing kΨ at higher concentrations. The data are interpreted in terms of pseudo-phase model 
(assuming the association/incorporation of both the reactants at the micellar surface). 

 
Key Words: Micellar catalysis, Zinc-glycyltyrosine complex, Cationic surfactants, Ninhydrin  
 
Introduction 
 Among natural forces, the hydrophobic-lipophilic effect is one of the most important and 
necessary forces for the formation of ordered assemblies of amphiphilic molecules, e.g., association 
colloids, vesicles, biological membranes, etc. [1,2]. Surfactant molecules self associate to form 
micelles when concentration in a solution reaches a threshold value known as the critical micelle 
concentration (cmc).  
 The dimeric (dicationic) gemini surfactants are attracting a lot of interest in several fields 
(e.g., academic and industrial worlds). They are made up of two amphiphilic moieties connected by a 
spacer group. Due to their unique properties, they differ from their amphiphilic analogs containing 
only one head group and one hydrocarbon chain  in characteristic features, such as markedly low cmc, 
high surface activity, low Krafft temperature, unusual rheological properties, multifarious aggregate 
structures, better wetting ability, and so on.  
 Protein is an important chemical substance in our life and one of the main targets of all 
medicines in organism. Confinement of peptides at a surface can induce structure formations and the 
use of peptidic lipids has been proposed in such a context, aiming at induced structure and 
functionality of such assemblies that may not be present or may organize differently in free solution 
[3]. Peptides have been extensively used as a protein model compound recently in the studies of the 
thermodynamic properties of protein because they contain more complex structures and more 
components of protein than amino acids. Amino acid side chains of proteins also play essential roles 
in molecular recognition, information transfer and catalysis.  
 Ninhydrin is a well known fingerprint-developing agent with interesting forensic, 
biochemical, pharmacological, and biomedical properties, is extensively used for the 
identification/detection of amino acids, peptides, amines, and amino sugars in analytical chemistry 
[4]. Metal-amino acid complexes have been studied in detail from the view points of (1) evaluating 
their binding constants and speciation, (2) their role in colorimetric estimation, (3) models for 
metalloproteins, and (4) increasing stability and sensitivity of detection of amino acids, in general, and 
latent finger prints, in particular [5]. The study of the condensation reactions of the dipeptide-metal 
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complexes with ninhydrin in the presence of micelles may be a better model than studies in water 
from which to draw conclusions concerning the mechanism of the development of latent fingerprints 
by ninhydrin. The mechanism of action of an enzyme during the development of latent fingerprints 
was not ascertained. One possibility is that the enzyme produces amino acids by hydrolysis of 
proteins present in the fingerprint [6]. 
 The investigation, therefore, concerns the reaction between [Zn(II)-Gly-Tyr]+ complex and 
ninhydrin in gemini micellar media. 
Experimental 
 N, N-dimethylhexadecylamine (Fluka, >95.0%), 1,6-dibromohexane (Fluka, >97.0%), 1,5-
dibromopentane (Fluka, >98.0%), 1,4-dibromobutane (Fluka, >98.0%), ethyl acetate (HPLC and 
spectroscopy grade, 99.0%) and ethanol absolute (Merck, 99.8%) Zinc sulfate heptahydrate (Merck, 
99.0%), Gly-Tyr (SRL, 99.0%), ninhydrin (Merck, 99.0%), acetic acid (Merck, 99.0%), sodium 
acetate (Merck, 99.0%), were used as received. Distilled and deionized water was used throughout. 
The acetate buffer of pH 5.0 was prepared by mixing 30 cm3 of 0.20 mol dm-3 acetic acid and 70 cm3 
of 0.20 mol dm-3 sodium acetate [7]. This buffer solution was used as a solvent for preparing all stock 
solutions. A LI-digital ELICO 122 pH meter in conjunction with a combined electrode was used for 
pH measurements. 
 The dimeric gemini surfactants (alkanediyl-α,ω-bis(dimethylhexadecylammonium bromide))  
was synthesized by refluxing the corresponding α, ω-dibromoalkanes (s = 4, 5, 6) with N, N-
dimethylhexadecylamine (molar ratio 1:2.1) in dry ethanol with continuous stirring at 80 ºC for 48h. 
The progress of the reaction was monitored using the TLC technique. Finally, the solvent was 
removed under vacuum from the reaction mixture and the solid thus obtained was recrystallized 
several times from ethyl acetate to obtain the compound in a pure form. After recrystallizations, the 
surfactant was characterized by 1H NMR. All the values obtained were satisfactory, which indicate 
that the surfactants are well purified [8]. 
 Solutions of the reactants (1:1 molar) were taken in a graduated standard flask, boiled for 2 
min, and heated in a controlled manner at 90 ºC for 2h. After completion of the reaction, the flask was 
brought to room temperature and loss in volume, if any, was maintained by the buffer (pH = 5.0). As a 
results, a colored complex was formed, which was then stored in dark. This Zn(II)-glycyltyrosine 
complex was used for further kinetic experiments.  
 All the UV-visible spectra (Fig. 1) of the solution were recorded after the completion of the 
reaction between [Zn(II)-Gly-Tyr]+  (3.0 x 10-4 mol dm-3) and ninhydrin (6.0 x 10-3 mol dm-3) in 
aqueous and gemini micellar media. The absorbance increases with increase in surfactant 
concentration. No shift in λmax (400 nm) was detected in presence of micelles. The results show that 
the reaction product is same in presence of micelles as that of aqueous solution. In order to determine 
the composition of the reaction product formed, Job's method of continuous variations was employed 
in the presence of gemini micelles. It is found that one mole of ninhydrin reacts with one mole of 
[Zn(II)-Gly-Tyr]+ complex to give the product. 
 A 250 ml, three-necked, round-bottomed flask equipped with a double surface water 
condenser to prevent evaporation and N2 inlet tube, containing [Zn(II)-Gly-Tyr]+, surfactant and 
solvent were taken, immersed in an oil-bath thermostated at desired temperature. The reaction was 
charged with addition of required volume of thermally equilibrated ninhydrin solution. The progress 
of the reaction was followed spectrophotometrically by pipetting out aliquots at definite time intervals 
and measuring the absorbance of the reaction product at 400 nm (Fig. 1) using UV-vis 
spectrophotometer. The pseudo-first-order rate constants (kψ) were calculated up to 80% completion 
of the reaction by using a computer program [9]. 
 The cmc values of surfactants in the absence and presence of reactants were obtained from the 
break points of nearly two straight lines of the specific conductivity vs. [surfactant] plots [10]. The 
experiments were carried out at 30 ºC and 80 ºC under different experimental conditions, i.e., solvent 
being water, water + ninhydrin, water + [Zn(II)-Gly-Tyr]+, water + ninhydrin + [Zn(II)-Gly-Tyr]+ and 
respective cmc values are: 
 (a) 16-6-16 (x 103): 0.043, 0.039, 0.046 and 0.048 (at 30 ºC); 0.058, 0.060, 0.057 and  
 0.054 mol dm-3 (at 80 ºC). 
 (b) 16-5-16 (x 103): 0.034, 0.033, 0.047 and 0.048 (at 30 ºC); 0.055, 0.053, 0.057 and  
 0.053 mol dm-3 (at 80 ºC). 
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  (c) 16-4-16 (x 103): 0.032, 0.031, 0.041 and 0.039 (at 30 ºC); 0.043, 0.044, 0.049 and   
 0.050 mol dm-3 (at 80 ºC). 
Results and Discussion 
 To see the effect of pH on the rate, kinetic runs were carried out under varying condition of 
pH from 4.0 to 6.0, at fixed [ninhydrin] = 6.0 x 10-3 mol dm-3, [Zn(II)-Gly-Tyr]+ = 3.0 x 10-4 mol dm-3, 
temperature =  80 ºC and [gemini] = 30 x 10-5 mol dm-3. It was found that the value of rate constant 
increases up to pH = 5.0 and then becomes almost constant. So, all subsequent kinetic measurements 
were made at pH = 5.0. 
 In order to understand the effect of [Zn(II)-Gly-Tyr]+ on rate, the experiments were carried 
out under pseudo-first-order conditions of [ninhydrin] >>[Zn(II)-Gly-Tyr]+ in the range of 2–4 x 10-4 
mol dm-3 of [Zn(II)-Gly-Tyr]+ at constant [ninhydrin] of 6 x 10-3 mol dm-3, [surfactant] of 30 x 10-5 
mol dm-3 and an analytical pH 5.0 at 80 ºC (Table 1). The rate constant was invariant with [Zn(II)-
Gly-Tyr]+ which follows first-order kinetics in [Zn(II)-Gly-Tyr]+ complex (Eq. (1)), 

 Tyr]-Gly-[Zn(II)
dt

d[P]
Ψ

+= k                                                                                     (1)                                                   

 The effect of [ninhydrin] upon the rate of formation of product was studied within the 
[ninhydrin] range of 6 x 10-3 mol dm-3–40 x 10-3 mol dm-3 at 80 °C and in the presence of 30 x 10-5 
mol dm-3 surfactant and 3 x 10-4 mol dm-3 [Zn(II)-Gly-Tyr]+ (Table 1). The rate constants–[ninhydrin] 
profiles pass through the origin which indicates fractional-order kinetics in [ninhydrin]. 
 On the basis of the above results and previous observations, the mechanism shown in Scheme 
1 has been proposed for the reaction of [Zn(II)-Gly-Tyr]2+ complex with ninhydrin. The lone pair 
electrons of amino group are necessary for nucleophilic attack on the carbonyl group of ninhydrin 
[11]. In complex, the lone pair is not free, therefore, nucleophilic attack is not possible. The reaction, 
therefore, proceeds through condensation of coordinated amino group to the coordinated carbonyl 
group within the coordination sphere of zinc(II). The coordination of both ninhydrin and Gly-Tyr 
occurs with the same zinc metal ion (template mechanism [11]) (Scheme 1). 
 Activation parameters are believed to provide useful information regarding the environment 
in which chemical reactions take place. In order to learn more about the micro-environments of 
submicroscopic assemblies, the effect of temperature on reaction rate, a series of kinetic runs were 
carried out within the temperature range 70 to 90 ºC at fixed [ninhydrin] (6.0 x 10-3 mol dm-3), 
[Zn(II)-Gly-Tyr]+ (3.0 x 10-4 mol dm-3) and pH (5.0) in the gemini micellar media (16-s-16 = 30 x 10-5 
mol dm-3, s = 4, 5, 6). The values of activation parameters were evaluated with the help of linear least 
squares regression technique (Table 1).  
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Scheme 1 [Zn(II)-Gly-Tyr]+–ninhydrin reaction mechanism. 
 

 Investigations in presence of gemini surfactants disclose that the rate of formation of product 
is first-order in [Zn(II)-Gly-Tyr]+ and fractional-order in [ninhydrin] (just as in aqueous medium), 
confirms formation of the same reaction product in both the media. To find out the effect of gemini 
surfactants on the reaction rate, experiments were performed at varying concentrations of geminis at 
constant [ninhydrin] (6.0 x 10-3 mol dm-3), [Zn(II)-Gly-Tyr]+ (3.0 x 10-4 mol dm-3), at temperature (80 
ºC) and pH (5.0) (Table 2). It has been found that the rate constant increases firstly (part I, [geminis] 
below their cmc), and then becomes almost constant up to definite concentration (part II, up to 400 x 
10-5 mol dm-3) (the characteristics of part I and part II are as conventional surfactant micelles). In the 
last, kψ–values increase sharply (part III) (Fig. 2).  
 In part I, rate constant (kψ) should remain constant because [geminis] are below the cmc but 
increase in the observed rate constant values may be due to presence of premicelles or preponement of 
micellization by [Zn(II)-Gly-Tyr]+ and ninhydrin [12]. Regarding part II, the values of rate constant 
remain almost constant up to 400 x 10-5 mol dm-3 of surfactants. The gemini micelles show better 
environment over the corresponding momomeric single chain surfactants. This could be because of 
presence of spacer in geminis, which decreases the amount of water in aggregates providing different 
microenvironment (less polar), thus causing the value of rate constant increases [13]. It has been 
mentioned that due to proximity of positive charges in gemini surfactants anion binding at the 
surfaces is increased at the expense of binding of water molecules [14]. The kψ–values for all the three 
geminis at all concentrations follow the order 16-4-16 >16-5-16 >16-6-16 and having same behavior 
(Fig. 2). It was found several times that the best results were noticed by 16-4-16 gemini surfactant 
among the series 16-s-16 (s = 4, 5, 6) [15]. It is well known that, to minimize its contact with water 
molecule, a spacer longer than the ‘equilibrium’ distance between two –NMe2 head groups (the 
‘equilibrium’ distance occurs at s = 4 in 16-s-16 geminis) tends to loop towards the micellar interior 
[8]. s > 4, increased looping more and will make much more wet to the Stern layer in comparison to s 
= 4, resulting decrease in the rate constant value (kψ). Thus, these findings are in agreement with the 
earlier results that on increasing amount of water content, the reaction environment behaves as an 
inhibiting effect [16]. 
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 In the range III, with the increasing [geminis]: 400-3000 x 10-5 mol dm-3 the value of rate 
constants (kψ) increase slowly. Fast increment in rate of reaction occurs at higher [geminis]; this is 
probably associated with change of micellar structure. This is in conformity with the 1H NMR studies 
of the surfactants [13,17]. Thus, at higher [geminis], increase in kψ–value happens due to changes in 
the aggregate morphology that provides different reaction environments (less polar). 
 
   Sw   + Dn                         SDn 
 
 
  
 
 
 

Scheme 2 Ninhydrin–[Zn(II)-Gly-Tyr]+ reaction in gemini micelles. 
 

 The catalytic behavior of geminis surfactants can be rationalized in terms of pseudo-phase 
model (Scheme 2) proposed by Menger and Portnoy [18] for the incorporation/association of reactant 
into the micellar phase, the most successful appears to be that of Bunton [19] and Romsted [20], who 
suggested an equation, 
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=                                                                               (2)         

 S
NM  being the molarity of ninhydrin bound to the micellar headgroups, [Dn] represents the 

micellized surfactant (= [surfactant] – cmc), and Nm and SDn are micellized ninhydrin and [Zn(II)-
Gly-Tyr]+ complex, respectively. kw and km are the second-order rate constants, referring to aqueous 
and micellar pseudo-phases, respectively. To confirm the validity of rate Eq. (2), the rate constants 
were calculated by substituting the values of km and KS in Eq. (2) and comparing with the observed kψ 
values (Table 2). The close agreement between the observed (kψ) and calculated (kψcal) values supports 
the validity of the proposed mechanism.         
 Activation parameters (Table 1), when compared with those obtained in aqueous medium, 
show that the presence of cationic micelles decreases the enthalpy of activation (∆H#) which indicates 
that the transition state is highly solvated in the micellar system. The decrease in entropy of activation 
(∆S#) shows that the transition state is well structured in the case of micelles.  
Conclusions 
 Effect of gemini surfactants was carried out on the kinetics of the title reaction at 80 ºC and 
pH 5.0. Comparing the values with those obtained in aqueous and CTAB, it was found that gemini 
micelles catalyze the reaction more. An important point to be noted is that, at present reaction 
conditions, a smaller amount of surfactants, below the cmc values, was sufficient to accelerate the 
reaction rate than that of pure water. 
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Fig. 1. Absorption spectra of the reaction product of ninhydrin with [Zn(II)-Gly-Tyr]+ in the absence and 

presence of gemini surfactants: (a) Immediately after mixing the reactants, (b) Same as solution (a) in presence 
of 16-6-16, (c) Same as solution (a) in presence of 16-5-16, (d) Same as solution (a) in presence of 16-4-16, (e) 

After heating solution (a) at 80 ºC for 2h, (f) After heating solution (b) at 80 ºC for 2h, (g) After heating solution 
(c) at 80 ºC for 2h, (h) After heating solution (d) at 80 ºC for 2h. Reaction conditions: [16-s-16] = 30 x 10-5 mol 
dm-3 (s = 4, 5, 6), [ninhydrin] = 6.0 x 10-3 mol dm-3, [Zn(II)-Gly-Tyr]+ = 3.0 x 10-4 mol dm-3, temperature = 80 

ºC and pH = 5.0. 
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Fig. 2. Effect of varying [geminis] on the reaction rate (kΨ) for the reaction of ninhydrin with [Zn(II)-Gly-Tyr]+: 
(a) 16-6-16, (b) 16-5-16, (c) 16-4-16 and (Inset) for variation of [CTAB]. Reaction conditions: [ninhydrin] = 6.0 

x 10-3 mol dm-3, [Zn(II)-Gly-Tyr]+  = 3.0 x 10-4 mol dm-3, temperature = 80 ºC and pH = 5.0. 
 
Table 1 Dependence of rate constants (kΨ) on [Zn(II)-Gly-Tyr]+, [ninhydrin] and temperature 80 ºC at pH 5.0 in 

presence of gemini surfactants (30 x 10-5 mol dm-3). 
104 [Zn(II)-Gly-Tyr]+   103 [ninhydrin]     temp.        105 kψ (s-1)        
 (mol dm-3)                    (mol dm-3)            (ºC)           16-6-16             16-5-16       16-4-16 
2.0         6          80 37.3 39.8 40.9 
2.5                          37.6 39.4 41.2 
3.0                    37.5 39.8 41.1 
3.5                    37.7 39.3 41.1 
4.0                    37.3 39.3 40.9 
3.0  6                   80 37.5 39.8 41.1 
       10           40.0 44.7 47.2 
       15           44.5 48.1 50.0 
       20           47.3 51.5 53.1 
       25           49.5 53.7 55.7 
       30           51.1 55.2 57.5 
       35           52.2 56.6 58.4 
       40           52.8 57.3 59.2 
3.0         6             70 30.3 31.1 32.7 
                   75 34.8 35.3 36.7 
                   80 37.5 39.8 41.1 
                   85 49.1 50.0 50.9 
                   90 61.5 63.1 72.1 
Activation parameters, rate, and binding constants 
 Ea  

(kJ mol-1) 
∆H# 

(kJ mol-1) 
-∆S# 

(JK-1 mol-1) 
103 km

a 

(s-1) 
KS

a 

(mol-1dm3) 
KN

a 

(mol-1 dm3) 

Aqueous 115.1 112.2 307.0 - - - 
16-6-16   36.2    33.3 307.7 61.0 110.0 66.2 
16-5-16   34.5    31.6 308.1 33.0 104.0 70.9 
16-4-16   29.9    27.0 308.6 43.0   96.0  63.6 
aAt 80 ºC
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Table 2 Effect of varying [geminis] on the reaction rate for reaction of ninhydrin (6.0 x 10-3 mol dm-3) with [Zn(II)-Gly-Tyr]+ (3.0 x 10-4 mol dm-3) at constant pH 
5.0 and 80 ºC and their comparison with calculated values (kΨcal). 

105 [16-s-16] 
      (mol dm-3) 

16-6-16 16-5-16 16-4-16 

 105 kψ 
  (s-1) 

105 kψcal 
  (s-1) 

Ψ

ΨcalΨ

k
kk −

 
105 kψ 
  (s-1) 

105 kψcal 
  (s-1) 

Ψ

ΨcalΨ

k
kk −

 
105 kψ 
 (s-1) 

105 kψcal 
  (s-1) 

Ψ

ΨcalΨ

k
kk −

 

      0   8.8 - -   8.8 - -   8.8 - - 
      5.0 15.5 - - 16.0 - - 16.9 - - 
    10.0 20.4 20.5   0.00 21.4 16.2 +0.24 23.0 20.3 +0.12 
    20.0 30.3 30.1 +0.01 32.0 31.4 +0.02 35.0 34.4 +0.02 
    30.0 37.5 37.9  -0.01 39.8 40.2  -0.01 41.1 41.2   0.00 
    40.0 42.2 41.8 +0.01 46.8 46.0 +0.02 48.2 48.8  -0.01 
    50.0 46.2 45.6 +0.01 48.6 49.3  -0.01 49.5 49.5   0.00 
    60.0 48.0 48.0   0.00 49.2 49.6  -0.01 50.2 50.3   0.00 
    80.0 49.2 48.5 +0.01 51.2 51.5  -0.01 53.1 53.4  -0.01 
  100.0 50.0 49.4 +0.01 52.0 51.8   0.00 54.2 53.8 +0.01 
  250.0 51.0 50.4 +0.01 52.8 53.5  -0.01 55.1 55.5  -0.01 
  400.0 52.0 51.7 +0.01 54.0 54.4  -0.01 56.4 56.2   0.00 
  600.0 53.5 53.0 +0.01 55.6 56.1  -0.01 58.3 58.5   0.00 
1000.0 56.0 - - 58.6 - - 61.2 - - 
1500.0 60.1 - - 63.2 - - 65.9 - - 
2000.0 64.3 - - 68.5 - - 72.0 - - 
2500.0 68.8 - - 74.2 - - 77.6 - -  
3000.0 77.0 - - 83.6 - - 87.1 - - 
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Abstract 

A total of 150 common carp Cyprinus carpio were collected from Lesser Zab river, near 
Alton Kupri, south of Erbil city, Kurdistan region, Iraq, during the period from August 2010 until the 
end of May 2011. The fishes were examined for ecto- and endoparasites. The study revealed the 
existence of nine species of parasites. These included two species of protozoans (Ichthyophthirius 
multifiliis and Trichodina reticulata), four species of monogeneans (Gyrodactylus baikalensis, G. 
elegans, G. gobioninum and G. vicinus), one species of each of trematode (Diplostomum 
spathaceum), cestode (Bothriocephalus acheilognathi) and crustacean (Lernaea cyprinacea). The 
record of G. gobioninum in the present study is considered as the first record in Iraq, and T. reticulata 
and G. baikalensis in Kurdistan region. Also, C. carpio is regarded as a new host for T. reticulata in 
Iraq. 

 
Keywords: Common carp, Parasite, Lesser zab river, Kurdistan region, Iraq.  received 
 
Introduction 
 The common carp Cyprinus carpio Linnaeus, 1758 belong to Order Cypriniformes, Family 
Cyprinidae (Froese and Pauly, 2011). This fishes was introduced for the first time into Iraq in 1955 
from Holland and Indonesia into Al- Zaafaraniya fish farm at Baghdad city (Hamed, 1960). In 
Kurdistan region, the first batch of these fishes was cultured in Dokan lake in 1967. As recently as 
2004, two million fingerlings of this species were distributed by FAO to the Dokan hatchery to 
enhance production, and now spread to many farms in the region (Coad, 2010).  
 Due to common carp's adaptation to a wide range of climatic and geographical condition, 
many of parasites have been found in wild and domestic carp (Tekin-Özan et al., 2008). As a result of 
the development of carp culture industry and the high prevalence of this species in all main rivers, 
lakes and marshes In Iraq, the parasites of C. carpio had a great deal and much attracted the attention 
of biologists (Mhaisen, 1993). The importance of fish parasites is directly related to the importance of 
the fishes that they may infect and result in different types of injuries and damages (Amlacher, 1970). 

The present paper is the second part of a large scale study concerning with the parasites 
infected C. carpio from Lesser Zab river in Kurdistan region, Iraq. 
Materials and Methods 
 A total of 150 C. carpio were collected fromLesser Zab river near Alton Kupri town in the 
north-east of Iraq, between latitudes 34º-36º south to north and longitude 43º-46º west to the east, 45 
km south of Erbil city. The fish were collected by fishermen by using cast net and gill nets, during the 
period from August, 2010 until the end of June 2011. Fish were transported a live in a cool box with 
pond or local river water to the laboratory of parasitology, College of Education/ Scientific 
Departments, of Biology, University of Salahaddin. The fishes were identified according to Froese 
and Pauly (2011).  
 In the laboratory, the fishes were examined externally and internally for parasites. Skin, fins, 
gills and buccal cavity smear were prepared by slight scraping and examined under a light compound 
microscope. Whole eyes were removed then the lens was dissected and removed from each eye then 
inspected under dissecting microscope for parasites. For the study of the internal parasites, the fishes 
were dissected from the ventral side. The body cavity, stomach, intestine, spleen, liver, kidneys, heart, 
muscles, swim bladder and gonads were separated and examined carefully under a dissecting 
microscope for the presence of parasites or cysts (Amlacher, 1970). 
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 Methods used for collecting, fixing, staining and mounting of the parasite specimens were as 
follows: 
 Protozoa: For the study of the protozoan, most of them were identified in a direct way 
without any technique, by preparing smears of mucus which was scraped from the skin, fins and gills, 
onto a slide and spreaded carefully with a cover slip and examined, then important measurement were 
taken for each protozoan.  
 Monogenea: Skin, fins and gills smears were prepared and microscopically examined. Care 
was taken to isolate and flatten the specimens, which were then stained with aqueous neutral red and 
permanent slides were prepared with glycerin-gelatin (Kritsky et al., 2004). 
 Digenea and Cestoda: Live worms were washed in 0.6% saline solution and fixed in 5% hot 
formalin, stained with haematoxylin or acetocarmine, then cleared in xylene and mounted in Canada 
balsam (Scholz, 1989). 
 Crustacea: Specimens were cleared with 85% lactic acid, and permanent slides were 
prepared by using jelly glycerin (Kim, 2004). 
 Photos were taken with Sony Syber Shot Digital camera model DSC-T9, 7.2 mega pixels. The 
figures were drawn by using a Camera Lucida (Drawing tube). Measurements of parasite were made 
with an Olympus ocular micrometer. The detected parasites were identified according to their 
morphology. Parasites were identified according to Bykhovskaya-Pavlovskaya et al. (1962), Gussev 
(1985) and Pugachev et al. (2010). 
Results and Discussion 
 A total of 150 common carp C. carpio were collected and inspected for parasites from Lesser 
Zab river. The present study showed the existence of nine species of parasites including two species 
of protozoans (Ichthyophthirius multifiliis and Trichodina reticulata), three species of monogenetic 
trematodes (Gyrodactylus baikalensis, G. elegans, G. gobioninum and G. vicinus), one species of each 
of metacercariae of digenetic trematode (Diplostomum spathaceum), cestode (Bothriocephalus 
acheilognathi), and crustacean (Lernaea cyprinacea). The distribution of the parasites, their location 
on or in the fish host body, the prevalence and mean intensity of infection are summarized in Table 
(1). The following is an account on the description and measurements of these parasites, especially 
those which were recorded for the first time in Kurdistan region and in Iraq:                                         
Ichthyophthirius multifiliis  Fauquet, 1876  
 This ciliated protozoan was found on the skin, fins and gills of C. carpio with prevalence of 
2.66%, (Table 1). This parasite has been reported for the first time in Iraq from Mugil dussmien 
(Herzog, 1969). After that, it was reported from 23 different fish hosts including C. carpio (Mhaisen, 
2012). In Kurdistan region, it was reported from different species from Darbandikhan lake, Lesser 
Zab river, Greater Zab river and Ainkawa fish hatchery (Abdullah, 2005; Abdullah and Mhaisen, 
2006; Al-Marjan and Abdullah 2009). 
Trichodina reticulata Hirschmann et Partsch, 1955  
 This ciliated protozoan was isolated from the skin and fins of C. carpio with prevalence of 
3.33% (Table 1). Medium to large disc-shaped trichodinid diameter of body 55-70 µm, adhesive disc 
48-55 µm in diameter, denticle ring 30-38 µm. Number of denticles 22-26. Inner margin of denticle 
blade curved and roughly angular on outside margin, with squared distal end, length of blade 6-7 µm. 
Central part oblong, with oblong to rounded overlapping end. Projection of central part is invisible. 
Ray with little taper, tip blunt to square; length of ray 5-7 µm. Length of span 14-16 µm ( Fig. 1). 
 This parasite was recorded for the first time in Iraq by Jori (2006) on the gills of Silurus 
triostegus from Al-Hammar marshes in Basrah city. No more hosts are known for this species in Iraq. 
So, C. carpio is now considered a new host for this ciliated protozoan in Iraq and the present study 
represents the first record of T. reticulata in Kurdistan region. 
Gyrodactylus baikalensis Bogolepova, 1950  
 This species was recovered from the skin of C. carpio with a prevalence of 3.33% (Table 1). 
Small, elongated worms. Body length 0.40-0.62 mm and width 0.13-0.20 mm. The anterior end of the 
body bilobed and each lobe has a head organ. Eye spots are absent. The anterior end of the body 
bilobed and each lobe has a head organ. Eye spots are absent.  The haptor armament consists of 16 
hooklets and two median hooks without outer roots but with two bars (ventral bar with a membrane 
and a dorsal bar). Total length of hooklets 0.028-0.032 mm. Total length of median hooks 0.06-0.07 
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mm, main part 0.047 mm, point 0.032 mm. Size of ventral bar 0.006-0.008 X 0.025-0.028 mm, 
membrane 0.005-0.008 mm. Size of dorsal bar 0.002 X0.015-0.018 mm (Fig. 2). 
 The parasite was recorded for the first time in Iraq from the same host from Suwairah and 
Latifiyah (Salih et al., 1988). After that, it was reported from eight different fish hosts (Mhaisen, 
2012), but there are no any previous records for G. baikalensis in Kurdistan region. 
Gyrodactylus elegans  Nordmann, 1832  
 This trematode was found on skin and gills of C. carpio with a prevalence of 2% (Table 1). 
This species was reported for the first time in Iraq on the skin C. carpio and Liza abu from Al-
Zaafaranya fish farm (Ali and Shaaban, 1984). After that, it was reported on 22 fish species in Iraq 
(Mhaisen, 2012). Also, it was reported on C. carpio from Lesser Zab river, Darbandikhan lake and 
Ainkawa fish hatchery in Kurdistan region (Abdullah and Mhaisen, 2004; Abdullah, 2005; Al-Marjan 
and Abdullah, 2009) respectively. 
Gyrodactylus gobioninum Gussev, 1955  
 This parasite was found on the skin of C. carpio with a prevalence of 1.33% (Table 1). Small 
worms. Body length 0.30-0.35 mm and width 0.05-0.09 mm. Length of hooklets 0.022-0.025 mm. 
Total length of median hooks 0.047-0.050 mm, main part 0.037 mm, point 0.026 mm, inner root 
0.016 mm. Size of ventral bar 0.005-0.006 X 0.015-0.017 mm, membrane 0.009-0.014 mm. Size of  
dorsal bar 0.002 X 0.015-0.017 mm (Fig. 3). 
 The present specimen agreed very well with Pugachev at el. (2010) specimens except that the 
present parasite is larger, besides it was detected from a different fish host (C. carpio). While, 
Pugachev et al. (2010) found it on the fins of Gobio gobio, Romanogobio albipinnatus and Abbottina 
rivularis in the Danube, Elbe, Older rivers and lake Khanka. Since no previous report about recording 
of this species is available in Iraq, the present record represents the first record of G. gobioninum in 
Iraq. 
Gyrodactylus vicinus  Bykhovskii, 1957  
 This trematode was detected on the skin and gills of C. carpio with a prevalence of 4.66% 
(Table 1). Previously, G. vicinus was reported in Iraq on the skin of C. carpio from Al-furat fish farm 
in Babylon province and Lesser Zab river in Kurdistan region (Al-Zubaidy, 1998; Abdullah and 
Mhaisen, 2004). The present monogenetic trematodes are greatly in accordance with the specimens 
which were recorded previously in Iraq. 
Diplostomum spathaceum (Rud., 1819)  
 This metacercariae was found in the eye lens of C. carpio with a prevalence of 1.33% (Table 
1). Abdullah (1990), who recorded D. spathaceum for the first time in Iraq from eye lens of B. luteus, 
C. macrostomum and C. carpio from Dokan Lake. According to Mhaisen (2012) a total of 26 fish host 
species were so far known for D. spathaceum in Iraq. 
Bothriocephalus acheilognathi  Yamaguti, 1934  
 Many specimens of larvae and adults of this cestode were found in intestine of C. carpio with 
a prevalence of 2% (Table 1). This parasite was recorded for the first time in Iraq by Khalifa (1982) 
from C. carpio in some fish farms in Baghdad. Later, it was reported from 19 fish hosts in Iraq 
(Mhaisen, 2012). 
Lernaea cyprinacea Linnaeus, 1758 
 This crustacean was found on the skin and gills of C. carpio with prevalence of 2.66% (Table 
1). The anchor worm was firstly recorded in Iraq on seven fish species in Al-Zaafaraniya fish farm 
south of Baghdad (Al-Hamed and Hermiz, 1973).  Later, it was reported from 24 fish host species 
from many fish farms as well as from many inland water bodies in Iraq (Mhaisen, 2012). In Kurdistan 
region, it was reported from five species of fishes namely: Barbus barbulus, B. grypus, B. luteus, 
Cyprinus carpio and Leuciscus Lepidus from Dokan, Darbandikhan lakes and Ainkawa fish hatchery 
(Abdullah, 1990; 2005; Al-Margan, 2007). 
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Table (1): The distribution of parasites on the gills of C. carpio (150) from Lesser Zab river. 

Parasites 
No. of 

infected 
fish 

Prevalence 
(%) 

Mean 
intensity Site of infection 

Ichthyophthirius multifiliis 4 2.66 10 Skin, Fins & Gills 
Trichodina reticulata **¤ 5 3.33 12 Skin & Fins  
Gyrodactylus baikalensis ** 5 3.33 4.4 Skin 
Gyrodactylus elegans 3 2 5.66 Skin & Fins 
Gyrodactylus gobioninum * 2 1.33 3 Skin 
Gyrodactylus vicinus 7 4.66 5.28 Skin & Fins 
Diplostomum spathaceum 2 1.33 4 Eye lens 
Bothriocephalus acheilognathi 3 2 5 Intestine 
Lernaea cyprinacea 4 2.66 3 Skin & Gills 
              *       First record in Iraq. 
              **     First record in Kurdistan region. 
              ¤       New host record in Iraq. 
       
 
 
 
 
 
 
 
 
 
 
 
                

Fig. (1): Trichodina reticulata. 
               A- Photomicrograph (500X); B- Camera lucida drawing. 
               ad= adhesive disc; b= blade; cad= central of adhesive disc; ci= cilia; r= ray. 
 
 

 
 
 
 
 
 
 
 
 
 
 
               

Fig (2): Gyrodactylus baikalensis. 
A- Photomicrograph of the haptor (500X); B- Camera lucida of the haptor. 
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Fig. (3): Gyrodactylus gobioninum. 

           A- Photomicrograph of the haptor (500X); B- Camera lucida of the haptor. 
           db= dorsal bar; hl= hooklet; m= membrane; mh= median hook; vb= ventral bar. 
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Abstract 
 Introduction: Toxoplasmosis is one of the most common social and gynecological problems 
in Iraq. 
Materials and Methods: This study investigated the prevalence of Toxoplasma gondii among 
females attending the gynaecological out patient's clinics in Maternity and Rizgary hospitals, several 
health centers and some private clinics in Erbil-Iraqi Kurdistan, from 16th July 2007 till 15th July 
2008, by using different diagnostic methods.  
Serological diagnosis was done using LAT, ELISA-IgM and IgG tests and 2ME method, for 
investigation of T. gondii seroprevalence, in relation with residency, marital status, age, education, 
occupation, gestation, frequency of abortion and infertility. 
Results: The rate of Toxoplasma seropositivity, was higher using LAT 54.46%, followed by ELISA 
IgG 37.5%, 2ME 14.29% and ELISA IgM 9.13%, and higher rates were recorded among rural 
inhabitants in comparison with those living in urban areas. The rate of Toxoplasma seropositivity was 
highest among married women, and the age group 47-57 years revealed highest infection rate. The 
higher rates were indicated among the housewives than the employers. 
The pregnant women have higher seroprevalence rate than non-pregnant patients. Women with more 
than three abortions showed the higher rate of seropositive antibodies. 
Conclusions: Significant difference was recorded between the techniques and seropositivity of T. 
gondii antibodies which was higher by LAT than ELISA-IgG, ELISA IgM and 2ME.  
 
Keywords: Toxoplasma gondii, Prevalence, Diagnostic methods, Erbil-Iraq 
 
Introduction 
 Toxoplasmosis is a major public health problem, with a high socioeconomic impact in terms 
of human suffering including cost of caring for sick, mentally retarded and blind children (1). The 
parasite is an extremely successful pathogen, responsible for significant morbidity and mortality, 
especially in congenitally infected and immuno-compromised individuals (2). 
 Toxoplasmosis can be diagnosed serologically by several tests that depend on the 
demonstration of Toxoplasma antibodies IgM and  IgG in serum (3). These tests include the dye test, 
immunofluorescent study test, latex agglutination test, the enzyme-linked immunosorbent assay 
(ELISA) and complement fixation test. In recent years, the PCR (polymerase chain reaction) 
amplification of parasite ribosomal DNA was developed for the detection of single organism in the 
tissue samples (4). 
 The study was planned to determine the prevalence of toxoplasmosis in women in Erbil 
governorate and its relationship with the number of abortion and infertility and to compare between 
the efficacy of different direct examination and serological tests for diagnosis of Toxoplasma 
seropositivity. 
Materials And Methods 
Time and location 
 Three hundred and three female patients were enrolled in the study, between 16th July 2007 
and 15th July 2008, for detection of Toxoplasma gondii infection, they were attended to some private 
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clinics, gynecological out patient's clinics in Maternity and Rizgary hospitals and several health 
centers in Erbil Governorate.  
Collection of specimens 
 Blood samples were withdrawn, from the patients and controls, centrifuged and sera were 
collected kept at 4-8◦C for about 24-48 hours, if longer period was needed, then they were stored in a 
deep freezing  at -20ºC for performing serological tests.  
Serological tests  
 Four serological tests were used for detection of specific antibody to Toxoplasma gondii by 
the use of Latex Agglutination Test (LAT), IgM and IgG antibodies using ELISA (Enzyme-Linked 
Immunosorbent Assay) technique and 2 Mercapto Ethanol (2ME).     
 a. Latex agglutination test (LAT) is performed using toxoplasmosis Latex Test Kits from 
Plasmatec Laboratory Products Ltd (U.K.). 
 b. The Toxoplasma IgM ELISA and IgG ELISA were done, using the Genesis Diagnostics 
(UK) and BioCheck (CA) Toxoplasma IgM kits.  
 c. 2Mercapto-Ethanol (2ME) done by using  the complete kit of 2-Mercapto Ethanol from 
BioMerieux.  
Statistical analysis 
 The statistical analysis was conducted using the software program Statistical Program Social 
System (SPSS version 13.0). Independent-Samples t-test was used for the biochemical tests for 
determination of the significant variations. The other remaining data were analyzed using Chi-square 
test (5).    
Results  
 Relationship between prevalence of Toxoplasm gondii-Ab and residency of the patients using 
different laboratory methods is shown in Table (1). The rate of Toxoplasma seropositivity was higher 
using LAT 54.46%, followed by ELISA IgG 37.5%, 2ME 14.29% and ELISA IgM 9.13%. Higher 
rates in the subjects were recorded, in almost all the tests, from rural villages than urban areas, but 
statistical difference was insignificant. 

Table 1: Relationship between prevalence of Toxoplasma Ab and     residency of the patients using 
different laboratory methods. 

Residency Latex agglutination ELISA-IgM ELISA-IgG 2ME 

 e x a  .  +  %  e x a  .  +  %  e x a  .  +  %  e x a  .  +  % 

Urban  
Rural  

190 
113 

103 
62 

54.2
1 

54.8
7 

137 
71 

13 
6 

9.49 
8.45 

137 
71 

50 
28 

36.5
0 

39.4
4 

63 
35 

7 
7 

11.1
1 

20.0
0 

Total  303 165 54.4
6 

208 19 9.13
4 

208 78 37.5
0 

98 14 14.2
9 

 
χ2=0.012 

df=1 
P>0.01 

χ2=0.061 
df=1 

P>0.01 

χ2=0.172 
df=1 

P>0.01 

Χ2=1.452 
df=1 
P>0.0 

     
The overall marital status-adjusted T. gondii seroprevalence, as shown in Table (2), was 

found among married community higher than single (unmarried) and others (widow, divorced, and 
separated relationships). Using LAT, the highest seroprevalence rate was among married patients 
54.95% followed by single and others (widow, divorced and separated women) 50% and 33.33% 
respectively, while only married females show seropositivity for toxoplasmosis using ELISA-IgG, 
2ME and ELISA-IgM 38.81%, 14.58%  and 9.45% respectively. 
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Table 2: Seroprevalence of Toxoplasma gondii according to the marital status of the patients using 
different laboratory methods. 

Marital 
status 

Latex agglutination ELISA-IgM ELISA-IgG 2ME 

N
o.

 
ex

a
m

i d
 N

o.
 

+v
e

 

% N
o.

 
ex

a
m

i d
 N

o.
 

+v
e

 

% N
o.

 
ex

a
m

i d
 N

o.
 

+v
e

 

% N
o.

 
ex

a
m

i d
 N

o.
 

+v
e

 

% 

Single 
Married  
Others   

4 
293 
6 

2 
161 
2 

50.00 
54.95 
33.33 

2 
201 
5 

0 
19 
0 

0 
9.45 

0 

2 
201 
5 

0 
78 
0 

0 
38.81 

0 

1 
96 
1 

0 
14 
0 

0 
14.5

8 
0 

Total  303 165  208 19  208 78  98 14  
Others = Widow, Divorced and Separated Women. 

 
 Considering the age group and its relation with the distribution of seropositive Toxoplasma 
antibodies, women of the age group 47-57 years had the highest percentage 66.67% of the positive 
results of Toxoplasm Ab, followed by the age groups 25-35 years 56.93%, 14-24 years 56.48% and 
36-46 years 43.64% using LAT. The highest seropositivity rate of Toxoplasma antibodies by ELISA-
IgM was 13.43% in the age group of 14-24 years, followed by 8.25% and 4.76% in the age groups 25-
35 and 36-46 years respectively. While in ELISA-IgG, the age group 47-57 years showed the highest 
positive rate 50% followed by 14-24 years 46.27%, 25-35 years 34.02% and 36-46 years 30.95%. 
Using 2ME method, only the age groups 14-24 and 25-35 years were positive for toxoplasmosis 
19.15% and 11.9% respectively (table 3). 

Table 3: Seroprevalence of Toxoplasma gondii according to the    age groups using different laboratory 
methods. 

Age 
(year) 

Latex agglutination ELISA-IgM ELISA-IgG 2ME 

 x a m  o . +  %  x a m  o . +  %  x a m  o . +  %  x a m  o . + v  % 
14-24 
25-35 
36-46 
47-57 

108 
137 
55 
3 

61 
78 
24 
2 

56.48 
56.93 
43.64 
66.67 

67 
97 
42 
2 

9 
8 
2 
0 

13.43 
8.25 
4.76 

0 

67 
97 
42 
2 

31 
33 
13 
1 

46.27 
34.02 
30.95 
50.00 

47 
42 
9 
- 

9 
5 
0 
- 

19.15 
11.90 

0 
- 

Total  303 165  208 19  208 78  98 14  
         

Table (4) reveals seroprevalence of toxoplasmosis according to the educational status using 
various laboratory methods and a statistical association was not found between T. gondii 
seroprevalence and the education level of the women but the disease is more prevalent among women 
with school education and illiterate patients almost in all the tests and lower seroprevalence was 
present between women had college education. 

Table 4: Seroprevalence of Toxoplasma gondii according to the educational status using different 
laboratory methods. 

Educational 
status  

Latex agglutination ELISA-IgM ELISA-IgG 2ME 

 e x a m  .  +  %  e x a m  .  +  %  e x a m  .  +  %  e x a m  .  +  % 
Illiterate 
School  

University  

60 
194 
49 

33 
110 
22 

55.00 
56.70 
44.90 

41 
128 
39 

4 
13 
2 

9.76 
10.16 
5.13 

41 
128 
39 

15 
54 
9 

36.59 
42.19 
23.08 

13 
72 
13 

3 
11 
0 

23.08 
15.28 

0 
Total  303 165  208 19  208 78  98 14  

 
χ2=2.206 

df=2 
P>0.01 

χ2=0.934 
df=2 

P>0.01 

χ2=4.464 
df=2 

P>0.01 

χ2=3.045 
df=2 

P>0.01 
 
 Table (5) illustrates the seroprevalence of toxoplasmosis according to the occupation using 
four laboratory techniques and the study revealed that the prevalence of toxoplasmosis increases 
among the housewives than the employers, but was significantly different by LAT. The higher 
positive infection rates were  investigated among the housewives 57.79% by using LAT, 39.13% 
ELISA IgG, 16.05% 2ME and 10.56% ELISA IgM, than the employers  40.68%, 31.91%, 5.882% 
and 4.26% respectively.  
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Table 5: Seroprevalence of Toxoplasma gondii according to the occupation using different laboratory 
methods. 

Occupation 
Latex agglutination ELISA-IgM ELISA-IgG 2ME 

 x a m  o.
 

+ v  % 

 x a m  o.
 

+ v  % 

 x a m  o.
 

+ v  % 

 x a m  o.
 

+ v  % 

Housewife 
Employer 

244 
59 

141 
24 

57.79 
40.68 

161 
47 

17 
2 

10.56 
4.26 

161 
47 

63 
15 

39.13 
31.91 

81 
17 

13 
1 

16.05 
5.882 

Total  303 165 54.46 208 19 9.13 208 78 37.50 98 14 14.29 

 
χ2=5.607 * 

df=1 
P<0.01 

χ2=1.742 
df=1 

P>0.01 

χ2=0.808 
df=1 

P>0.01 

χ2=1.186 
df=1 

P>0.01 
∗ Significant 

 
 Table (6) clarifies the significant relationship between seropositive Toxoplasma antibodies in 
regard to gestation using various laboratory methods. Higher seroprevalence of toxoplasmosis, using 
different serological tests, was found in pregnant women, in whom 66.02% were positive for LAT, 
48.39% of the women were IgG-positive, indicating previous maternal infection, 14.29% for 2ME and 
11.29% were positive for anti-Toxoplasma IgM antibody. 

Table 6: Frequency of Toxoplasma seropositive Ab among pregnant and non-pregnant women using 
different laboratory methods. 

 Gestation 

Latex agglutination ELISA-IgM ELISA-IgG 2ME 

N
o.

 e
xa

m
in

ed
 

N
o.

 +
ve

 

% 

N
o.

 e
xa

m
in

ed
 

N
o.

 +
ve

 

% 

N
o.

 e
xa

m
in

ed
 

N
o.

 +
ve

 
% 

N
o.

 e
xa

m
in

ed
 

N
o.

 +
ve

 

% 

      Pregnant  
   Non-

pregnant  

103 
190 

68 
93 

66.0
2 

48.9
5 

62 
139 

7 
12 

11.2
9 

8.63 

62 
139 

30 
48 

48.3
9 

34.5
3 

42 
54 

6 
8 

14.2
9 

14.8
1 

                                           χ2=8.544 *                          df=1                             P<0.05 
∗ Significant 

 
 Regarding the frequency of abortion, the higher rate of seropositive Toxoplasma antibodies 
was found in sera of women with more than 3 abortions by the diagnostic tests (Table 7). The 
distribution of Toxoplasma seropositivity in women with more than 3 abortions was 100% rate of 
seropositivity using 2ME method, 75% by LAT, 50% for IgG antibodies and 0% for IgM type 
antibodies specific for T. gondii, but statistical analysis appears no significant difference. 

Table 7: Relationship between number of abortion and seropositive Toxoplasma Ab using different 
laboratory methods. 

Number 
of 

abortion  

Latex agglutination ELISA-IgM ELISA-IgG 2ME 

N
o.

 
ex

am
in

ed
 N

o.
 +

ve
 

% N
o.

 
ex

am
in

ed
 N

o.
 +

ve
 

% N
o.

 
ex

am
in

ed
 N

o.
 +

ve
 

% N
o.

 
ex

am
in

ed
 N

o.
 +

ve
 

% 

Single  
Double  

Triple  
> 3 

63 
29 
14 
8 

30 
15 
8 
6 

47.62 
51.72 
57.14 
75.00 

46 
20 
11 
2 

5 
1 
1 
0 

10.87 
5.00 
9.09 

0 

46 
20 
11 
2 

17 
8 
5 
1 

36.96 
40.00 
45.45 
50.00 

18 
8 
8 
1 

2 
2 
2 
1 

11.11 
25.00 
25.00 
100.0 

Total  114 59 51.75 79 7 8.86 79 31 39.24 35 7 20.00 

 
χ2=2.326 

df=3 
P>0.01 

χ2=0.794 
df=3 

P>0.01 

χ2=0.388 
df=3 

P>0.01 

χ2=5.139 
df=3 

P>0.01 
 
 Table (8) explores the relationship between Toxoplasma infection and infertility by 
determination the level of anti-Toxoplasma gondii antibodies in sera of women from the studied group 
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and the results revealed that the positive result of Toxoplasma infection was higher 52.33% using 
LAT, followed by ELISA-IgG 39.62%, 2ME 15% and ELISA-IgM 9.433% respectively. 
In LAT and ELISA tests (IgG and IgM type antibodies), the positive serum samples for Toxoplasma 
infections were more prevalent in women suffering from primary infertility 53.19%, 46.43% and 
14.29% than secondary infertility 51.28%, 32% and 4% respectively, while in 2ME, the seropositivity 
rate in women with secondary infertility was slightly higher than those with primary type of infertility 
15.79% and 14.29% respectively. Statistical difference was insignificant. 

Table 8: Seroprevalence of Toxoplasma gondii according to the infertility of the patients using different 
laboratory methods. 

Infertility    

Latex agglutination ELISA-IgM ELISA-IgG 2ME 

N
o.

 
ex

am
i

ne
d

 N
o.

 
+v

e
 % N

o.
 

ex
am

i
ne

d
 N

o.
 

+v
e

 % N
o.

 
ex

am
i

ne
d

 N
o.

 
+v

e
 % N

o.
 

ex
am

i
ne

d
 N

o.
 

+v
e

 % 

Primary  
Secondary  

47 
39 

25 
20 

53.19 
51.28 

28 
25 

4 
1 

14.29 
4.00 

28 
25 

13 
8 

46.43 
32.00 

21 
19 

3 
3 

14.29 
15.79 

Total  86 45 52.33 53 5 9.433 53 21 39.62 40 6 15 

 
χ2=0.350 

df=1 
P>0.01 

χ2=1.635 
df=1 

P>0.01 

χ2=0.484 
df=1 

P>0.01 

χ2=0.018 
df=1 

P>0.01 
 

Table (9) shows comparison between efficacies of using four laboratory methods in 
determination of seropositivity of Toxoplasma gondii antibodies in 98 patients. LAT showed the 
highest rate 48.98% followed by 45.92%, 16.33% and 14.29% with ELISA-IgG, ELISA-IgM and 
2ME respectively. 

Table 9: Comparison between efficacies of using four laboratory methods in determination of 
seropositivity of T. gondii Ab in 98 patients. 
 Test  No. +ve  % 

Latex agglutination 
ELISA-IgM 
ELISA-IgG 
2ME 

48 
16 
45 
14 

48.98 
16.33 
45.92 
14.29 

                  χ2=47.331∗            df=3             P<0.01 
∗ Significant 

 
The sera of 303 women were examined by Latex agglutination test, 165 were seropositive, 

and the rate of infection with toxoplasmosis was 54.46%. Out of 208 serum sample tested by ELISA-
IgM and IgG, 19 and 78 were seropositive respectively with the rate of seropositivity 9.134% and 
37.5% respectively. While among 98 cases tested by 2ME method, only 14 were positive and the rate 
was 14.29%. The Latex agglutination method revealed the high rate of infection followed by ELISA-
IgG, 2ME and ELISA-IgM (Table 10). 

Table 10: Comparison between efficacies of using four laboratory methods in determination of 
seropositivity of T. gondii Ab in 303 patients. 

 Test  No. examined  No. +ve  % 
Latex agglutination 
ELISA-IgM 
ELISA-IgG 
2ME 

303 
208 
208 
98 

165 
19 
78 
14 

54.46 
9.134 
37.50 
14.29 

                  χ2=132.7∗            df=3             P<0.01 
∗ Significant 

 
Discussion 
 The rate of Toxoplasma seropositivity was higher in subjects from rural villages than urban 
areas, with insignificant statistical difference.  
 Several studies determined a higher prevalence in rural regions in comparison with urban 
areas like: Al-Griari (6) in Diyala, Kadir and Khana (7) in Sulaimani and Ali (8) in Kalar. While 
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others did not observe any difference between rural and urban inhabitants like: Al-Kaysi (9) in 
Baghdad; Al-Jubori (10) in Kirkuk.  
 The overall marital status-adjusted T. gondii seroprevalence, was found among married 
community higher than single (unmarried) and others (widow, divorced, and separated relationships). 
Using LAT, the highest seroprevalence rate was among married patients 54.95% followed by single 
and others (widow, divorced and separated women) 50% and 33.33% respectively, while only married 
females show seropositivity for toxoplasmosis using ELISA-IgG, 2ME and ELISA-IgM 38.81%, 
14.58% and 9.45% respectively. The reasons for higher incidence in married females may be related 
to soil exposure since they are more involved with child rearing and women with three children were 
found to have significantly higher seroprevalence of T. gondii infection compared with other women 
(11).  
 Considering the age group and its relation with the distribution of seropositive Toxoplasma 
antibodies, women of the age group 47-57 years had the highest percentage 66.67% of the positive 
results of Toxoplasma Ab, using LAT. The highest seropositivity rate of Toxoplasma antibodies by 
ELISA-IgM was 13.43% in the age group of 14-24 years, While in ELISA-IgG, the age group 47-57 
years showed the highest positive rate 50%. Using 2ME method, only the age groups 14-24 and 25-35 
years were positive for toxoplasmosis 19.15% and 11.9% respectively. The highest rate of 
Toxoplasma seropositivity among the age groups 47-57 years respectively are in agreement with the 
study of Al-Jubori (10) in Kirkuk, he recorded rate of seropositivity 80% in the age group 51 and 
above.  
 Statistical association was not found between T. gondii  seroprevalence and the education 
level of the women but the disease is more prevalent among women with school education and 
illiterate patients almost in all the tests and lower seroprevalence was present between women had 
college education because increased knowledge results in awareness, which consequently results in 
changes in risky behavior and decline in infection rates, such finding was evident from results of 
several studies indicated no significant differences were observed between educated and uneducated 
women with toxoplasmosis like: Al-Griari (6) in Diyala, Ertug et al. (12) and Sert et al. (13) in 
Turkey, While Mohammed (3) found the occurrence of the disease was higher among uneducated 
people than educated ones. In United States it was found that the seroprevalence was significantly 
higher among those with education below college level in United States (14). 
 The study revealed that the prevalence of toxoplasmosis increases among the housewives than 
the employers, but was significantly different by LAT. The higher rate of infection among the 
housewives than employers may be due to direct contact with infection sources through handling 
contaminated raw meat or vegetables; poor hand and kitchen hygiene habits, nutrition habits; drinking 
raw milk or unfiltered water which was found to increase risk of Toxoplasma gondii seropositivity for 
lower and middle socioeconomic populations (15). 
 Significantly, higher seroprevalence of toxoplasmosis, using different serological tests, was 
found in pregnant women, in whom 66.02% were positive for LAT, 48.39% of the women were IgG-
positive, indicating previous maternal infection, 14.29% for 2ME and 11.29% were positive for anti-
Toxoplasma IgM antibody, and the frequency of T. gondii IgM immunoglobulin detected in the 
current study may be not attributed to old infection-a possibility suggested to Gras et al. (16) who 
declared that in up to 27% of pregnant women IgM immunoglobulin levels persist for more than two 
years, making it difficult to pinpoint the timing of infection.  
 In comparison of the present findings with results of other studies performed in Iraq and other 
countries, the prevalence of anti-Toxoplasma antibodies was found to be much lower than that 
recorded by Al-Jubori (10) in Kirkuk 93.22% and 61.02% for pregnant and non-pregnant women 
respectively using the same techniques, and Al-Griari (6) in Diyala, she found the rate of 
seropositivity among pregnant women 70.4%; 63% in Mosul (17); but the present rate was higher 
than that recorded by Kadir et al. (18) 36.67% in Kirkuk  
 The higher rate of seropositive Toxoplasma antibodies was found in sera of women with more 
than 3 abortions by the diagnostic tests. The distribution of Toxoplasma seropositivity in women with 
more than 3 abortions was 100% rate of seropositivity using 2ME method, 75% by LAT, 50% for IgG 
antibodies and 0% for IgM type antibodies specific for T. gondii, but statistical analysis appears no 
significant difference. These results are in consistence with the findings of other investigators like: 
Abdel Hafez et al., (19) in Jordan, who found that the prevalence of IgG seropositivity in women with 
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habitual abortions is two times higher than that in women with normal pregnancies 58.2% vs 26.1% 
which means that the infection may have long lasting effects which produce multiple abortions. Sahwi 
et al. (20) in Egypt estimated that chronic and not acute toxoplasmosis, most probably is a significant 
cause of repeated abortion and it may be due to the reactivation of chronic infection of the uterus, 
when no parasitic medication is given after the first abortion, causing rupture of the tissue cyst as a 
result of the enlargement in the size of the uterus during pregnancy causing liberation of the 
organisms and fetal infection and damage leading to pregnancy wastage. The present findings also 
strongly support the conclusion of several researchers in Iraq and other countries in their 
investigations that there is no relationship between Toxoplasma seropositivity and number of abortion 
(7, 8, 12 and 21).  
 In LAT and ELISA tests (IgG and IgM type antibodies), the positive serum samples for 
Toxoplasma infections were more prevalent in women suffering from primary infertility 53.19%, 
46.43% and 14.29% than secondary infertility 51.28%, 32% and 4% respectively, while in 2ME, the 
seropositivity rate in women with secondary infertility was slightly higher than those with primary 
type of infertility 15.79% and 14.29% respectively. Statistical difference was insignificant, which may 
be related to sample size or strain of the parasite, but are in agreement with the investigations of 
several studies like: Janitschke et al. (22) in Germany, recorded 49% rate of seropositivity for 
Toxoplasma-IgG antibodies and 6.78% IgM antibodies.  
 The sera of 303 women were examined by Latex agglutination test, 165 were seropositive, 
and the rate of infection with toxoplasmosis was 54.46%. Out of 208 serum sample tested by ELISA-
IgM and IgG, 19 and 78 were seropositive respectively with the rate of seropositivity 9.134% and 
37.5% respectively. While among 98 cases tested by 2ME method, only 14 were positive and the rate 
was 14.29%. The Latex agglutination method revealed the high rate of infection followed by ELISA-
IgG, 2ME and ELISA-IgM. 
 The compound 2 mercapto-ethanol (2ME) is used as reductant of sulphur dioxide which binds 
the five units of IgM antibody and thus leads to its destruction and lysis. The addition of this 
compound to serum, the IgM will lose its ability to agglutinate antigen while IgG antibodies will 
remain unaffected, therefore it is possible to diagnose the chronic form of infection (23). 
 The prevalence of positive 2ME in this study 14.29% was higher than that recorded in Kirkuk 
7.83% (10) and lower than that reported   in Erbil city 54.45% (24). These findings could be explained 
by the fact that the group examined consisted of healthy persons, and IgG positive persons were 
infected with latent toxoplasmosis without a persistence of IgM antibodies after acute infection in the 
past. 
 It is recommended to screen young females of reproductive age before marriage for 
Toxoplasma antibodies using ELISA (IgM and IgG) and treat them.  
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