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Abstract 

Customer Relationship Management is important in analyzing 
business performance. Predicting customer buying behavior enables the 
business to better address their customers and enhance service level and 
overall profit. This paper focuses on proposing a model that predicts future 
period sales in a real retail department store with low prediction error rate, and 
it also discovers the main sales trends over time. A model based on the Prophet 
algorithm is implemented and modified according to different parameters in 
order to lower the prediction error. The modifications consisted of the 
insertion of a new seasonality pattern, changes in the Fourier order of the 
existing and the new seasonality pattern, inclusion of the holiday data, and 
parameterizing its impact. The performance of the standard and modified 
model is evaluated in terms of the MAE (mean absolute error) and MAPE 
(mean absolute percentage error). The standard and the modified model were 
tested on a real dataset consisting of the sales between 2011-2019 in a 
department store of a shopping center in Albania. Implementation results show 
that the MAE in sales prediction for the modified model is reduced, while the 
MAPE in sales prediction for the modified model was measured for different 
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prediction periods. The implementation results indicate a comparable or even 
better performance than the standard model.

 
Keywords: CRM, Time Series Analysis, Prophet Algorithm, Holiday Data, 
Accuracy In Prediction, Cross-Validation 
 
Introduction 

Choosing the best technique to forecast data is a problem that arises in 
any forecasting application. Decades of research have resulted into an 
enormous amount of forecasting methods that stem from statistics, 
econometrics, and machine learning (ML), which leads to a very difficult and 
elaborate choice to make in any forecasting exercise (Aditya Satrio et al., 
2021). Prediction of sales in department stores is usually very hard as they are 
impacted by several factors such as seasonality, holiday seasons, stock quality, 
price changes and many other factors that are usually not easy to predict. This 
is because there are different types of articles in a department store varying 
from clothes to accessories, cosmetics, household appliances and food, as well 
as the respective seasonality changes. However, the way these seasonalities 
impact the sales is not the same.  

In this paper, a Time Series Model is proposed based on a modified 
version of the Prophet algorithm (Taylor et al., 2017) in order to predict the 
sales in a department store located in Albania. A new bimonthly seasonality 
pattern is introduced to the base Prophet model. The Fourier order that governs 
the seasonality pattern is changed for the new bimonthly seasonality and the 
weekly one. Holiday Data in Albania are implemented to the model and its 
impact is parameterized. The prediction results are compared for both the base 
model and the modified model based on MAE (mean absolute error) and 
MAPE (mean absolute percentage error). The modified model is fitted on the 
real data and the MAPE error is evaluated for quarterly sales predictions.  

A real time series dataset is considered in the simulations. It includes 
the daily total sales of the department store from 2011-2019. The dataset is 
taken from a department store in Tirana, Albania, which is part of an 
international chain that operates in Europe. The department store’s main 
products are clothes, accessories, cosmetics, and household appliances. The 
prediction is done for the total sales of the shop, and it is not divided into 
categories to understand the general trend in customer purchases over time. It 
is expected that the model fits into all sales datasets taken from other 
department stores in Albania as seasonalities and holiday data patterns are the 
same. 

Literature review is discussed in the second part of this paper, while 
time series is analyzed in the third part of the paper. Section four describes the 
Prophet algorithm and its three core components. Implementation and analysis 
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compound the fifth section. This is followed by the conclusions and future 
works.  
 
Literature Review  

The usage of Machine learning techniques to forecast sales data has 
been studied intensively in the last years. The main techniques used for this 
purpose are Neural Networks, Time Series Models, and combined models.  
Artificial Neural Networks were used to predict sales on the biggest grocery 
retailers in Turkey (Penpece et al., 2014) and the authors report an accuracy 
of 90%. The methodology used for measuring the accuracy levels was not 
clearly explained in the study. 

A combined model of ANN and ARIMA Time Series Model was 
proposed (Li et al., 2018) and used on Chinese E-Commerce Sales. The model 
was compared to traditional ARIMA and ANN models which produced lower 
Root Mean Square Error (RMSE). 

Prophet is a forecasting model released by Facebook’s Core Data 
Science team (Taylor et al., 2017), which handles common features of 
business time series by adjusting parameters without prior knowledge of the 
underlying model details. It consists of a procedure developed for forecasting 
time series data based on an additive model where nonlinear trends are fit with 
yearly, weekly, and daily seasonality plus holiday effects. It was used in 
previous research to predict sales (Žunić et al., 2020) and the results were 
reported based on mean absolute percentage error (MAPE) level for sales 
prediction of different type of articles. They achieved a MAPE level of less 
than 30% for 70% of the products on a quarterly prediction. Default 
seasonality patterns were used in this study. 
 
Time Series Analysis 

A time series is a series of data points ordered in time which is used to 
predict the future of data. Time series may be stationary, seasonality or auto 
correlated (Athiyarath et al., 2020). They are represented using different data 
visualization techniques to uncover the hidden patterns in datasets. Sequential 
data points are mapped at a certain successive time duration. Various methods 
tend to understand the underlying concept of the data points in time series to 
make predictions. Some of them use significant models to forecast the future 
conclusions on the basis of known past outcomes (Suhermi et al., 2018). 
Another objective is to explore and understand patterns in changes over time, 
where these patterns signify the components of time series. When such 
components reside in a time series, the data model must be considered for 
these patterns to generate accurate forecasts. Time series models are 
Autoregressive, Integrated, Moving average or a combination of all. Machine 
learning is a powerful technique that is available for a huge, explicated dataset 
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(Suhermi et al., 2018). Nevertheless, problems based on time series do not 
usually have interpreted datasets. Time series analysis requires some sorting 
algorithms that can allow it to learn time-dependent patterns across multiple 
models. Various machine learning tools such as classification, clustering, 
forecasting, and anomaly detection depend on real-world business 
applications. Multiple models and methods are used as an approach for time 
series forecasting. Machine learning methods for time series forecasting are 
divided into two, namely: Univariate time-series Forecasting method, where 
one variable is time and the other is the field that requires forecasting; and 
Multivariate Time-series Forecasting method, where the forecasting problem 
contains multiple variables that keep time as fixed (Aditya Satrio et al., 2021). 
Machine learning models are classified in ARIMA model, which is a 
combination of three different models, i.e., AR, MA, and I (Aditya Satrio et 
al., 2021). It tries to fit the data into the model. ARIMA also depends on the 
accuracy over a broad width of time series. 
 
Prophet Model Algorithm 

Prophet is a forecasting model which handles common features of 
business time series by adjusting parameters without prior knowledge of the 
underlying model details (Taylor et al., 2017). Three model components are 
implemented, namely: trend, seasonality, and holidays as shown in equation 
1: 

𝒚𝒚(𝒕𝒕) = 𝒈𝒈(𝒕𝒕) + 𝒔𝒔(𝒕𝒕) + 𝒉𝒉(𝒕𝒕) +  𝝐𝝐𝒕𝒕                              (1) 
where g(t) implements the trend function as a non-periodic change of time 
series values, s(t) implements periodic changes, h(t) implements the holidays 
effects, and the error term represents idiosyncratic changes as a normally 
distributed variable (Aditya Satrio et al., 2021). The forecast is considered as 
a framed curve-fitting problem based on the temporal dependence structure of 
the data. The system is flexible such that multiple periods of seasonality are 
easily embedded, measurements do not need to be regularly spaced, fitting is 
very fast, and users can interactively manipulate many model specifications 
and parameters or include new components (Sahay & Amudha, 2020). 
 
The Trend Model 

Two most used trend model implementations are saturating growth 
model and piecewise linear model (Sahay & Amudha, 2020). The saturating 
growth model is described by the basic equation (2): 

𝒈𝒈(𝒕𝒕) =  𝑪𝑪
𝟏𝟏+𝐞𝐞𝐞𝐞𝐞𝐞 (−𝒌𝒌(𝒕𝒕−𝒎𝒎))

                                                       (2) 
where c is the carrying capacity, k is the growth parameter, and m is the offset. 
Analyzing the equation 2, it can be highlighted that C and k are not usually 
constant parameters. The first one is replaced by C(t). For the second 
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parameter, changepoints are incorporated where growth rate is allowed to 
change. By denoting the change points with sj where j= 1 … S, a vector of 
adjustments 𝛿𝛿 𝜖𝜖 𝑅𝑅𝑆𝑆 (the rate) at time t is calculated by the base parameter k 
and the adjustments up to that point as shown in equation (3): 

𝒕𝒕 = 𝒌𝒌 + 𝒂𝒂(𝒕𝒕)𝑻𝑻𝜹𝜹                                      (3) 
 

Where         𝒂𝒂𝒋𝒋(𝒕𝒕) = {
𝟏𝟏, 𝒊𝒊𝒊𝒊 𝒕𝒕 ≥ 𝒔𝒔𝒋𝒋
𝟎𝟎,𝒐𝒐𝒕𝒕𝒉𝒉𝒐𝒐𝒐𝒐𝒐𝒐𝒊𝒊𝒔𝒔𝒐𝒐

 
 
The offset parameter m must also be adjusted according to parameter 

k in order to connect the endpoints of the segments (Žunić et al., 2020). The 
adjustments at endpoints j are shown in equation (4): 

𝜸𝜸𝒋𝒋 =  �𝒔𝒔𝒋𝒋 −𝒎𝒎 −  ∑ 𝜸𝜸𝒍𝒍𝒍𝒍<𝒋𝒋 � �𝟏𝟏 −  𝒌𝒌+ ∑ 𝜹𝜹𝒍𝒍𝒍𝒍<𝒋𝒋

𝒌𝒌+ ∑ 𝜹𝜹𝒍𝒍𝒍𝒍≤𝒋𝒋
�                  (4) 

 
The saturating growth model is shown in equation (5): 
𝒈𝒈(𝒕𝒕) =  𝑪𝑪(𝒕𝒕)

𝟏𝟏+𝒐𝒐𝒆𝒆𝒆𝒆�−(𝒌𝒌+ 𝒂𝒂(𝒕𝒕)𝑻𝑻𝜹𝜹)(𝒕𝒕−(𝒎𝒎+ 𝒂𝒂(𝒕𝒕)𝑻𝑻𝜸𝜸) )�
                (5) 

 
In a situation whereby the forecast does not satisfy the saturating growth 
model, the piecewise constant growth rate is used. Thus, the trend model is 
shown in equation (6): 

𝒈𝒈(𝒕𝒕) =  (𝒌𝒌 +  𝒂𝒂(𝒕𝒕)𝑻𝑻𝜹𝜹)𝒕𝒕 +  (𝒎𝒎 +  𝒂𝒂(𝒕𝒕)𝑻𝑻𝜸𝜸)                  (6) 
 
where:        𝜸𝜸𝒋𝒋 =  − 𝒔𝒔𝒋𝒋𝜹𝜹𝒋𝒋. 
 
Seasonality Model 

Multi-periods of seasonality often appear at time series business. 
Seasonality models must be specified as periodic functions regarding t.  
To provide flexibility for periodic model effects, Fourier series are used. The 
seasonal effect is shown in equation (7): 

𝒔𝒔(𝒕𝒕) =  ∑ �𝒂𝒂𝒏𝒏𝒄𝒄𝒐𝒐𝒔𝒔 �
𝟐𝟐𝟐𝟐𝒏𝒏𝒕𝒕
𝑷𝑷
� +  𝒃𝒃𝒏𝒏𝒔𝒔𝒊𝒊𝒏𝒏 �

𝟐𝟐𝟐𝟐𝒏𝒏𝒕𝒕
𝑷𝑷
��𝑵𝑵

𝒏𝒏=𝟏𝟏    (7) 
 

Where P is the period of time series. 2N parameters β = [a1, b1, …aN, 
bN]T are estimated for the seasonality. The seasonality matrix is constructed 
for each value of t in past and future data (Li et al., 2020). The seasonality 
component is shown in equation (8): 

S(t) = X(t) β                    (8) 
 
 
 

http://www.eujournal.org/


European Scientific Journal, ESJ                             ISSN: 1857-7881 (Print) e - ISSN 1857-7431 
July 2021 edition Vol.17, No.25 

 

www.eujournal.org   15 

Holidays 
Holidays and events are usually not periodic and provide large 

predictable shocks to business time series. Since they happen every year, it is 
important to incorporate them in the forecast (Toharudin et al., 2021). 
Assuming that the results of holidays effects are independent, the list of 
holidays is inserted into the system. Also, past and future days of the holiday 
are considered in the system. A function can be seen if the time t during a 
holiday i assigns the parameter ki as the change point for the forecast. 
Therefore, a matrix of regressors is created: 

𝒁𝒁(𝒕𝒕) = [𝟏𝟏(𝒕𝒕 ∈  𝑫𝑫𝟏𝟏], …𝟏𝟏(𝒕𝒕 ∈  𝑫𝑫𝑳𝑳]                   (9) 
and h(t) = Z(t) k. Additional parameters are inserted for the surrounding days 
of the holiday. 
 
Methodology and Performance Metrics  

The prophet model has produced high accuracy rate which is compared 
with existing tools as observed in the previous studies. Its prediction error rate 
depends on the Fourier order of the model. A modified version of the Prophet 
model is proposed in this paper for the purpose of sales forecasting in a 
department store. The sales data is queried and aggregated daily from the 
transactional database of the department store and used as an input to the 
model. A new bimonthly seasonality pattern is included to the base Prophet 
model and the Fourier Series Order described in the previous sections is 
changed to produce the best fit and lower prediction error rate. The holiday 
data in Albania is gathered from 2011-2019 and inputted to the model. The 
impact of the day before the holiday is inputted also as a parameter to the 
model. 

The base model and the modified model are trained and tested on the 
dataset and their prediction performance is evaluated based on MAE (Medium 
Average Error). The medium average error is the average magnitude of the 
errors in a set of predictions. It is calculated as shown below where y is the 
real data and y̅ is the predicted value: 

𝑴𝑴𝑴𝑴𝑴𝑴 = 𝟏𝟏
𝒏𝒏
∑ �𝒚𝒚𝒋𝒋 − 𝐲𝐲𝐲𝒋𝒋�
𝒏𝒏
𝒋𝒋=𝟏𝟏                                   (10) 

 
The performance of the modified model is cross validated over 

different periods of time during 2011-2019. It is trained within a period of 2 
years and tested for the prediction of the following 6 months. The prediction 
performance is evaluated based on the mean absolute percentage error 
(MAPE). MAPE is the mean or average of the absolute percentage errors of 
forecast, and it is calculated as shown below where y is the real data and y̅ is 
the predicted value: 

𝑴𝑴𝑴𝑴𝑷𝑷𝑴𝑴 = 𝟏𝟏
𝒏𝒏
∑ �

𝒚𝒚𝒋𝒋−𝐲𝐲𝐲𝒋𝒋
𝒚𝒚𝒋𝒋

�𝒏𝒏
𝒋𝒋=𝟏𝟏 𝒆𝒆 𝟏𝟏𝟎𝟎𝟎𝟎%                                  (11) 
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Implementation and Analysis 
Data Exploration and Preprocessing 

For the Time Series Analysis task, a dataset of 3271 records of the 
daily sales in the department store was used. The sales covered the period from 
2011-2019, and the model was based on the Prophet algorithm. The data was 
converted in the format required by the algorithm. Another small dataset of 
the official holidays during these years was created and was used later on in 
the model. The aim was to predict the sales for 2020.  
Implementation of Holidays in Prophet Model 

The Prophet base model and the modified model were tested. In the 
modified model, the holidays were imported in the model and the changes 
summarized in Table 3 were also indicated. A new bimonthly seasonality 
period was created and it was estimated that the department store is better 
described by this seasonality. Seasonality is estimated using partial Fourier 
Sum. The Fourier order determines how quickly the seasonality can change 
(default order for yearly seasonality is 10, while weekly seasonality order is 
3). Increasing this Fourier order allows the seasonality to fit faster-changing 
cycles. Since there are sudden changes in the weekly sales of the data, the 
weekly Fourier order was changed to 20 and the bimonthly Fourier order was 
then set to 5. Furthermore, the holiday data were imported and the lower 
window was set to -1. This gave more weight to the day before the holiday, 
and it is estimated that the sales usually spike during this period. The 
holiday_prior_scale was set to 25 (default is 10) to strengthen the effect of 
holidays. 

Table 3. Changes to the Prophet base Model 
Base Model Modified Model 

Yearly/Weekly 
Seasonality 

Seasonality 

No holiday data 1.Annual 
Linear Growth 2.Weekly  fourier_order = 20  

3.Bi-Monthly fourier_order = 5  
holiday_season, holiday_prior_scale = 

25,'lower_window': -1  
Linear Growth 

 
The results of the prediction are plotted in Figure 1 and it can be seen 

that the results fit into the real data. The blue line represents the prediction and 
the black dots represent the real data. A prediction for 2020 was also produced. 
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Figure 1.  Modified Model Fit 
 

The base model and the modified model are compared in terms of the 
mean absolute error (MAE). The error is measured based on the real data and 
predictions for the second half of 2019. 
 
 
 
 
 
 
 
 
 

 
Figure 2. Comparison of model based on MAE 

 
It can be observed that the modified model performs better in 

prediction and an improvement of 2% was obtained in prediction. The cross 
validation was also performed on the modified model in order to validate it. 
The algorithm was trained for 2000 days and a prediction was performed for 
a horizon of 180 days. In total, 7 forecasts were done and the results of MAPE 
(mean absolute percentage error) are plotted in Figure 3. From the results, it 
can be deduced that the model gave a very good prediction for about 90 days 
(<25%) and then the accuracy began to deteriorate within the interval of 90-
140 days (max 40%). After 140 days, the error dropped again. This can be 
attributed to changes in sales seasons patterns for the period of 2018/2019. 
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Figure 3. Cross Validation MAPE 

 
In addition, the trends in the sales are shown in Figure 4 since they are 

valuable information that can be used by the department store. 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Trends in the Sales Data 
 

Conclusion 
Predicting customer buying behavior is very important in business 

performance. A modified Prophet model was proposed and evaluated. The 
modifications consisted of the implementation of a new seasonality, changing 
the Fourier order of the existing and new seasonalities, insertion of holiday 
data, and parameterizing their impact. 

The modified Prophet model was compared with the standard model. 
Implementation results show a reduction of 2% in the MAE level of the sales 
prediction from the standard model using the dataset. More so, the predicted 
curve fits the real sales data points even in the case of sudden changes.  The 
model was cross validated over different periods of time and the sales 
predictions obtained correlate with the real data, which has a low MAPE under 
25% for the quarterly predictions. This result is comparable and even better 
compared to previous studies discussed in literature review. 
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The error rise experienced within the interval of 90-140 days is attributed to 
changes in the sale’s promotional seasons. The results obtained were supplied 
to the sales department for further analysis in order to exploit the detailed 
reasons behind the trend changes. 
 
Future Work 

This study will be carried out in larger datasets and will be expanded 
in different dimensions (shops, categories, brands) of the data. More 
experiments will be conducted with the Prophet model and other time series 
techniques in order to achieve better levels of MAPE.  
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