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This special edition of the European Science Journal is devoted to 

applying computational intelligence methods to solving complex problems in 

medicine and biology. Several significant trends have fostered progress in this 

area that include: 

 

Mathematical models of complex biological phenomena are increasingly  

available (Smye & Clayton, 2002). 

Large disease datasets with hundreds or thousands of patient entries are  

publicly available (Purushotham, Meng, Che, & Liu, 2018; 

Obermeyer & Emanuel, 2016). 

Supervised machine learning, unsupervised machine learning, and deep 

learning algorithms are being successfully applied to solve problems in  

biology and medicine (Al-Jabery, Obafemi-Ajayi, Olbricht, & 

Wunsch, 2019; Xu & Wunsch, 2010; Liu, Chen, Krause, & 

Peng, 2019) 

Advances in natural language processing and ontology development are  

transforming previously impenetrable warehouses of 

unstructured text data into computable data sources (Fu et al., 

2020; Gehrmann et al., 2018; Yang, Bian, Hogan, & Wu, 

2020). 
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This special edition contains five contributions from the Applied 

Computational Intelligence Laboratory (ACIL) at the Missouri University of 

Science and Technology in Rolla, MO, USA. 

 

A Focused Review of Deep Phenotyping with Examples from Neurology  

by Hier et al. introduces the concept of what is a patient phenotype and 

demonstrates how vectorization of phenotypic features can make 

patient phenotype computable. Patient phenotypes are signs and 

symptoms of disease that permit the characterization of diseases and 

their subtypes.  Patient phenotypes can be correlated with disease 

outcomes and response to treatment as part of precision medicine 

initiatives. The concepts needed for patient phenotyping are derived 

from large online ontologies with machine readable codes. 

 

Subsumption is a Novel Feature Reduction Strategy for High 

Dimensionality Datasets  

by Wunsch & Hier argues that when phenotypic features are organized 

in a hierarchical ontology, subsumption can be an effective  strategy 

for reducing high dimension clinical datasets. 

High Throughput Phenotyping of Neurological Patients with MetaMap  

by Hier et al. explores the utility of this powerful natural language 

processing tool to extract concepts from the medical text.  MetaMap is 

able to extract phenotypic concepts from electronic health records or 

online disease summaries with and accuracy of 61-89%.  

A Robot Advisor to Improve Computerized Game Play  

explores whether a robot advisor can improve computerized gameplay. 

Robot advisors are showing increasing use in healthcare.  The study of 

Tanksley et al. examines whether a robot advisor can improve 

computerized game play and whether carryover learning occurs when 

the robot advisor is not active. This study has implications for 

improving health outcomes through gamification strategies (Sardi, 

Idri, & Fernandez- Aleman, 2017). 

Reproducing Neural Network Research Findings via Reverse 

Engineering: Replication of AlphaGo Zero by Crowdsourced Leela Zero  

examines reproducibility issues of deep learning algorithms. Tanksley 

et al. show how crowdsourcing was able to replicate the remarkable 

accomplishment of DeepMind who constructed a neural network that 

became the best Go player in the world.  This issue is especially 

relevant to neural network models  in healthcare (Beam, Manrai, & 

Ghassemi, 2020). 
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