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Abstract 

  The reproducibility of scientific findings is essential to the integrity of 

research. The scientific method requires hypotheses to be validated 

independently by different laboratories. Investigators are expected to provide 

sufficient information in their publications to permit an objective evaluation 

of their methods and an independent reproduction of their results. This is 

particularly true for research supported by public funds, where transparency 

of both methods and findings represents a return on public investment. 

Unfortunately, many publications fall short of this standard for various 

reasons, including a desire to protect intellectual property or national security. 

The reproducibility of findings is essential in transferring machine learning 

findings from research into healthcare practice. Fortunately, the internet 

makes it easier to overcome these limitations by permitting multiple 

individuals to participate in reproducibility efforts and to crowdsource the 

reverse engineering of novel software. We present a case study of this 

capability from neural  network research. The success of the crowdsourced 

project Leela Zero to reverse engineer the findings of AlphaGo Zero 

exemplifies the ability to reproduce novel results despite the lack of extensive 
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computational resources or a detailed description of the initial experimental 

methods.  The implications of this successful reverse engineering effort for 

future reproducibility of neural network research are discussed. 

 
Keywords: Reproducibility, neural networks, DeepMind, crowdsourcing, 

reverse engineering, Leela Zero, AlphaGo Zero  

 

Introduction 

The reproducibility of scientific research has received increased 

attention recently. Several studies have shown that some notable findings in 

highly-reputed journals were not reproducible. Baker (2016) reported that a 

survey of 1,500 scientists found that "more than 70% of researchers have tried 

and failed to reproduce another scientist's experiments and more than half have 

failed to reproduce their own experiments".  In addition, 52% of those 

surveyed agreed that there is a significant crisis of reproducibility of scientific 

research. Many top-tier journals are now demanding improvements in the 

description of research methods and the sharing of data to enhance 

reproducibility. Greene et al.  (2017) state that "journals, although they 

conduct peer review, do not validate each experimental result or claim." They 

go on to say that 

 

…rigorous secondary data analysis is critical for maintaining 

the accuracy and efficiency of scientific discovery. As 

scientists, we make predictions, perform experiments, and    

generate data to test those predictions. When we ask rigorous 

questions, we obtain more accurate findings that can prevent 

harm. 

 

The National Academies of Sciences, Engineering, and Medicine (2019) notes 

that 

 

when results are produced by complex computational 

processes using large volumes of data,    the traditional methods 

section of a scientific paper is insufficient to convey the 

necessary information for others to reproduce the results. 

Additional data, code, models, and computational analysis are 

needed. 

 

However, the desire for reproducibility can conflict with the legitimate 

interests of the researchers who seek to protect the economic value of their 

work. The pros and cons of sharing results and methods have been vigorously 

debated in the medical literature. The decision to share detailed methods can 
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be difficult for industry researchers who are obligated to protect proprietary 

research funded by for-profit companies. A prominent example of this conflict 

over the disclosure of methods occurred when DeepMind (a Google company) 

used neural network research to create an AI system for the game of Go 

(AlphaGo) which outplayed every other human or computer player in the 

world.  Although DeepMind disclosed the general architecture of AlphaGo, 

they did not disclose the network weights, computer code, or training data that 

would allow replication of this result (Silver et al. 2016). 

This paper is divided into four parts.  First, we have introduced the 

problem of reproducibility of scientific research. Second, we describe the 

surprising neural network achievement of DeepMind which created AlphaGo 

Zero, the best Go player in the world.  Third, we highlight how crowdsourcing 

reproduced the performance of AlphaGo Zero utilizing minimal resources. 

Finally, we discuss the implications of this successful replication of the 

capabilities of AlphaGo Zero by the crowdsourced effort Leela Zero for the 

reproducibility of neural network research in the future. 

 

Case Study Part I: The development of the World Champion Go-playing 

engines AlphaGo and AlphaGo Zero 

Go is an ancient Chinese board game that has been played 

continuously for over 2,500 years. It is played on a 19 x 19 squared grid with 

black and white-colored stones.  An estimated 46 million people worldwide 

know how to play Go.  Traditionally the ability of Go players was graded on 

the dan/kyu ranking system from 20 kyu (beginner) to 9 dan (professional). 

Recently, a numerical skill rating system call Elo has been developed with 

ratings from 100 (beginner) to 2940 (top professional). Ratings above 3,000 

are possible but are considered super-human. Elo ratings can be used for 

human players and computer engines (Go ranks and ratings, n.d.).  

As early as 1984, there has been computer versus computer Go 

challenges.  Since at least 1986 there has also been computer versus human 

Go challenges.  In general, computer Go engines could only play at no better 

than an amateur level (Levinovitz,  2014).  Most Go researchers did not expect 

the development of a champion-level system in the near term. Go is much 

harder than any of the games solved by previous AI systems. The game tree 

(all possible moves) is estimated to be between 10575and 10620, hundreds of 

orders of magnitude greater than the game tree for Chess which is estimated 

at around 10120 (Allis, 1994; Allis et al.,  1990; Koch, 2016). Fundamental 

research had been conducted on Go for decades. Silver, Sutton, & Müller 

(2007) speculated that Go would require an altogether different approach than 

used for other games. Krikke (2007) foresaw that methods that are successful 

at determining the value of Go positions might prove useful for image 

processing, as the analysis of Go positions is highly visual. AlphaGo used 
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these and other insights, notably training a neural network to screen for a 

smaller subset of moves (Zaman & Wunsch, 1999), training via reinforcement 

learning in self-play (Zaman, Prokhorov & Wunsch, 1997) and Monte-Carlo-

based methods (Silver, 2009).  However, none of these early systems were 

scaled up to a champion level of play.  

In 2016, DeepMind surprised the computer Go community by 

announcing the development of AlphaGo. AlphaGo was developed with a 

novel combination of policy neural networks to select moves and value neural 

networks to evaluate board positions.  In addition, AlphaGo used supervised 

learning from human expert games and reinforcement learning from self-play 

to improve performance. A novel Monte Carlo simulation method was 

implemented to utilize input from the value and policy networks to plan 

moves. The human design effort   and computational resources for training 

were unprecedented. DeepMind was given access to thousands of Google 

tensor processing units (new hardware specifically designed for machine 

learning calculations) and trained for months. In their Nature paper, the 

DeepMind team announced that “our program AlphaGo achieved a 99.8% 

winning rate against other Go programs and defeated the human European Go 

champion by 5 games to 0” (Silver et al., 2016).  Later in 2016, AlphaGo 

defeated the world champion Go player Lee Sedol. In 2017, the improved 

AlphaGo Master defeated a world champion Go player Kie Jie.  

The same team announced an even more significant result one year 

later (Silver, Schrittwieser, et al. 2017). They developed a new system, 

AlphaGo Zero, that learned by pure self-play and did not need historical game 

data for training (Figure 1). Furthermore, it performed better than the original 

system, which had been renamed AlphaGo Lee (in honor of Lee Sedol).  

AlphaGo Zero was trained in 40 days (albeit on state-of-the-art hardware) 

compared to months of training for AlphaGo.  AlphaGo Zero became the 

world’s best Go player, outplaying all other human and computer players 

(Silver & Hassabis 2017).  The system was then generalized so that it could 

learn arbitrary turn-based games with convincing performance.  It was able to 

learn from win-loss data on several games, notably Chess, which it learned 

after only 9 hours of training (Silver, Hubert, et al., 2017b). In 1000 games 

against the strongest rule-based Chess engine, Stockfish, AlphaGo Zero won 

155 games and lost only 6. This result was beyond what many expected, as 

computer engines had dominated Chess for decades. Even Demis Hassabis, 

CEO of DeepMind, noted that it was “far from clear that a program of this 

type could possibly hope to compete with the specialist handcrafted chess 

engines that had decades of cumulative effort spent on them from some of the 

best computer scientists and chess grandmasters in the world” (Sadler & 

Regan, 2019).   

Even in the context of the extensive resources expended by DeepMind, 
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the accomplishments of AlphaGo and AlphaGo Zero stand out as major 

milestones in the history of neural networks as well as AI. Public and private 

investment in the AI field has dramatically increased since their release. There 

can be little doubt about the financial value of this neural network-related 

intellectual property. In the three years since the victory over Kie Jie, Google 

gained 70% in market value (over $350 billion). Of course, this gain cannot 

be specifically attributed to the Go victory. Still, the reputation of Google in 

neural-network-based reinforcement learning contributes to the company’s 

perceived value. The win generated positive media coverage, bolstered 

prospects of AI-enabled products, and may have influenced national budgets 

for AI research. South Korea increased AI  spending by $860 million 

(Zastrow, 2016). China, trying to draw equal to the U.S. by 2020, is expanding 

its AI industry to $150 billion by 2030 (Mozur 2017). 

It is not surprising that DeepMind did not release the computer code, 

training data, or network weights for AlphaGo or AlphaGo Zero. DeepMind 

had already invested millions of dollars on computing resources for their 

creation. The labor and training time expended on failed models was 

significant. Furthermore, previous progress in Go was a factor in the $500 

million purchase of DeepMind by Google in 2014. The potential economic 

impact of this research justified the expense of acquisition by Google. In the 

absence of computer code, training data, or network weights the replication of 

the findings of AlphaGo Zero would be a daunting task. 

 

Timeline of reverse-engineered Reproducibility Studies of AlphaGo Zero 

 
Figure 1: A timeline of AlphaGo publications and significant events between 2016 and 

2019. 

 

Case Study Part II: The successful replication of performance of AlphaGo 

Zero by crowdsourced Leela Zero 

When DeepMind published its first paper on AlphaGo, interest grew 

over the new method.  It became international news when AlphaGo defeated 

Lee Sedol in March of 2016. One commentator wrote that  

 

Today is a memorable day in human history. In the very first 

game of Go between the human champion and the computer 
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program AlphaGo, the human champion lost. Pre-match 

predictions was predominantly in favor of human. Go players 

unanimously picked human champion Lee Sedol. (Zhe, 2016) 

 

In response to Sedol’s defeat, group efforts were initiated to combine 

computing resources to replicate the success of AlphaGo Zero. Initially, 

replications efforts went nowhere outside of promises for more investments 

into AI research. Efforts intensified when DeepMind shared that the methods 

in AlphaGo Zero had been successfully applied to two other games, Chess and 

shoji.  Subsequently, two crowdsourced replication efforts were organized 

under the leadership of Belgian programmer Gian-Carlo Pascutto who had 

previously authored a Go program called Leela and a Chess program called 

Sjeng. New programming efforts were started as Leela Go and Leela Chess 

and GitHub websites were created for both projects. Pascutto (n.d.) writes that 

“After the release of AlphaGo Zero and Mastering the game of Go without 

human knowledge, and some maths on the computing power required to 

duplicate that effort, I decided to start an open project to replicate the results - 

and get them available to the public - named Leela Zero.” 

The success of AlphaGo Zero in learning Chess provided a unique 

opportunity to re-engineer reproducibility. Chess rule-based game engines had 

already reached the pinnacle of chess play, whereas Go systems had no reliable 

comparison tool other than the top-ranked humans. Top-ranked Go players 

could no longer compete with AlphaGo. DeepMind claimed only 9 hours of 

training were needed for chess compared to the 40 days used for Go training. 

Although training of a replicate system for chess by crowdsourcing would take 

longer than needed by DeepMind due to less available resources, 

crowdsourced training for chess would still be faster than crowdsourced 

training for Go. 

Although DeepMind did not provide source code or neural network 

weights, DeepMind did give enough details so that a similar system could be 

constructed with certain assumptions. A replicate system (Leela Chess Zero) 

was built and released in late 2017 (LCZero, n.d.).The interested community 

was invited to contribute to the code and the  computational effort of training. 

Many community members suggested improvements for the system on a 

public forum. At the same time, the GitHub project was expanded to fix issues 

with the architecture and upgrade it for more efficient computations. Interested 

people could download a client, which would run simulations on their 

computers. The results would   be sent to a central repository where a new 

network would be trained after tens of thousands of games. If the new network 

performed better than the old one, clients would be updated with the new 

network and continue to run simulations. Around this time, Google Colabs 

introduced free GPU resources, allowing people to use their free computing 
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power from Colabs to help contribute if they lacked a powerful computing 

system (Chess.com, 2018; Colaboratory, n.d.). Training on diverse systems of 

much lower capacity took longer. But the system gradually moved from slow, 

weak play to grandmaster level, beating its first human grandmaster in April 

2018 (Lystad 2018), and in January 2019, it managed to win the TCEC Cup 

2, playing on par with the best rule-based chess agents (LCZero, 2019).  

The same crowdsourced approach to training Leela Chess was used 

with Leela Go. On the Leela Zero website Pascutto (Zero n.d.) remarked 

 

Gimme the weights. Recomputing the AlphaGo Zero weights 

will take 1700 years on commodity hardware. One reason for 

publishing this program is that we are running a public, 

distributed effort to repeat the work. Working together, and 

especially when starting on a smaller scale, it will take less than 

1700 years to get a good network…. 

 

Pascutto was not that hopeful initially about crowdsourcing for Leela 

Zero. He remarked “realistically there will be maybe 10 people joining, 80 if 

we're very lucky” (Pascutto, 2017).  In fact, more than 500 volunteers joined 

the crowdsourcing effort and contributed to finding the network weights in 

less than a year. Training of Leela Zero for Go began on November 10, 2017, 

with an Elo rating of 0 after 0 games. By December 14, 2017, Leela Zero had 

been trained on 1,035,000 games and had an Elo rating of 3,077 (higher than 

most Go expert players).  By February 15, 2020, Leela Zero had 21,709,096 

accumulated games and a super-human Elo rating of 16,726 (Zero n.d.). 

Facebook has released an open-source version of their Go AI system 

named ELF OpenGo, which has defeated top human players 20-0 (Tian & 

Zitnik, 2018). One of the leading AI companies in China, Tencent, has 

released an open-source version of its Phoenix Go program, winner of the 

2018 World AI competition. This pursuit of independent replications of novel 

research ideas in AI is a laudable trend. 

 

Discussion and Conclusions 

The replication of neural network research findings is a daunting task 

due to the resource demands of numerous complex simulations. Furthermore, 

the software development effort to reproduce results is significant. Open-

source software and crowdsourcing of computational resources can overcome 

these challenges. While this approach to reproducibility is difficult in some 

cases, it should not be dismissed. Advances in high-performance computing 

and software neural network model development have lowered entry barriers 

so that an approach that seemed impractical in one year may become feasible 

the next. The methods described in this case study may become increasingly 
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common. Several important lessons can be learned from the successful Leela 

Zero project that replicated the findings of AlphaGo Zero: 

1) The project benefited from the leadership of a skilled and experienced 

programmer.  Pascutto had already had experience writing chess and 

Go programs. 

2) The project benefited from the availability of the published system 

architecture described in the first Nature article (Silver et al. 2016). 

3) Although training data was not available, the use of self-play for 

training effectively overcame that limitation. 

4) Participation of volunteers was greater than expected.  Pascutto (2018) 

remarks “I estimated we would get perhaps 10 or so computer Go 

enthusiasts to run the client. In fact, it's been generally over 500! 

Similarly, there have been some very high-quality code contributions 

as well.” 

5) The use of large numbers of crowdsourced low-powered community 

computers compensated for the lack of high-powered dedicated 

computers. 

6) Leela Zero reached expert-level performance in a shorter than 

expected time of about 30 days. 

7) The project made effective use of GitHub for software downloads and 

data uploads. 

8) A skilled programmer was able to write working code despite the 

decision of the original developers to withhold the release of their 

code. 

 

The replication of the findings of AlphaGo Zero by Leela Zero is 

encouraging. The independent verification of significant neural network 

research results should be fostered. Given the accelerating scale of 

investments in neural networks by diverse stakeholders, we hold that many 

important contributions will not be described in sufficient detail to allow easy 

confirmation by the scientific community. However, this should not deter 

scientists from attempting the reproducibility of the most important findings, 

with or without the assistance of the original investigators. Confirmation of 

results by independent investigators lends credibility to novel research 

findings. Crowdsourced reverse engineering can engage a broad community 

of researchers in confirming or refuting novel results. The successful reverse 

engineering of DeepMind AlphaGo Zero has demonstrated the feasibility of 

this approach. 
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